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ABSTRACT

Guidance and control (G&C) technologies play a central role in the development and operation of vehicular
systems. The emergence of computational guidance and control (CG&C) and highly efficient numerical
algorithms has opened up the great potential for solving complex constrained G&C problems onboard, enabling
higher level of autonomous vehicle operations. In particular, convex-optimization-based G&C has matured
significantly over the years and many advances continue to be made, allowing the generation of optimal G&C
solutions in real-time for many vehicular systems in aerospace, automotive, and other domains. In this paper,
we review recent major advances in convex optimization and convexification techniques for G&C of vehicular
systems, focusing primarily on three important application fields: (1) Space vehicles for powered descent
guidance, small body landing, rendezvous and proximity operations, orbital transfer, spacecraft reorientation,
space robotics and manipulation, spacecraft formation flying, and station keeping; (2) Air vehicles including
hypersonic/entry vehicles, missiles and projectiles, launch/ascent vehicles, and low-speed air vehicles; and
(3) Motion control and powertrain control of ground vehicles. Throughout the paper, we draw figures that
illustrate the basic mission concepts and objectives, introduce key equations that characterize the feature of
each class of problems and approaches, and present tables that summarize similarities and distinctions among
the problems, ideas, and methods. Where available, we provide comparative analyses and reveal correlations
between different applications and technical approaches. Finally, we identify open challenges and issues,

discuss potential opportunities, and make suggestions for future research directions.

1. Introduction

Guidance and control (G&C) technologies are vital for vehicular
systems. In recent years, the generation of G&C commands relies much
more extensively on onboard computation, accelerated by a critical
need of highly efficient G&C systems for intelligent, autonomous ve-
hicle operations. For example, NASA has been driving and supporting
innovation in autonomous systems and key technologies such as flight
computing and G&C for the development of future air transporta-
tion and new space exploration missions to the Moon, Mars, and
other planetary bodies, as highlighted in the 2015 NASA Technol-
ogy Roadmaps (National Aeronautics and Space Administration, 2015)
and the more recent 2020 NASA Technology Taxonomy (National
Aeronautics and Space Administration, 2020). In January 2023, the
United States Department of Defense (USDOD) updated its Directive
3000.09, Autonomy in Weapon Systems, which shows USDOD’s com-
mitment to developing, testing, fielding, and employing autonomous
and semi-autonomous weapon systems (Klare, 2023). Furthermore, the
United States Department of Transportation (USDOT) has been devoted
to enabling safe, efficient, and sustainable transportation systems by
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promoting new forms of mobility and advancing transportation tech-
nologies from electric, automated, and connected vehicles to advanced
air mobility and commercial space travel (United States Department
of Transportation, 2022a, 2022b). The overall goal of these efforts is
to facilitate paths to enabling more efficient and capable space, air,
and ground vehicle operations in various mission scenarios. The objec-
tives are to transform next-generation vehicular systems from manually
controlled systems to ones that respond to the dynamic mission re-
quirements in real-time and operate autonomously in highly uncertain
environments. Towards achieving this, an accurate and robust solution
process needs to be created for the vehicle to perform complex missions
incorporating highly nonlinear vehicle dynamic systems and stringent
constraints with a high degree of reliability. This process will involve
automating and optimizing some of the system functions such as G&C
to enable fast yet accurate decision-making systems.

The field of G&C has recently been evolving from focusing on
traditional laws and controllers to numerical algorithms with the aim
of achieving onboard applications for autonomous vehicle systems (Lu,
2017). Specifically, an emerging and accelerating trend has occurred
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in G&C, where the traditional algebraic G&C laws are replaced by
numerical and computational algorithms. In contrast to traditional
G&C, computational guidance and control (CG&C) allows complex G&C
missions involving highly nonlinear dynamic systems and many state
and control constraints to be performed. It is worth noting that CG&C
is not simply solving G&C problems numerically onboard. Reliabil-
ity, accuracy, computational efficiency, and robustness of the solution
process are all primary challenges facing the G&C community in the
development of numerical G&C algorithms. Another observation is that
the vehicle G&C system has been generally decoupled, in which the
guidance subsystem determines the desired trajectory as well as the
associated changes in position, velocity, rotation, and acceleration for
the vehicle to move from its current location to a designated target,
while the control subsystem manipulates the forces acting on the
vehicle via steering control defectors such as aerodynamic surfaces
and thrusters to execute the guidance commands while maintaining
vehicle stability (Kabamba & Girard, 2014). Such an approach breaks
the entire G&C problem down into a series of subproblems including
reference trajectory generation, tracking guidance, attitude control, and
iterative online implementation. The large majority of these problems
have been characterized by and intrinsically tied with optimal control
problems (OCPs). In many cases, unfortunately, analytical solutions are
usually impossible to find, and numerical techniques must be employed
to determine feasible reference trajectories and closed-loop control
policies.

So far, the OCP-based G&C problems have been substantially ad-
dressed by either the indirect method or the direct method. The pros
and cons of these methods have been extensively discussed in the litera-
ture, and details can be found in many publications such as Betts (1998)
and Rao (2009). Briefly speaking, the indirect method builds on the
calculus of variations and Pontryagin’s Minimum Principle, derives the
necessary conditions such as adjoint equations and transversality condi-
tions, determines the optimal solutions by minimizing the Hamiltonian
with respect to the control, and reduces the initial OCP to a multi-
point boundary value problem. The optimality of the indirect method
can be guaranteed; however, complicated and lengthy mathematical
derivations are needed, and high-quality initial guesses of the adjoints
are always required. In contrast, the direct method does not require
explicit derivation of optimality conditions; instead, it discretizes the
continuous trajectory into multiple segments and converts the original
continuous-time OCP into a finite-dimensional parameter optimization
problem, which is then solved using numerical optimization methods
such as nonlinear programming (NLP). The direct method is easy to
implement; for complicated, highly nonconvex problems, however, the
solution process is usually time-consuming, and the convergence of
NLP algorithms is hard to be guaranteed. Therefore, despite decades of
advancement, there is still a lack of highly efficient algorithms that are
capable of handling highly nonlinear system dynamics and a variety of
mission constraints with stable convergence and real-time performance
without compromising solution accuracy and optimality for G&C across
all mission phases in both single-vehicle and multi-vehicle settings.
Convex-optimization-based G&C has emerged and advanced in the
past two decades, providing great potential to address these issues
and challenges and achieve the collective goals of autonomous vehi-
cle systems. With the significant increase in computational efficiency,
convex-optimization-based G&C is expected to become a fundamental
technology for autonomous system operations.

As a subfield of mathematical optimization that addresses the prob-
lem of minimizing convex functions over convex sets, the study of
convex optimization dates back to more than a century ago; however,
the power of convex optimization for practical applications did not
come to light until the 1990s, when it was discovered that many
engineering problems are actually convex or can be approximated
as convex optimization problems (Boyd & Vandenberghe, 2004). Re-
cent development of highly efficient convex optimization algorithms
together with the advances of computing power have provided the
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basis for substantial increase in the performance of generating optimal
vehicle trajectories and producing closed-loop tracking control com-
mand due to its advantages including low complexity, polynomial-time
computation, global optimality, and deterministic convergence (Boyd
& Vandenberghe, 2004; Nesterov, 2018). In addition to allowing more
rapid and stable system operations, these algorithmic advances offer
the potential for automating several of the G&C tasks, elevating the
human pilot or driver to the role of operation managers, where the
human is expected to intervene only if the automated system is unable
to deal with the situation at hand. For these reasons, NASA cited
convex optimization as a computationally-efficient method for solving
large divert guidance problems in real-time for potential future entry,
descent, and landing (EDL) applications (National Aeronautics and
Space Administration, 2015). Nevertheless, most real-world problems
are nonconvex and difficult to solve in both theory and practice. While
a nonconvex problem can be potentially addressed using techniques
commonly known as convexification and relaxed into a hierarchy of
convex subproblems that can be reliably solved using efficient interior-
point methods (IPMs), the obtained candidate solutions (if converged)
can only be suspected of being locally optimal solutions, and the
optimality of the solutions is generally difficult to validate (Zhang, Josz,
& Sojoudi, 2019).

It is generally acknowledged that the initial impetus for the devel-
opment of convex optimization algorithms for vehicle G&C applications
began in the U.S. with a series of publications on powered descent
guidance for Mars pinpoint landing (Liu, Lu & Pan, 2017; Malyuta,
Yu, Elango, & Acikmese, 2021). In the aerospace domain, convex
optimization was initially used to solve the optimal powered descent
guidance problem, where a propellant-optimal trajectory optimiza-
tion problem was formulated as an OCP subject to state and control
constraints and relaxed into a convex optimization problem through
the lossless convexification technique (Acikmese, Carson & Blackmore,
2013; Acikmese & Ploen, 2007; Blackmore, Acikmese, & Scharf, 2010).
It was then followed by the development of basic convex optimiza-
tion and sequential convex programming (SCP) algorithms and their
more advanced variants with enhanced techniques such as virtual
control and pseudospectral discretization for more applications includ-
ing rendezvous and proximity operations (Liu & Lu, 2014; Lu & Liu,
2013), low-thrust orbital transfers (Wang & Grant, 2018c, 2018e),
and space robotics (Misra & Bai, 2017b). Convex-optimization-based
G&C algorithms for high-speed atmospheric flight vehicles appeared
around 2015 (Liu, Shen, & Lu, 2015; Zhang, Acikmese, Swei, & Prabhu,
2015), and the past five years observed rapid advances in algorithm
development with a primary growth of SCP-type algorithms and their
applications to hypersonic/entry vehicles (Liu, Shen, & Lu, 2016b;
Sagliano & Mooij, 2021; Wang & Grant, 2017a; Wang & Lu, 2020)
and launch/ascent vehicles (Benedikter, Zavoli, Colasurdo, Pizzurro, &
Cavallini, 2021, 2022b; Ma, Pan & Yan, 2022; Miao, Cheng, Zhang, Li,
& Gong, 2023). Convex optimization for low-speed air vehicles appears
to be following a similar developmental pathway. Research in earlier
years between 2000 and 2010 was mainly focused on solving single
convex optimization problems with simplified vehicle models to obtain
the solution (Culligan, Valenti, Kuwata, & How, 2007; Kamal, Gu, &
Postlethwaite, 2005), while SCP is at the heart of the development of
more advanced algorithms for wide air vehicle applications in recent
years (Szmuk, Pascucci, Dueri & Acikmese, 2017; Wang & McDonald,
2020; Wu, Deniz, Shi, & Wang, 2024; Zeng & Zhang, 2017). More
recently, convex optimization has gained significant interest in the au-
tomotive domain to improve the efficiency and performance of ground
vehicles. The major focus is on the generation of approximate optimal
solutions to motion/speed control (Gong, Shen, & Du, 2016; Shi, Wang,
LaClair, Wang and Shao, 2023; Shi, Wang, Wang and Shao, 2023) and
powertrain control (Egardt, Murgovski, Pourabdollah, & Mardh, 2014;
Murgovski, Johannesson, Sjoberg, & Egardt, 2012) problems in the
context of smart mobility and intelligent transportation systems.
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The primary goal of this paper is to provide a holistic survey
on the development of convex optimization algorithms for G&C of
vehicular systems. In particular, this paper presents fundamental re-
sults and latest advances in convexification and SCP techniques for
space, air, and ground vehicles, and highlights some limitations of
the existing solutions in each of these areas from both theoretical and
technological perspectives. Finally, this survey paper presents some rel-
evant challenges and issues that hinder the implementation of convex-
optimization-based methods for real-world G&C missions, and discuss
potential research efforts to reduce these challenges and issues in
the future. It is worth mentioning that this paper not only surveys
the traditional G&C areas but also reviews the applications of con-
vex optimization techniques for G&C in newly emerged fields such
as reusable rocket landing, small body exploration, electric vertical
take-off and landing (eVTOL) vehicles, advanced air mobility (AAM),
connected and automated vehicles (CAVs), and collaborative space-air-
ground missions. The intended readers for this paper are researchers,
students, and professionals who are interested in the design of G&C
systems for space, air, or ground vehicles and those who would like
to explore the applications of convex optimization for other areas. To-
wards achieving these goals, this paper surveys the most representative
works published in the past 20 years with preference to journal and
international conference papers. The fundamental ideas underlying the
most popular results are discussed in great detail, whereas the follow-
on, incremental results are merely cited. Higher priority is given to the
breadth rather than the depth of results presented. Also, skipping the
discussions of the classical optimal control theory as well as the indirect
and direct methods that have been extensively analyzed in numerous
survey papers such as Betts (1998) and Rao (2009), this paper focuses
on convex optimization and SCP methods, introduces the algorithms
at a high level, and chooses to cover wider applications ranging from
space to air and to ground vehicles. The motivation for covering a larger
number of applications comes from the fact that methods developed
to solve problems from different domains are closely interconnected
and mutually inspired from both theoretical development and practical
application perspectives.

This survey paper complements and extends the existing survey
and review papers on guidance, control, and trajectory optimization.
For example, Liu, Lu et al. (2017) provided an overview of some
common convexification techniques and their applications to aerospace
G&C problems solved by early 2017. Over the past years, there was
an exponential growth of publications on convex optimization for
wider G&C application domains. In fact, over 300 publications have
been added to the convex-optimization-based G&C literature in the
past seven years and have significantly advanced this area such that
new theoretical results need to be synthesized and new applications
need to be assessed. Also, Malyuta et al. (2021) surveyed the general
optimization-based methods for space vehicle control with a focus on
the last ten years of advances in convex optimization techniques for
G&C of space vehicles including launchers, planetary landers, satel-
lites, and spacecraft. However, this paper did not cover some related
topics such as G&C of purely atmospheric vehicles (e.g., missiles and
hypersonic aircraft), satellite swarms, low-speed air vehicles, novel
mobility concepts, the emerging CAVs, and so on. The interconnections
among these areas need to be explored and further challenges and
issues need to be addressed. Moreover, Malyuta et al. (2022) provided
a comprehensive tutorial of lossless convexification (LCvx), successive
convexification (SCvx), and guaranteed sequential trajectory optimiza-
tion (GuSTO) methods for reliable and efficient trajectory generation,
accompanied by an open-source SCP toolbox, focusing on systematic
development and implementation of each algorithm for solving prac-
tical problems. In addition, interested readers are referred to Betts
(1998) and Rao (2009) for surveys on numerical techniques for solving
trajectory optimization problems and general OCPs via indirect and
direct methods; Kelly (2017) for an introductory tutorial that covers the
basics for numerically solving trajectory optimization problems with
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a focus on direct collocation methods; Conway (2012) for a survey
on common transcription methods that convert the continuous OCP
into a parameter optimization problem as well as the evolutionary
algorithms or metaheuristics that can solve the resulting parameter
optimization problem; Ross and Karpenko (2012) for a review of the-
oretical foundations of the pseudospectral optimal control theory for
practical implementation in aerospace and autonomous systems; Trélat
(2012) for a survey on mathematical techniques, including geometric
optimal control, continuation/homotopy method, and dynamical sys-
tem theory, to improve the performance of optimal control tools such as
the Pontryagin’s Minimum Principle in solving OCPs in aerospace; Song
et al. (2020) for a survey on the guidance methods, including analytical
guidance methods, numerical optimization algorithms, convexification
strategies, and learning-based methods, for pinpoint soft-landing on
the Moon, Mars, and Earth; Ge, Cui, and Zhu (2019) and Simplicio,
Marcos, Joffre, Zamaro, and Silva (2018) for surveys on the state-of-the-
art in G&C techniques for interception, descent, and landing on small
celestial bodies such as asteroids and comets; Otto, Agatz, Campbell,
Golden, and Pesch (2018) for a survey on optimization approaches to
civil applications of unmanned aerial vehicles (UAVs); Guanetti, Kim,
and Borrelli (2018) for a survey on planning and control of CAVs
with a particular focus on approaches to improving energy efficiency;
Eren et al. (2017) and Mayne (2014) for surveys on model predictive
control (MPC) for aerospace systems and general dynamical systems,
respectively; and Zhang, Josz et al. (2019) for a survey on major ad-
vances in conic optimization and its applications in machine learning,
power systems, state estimation, and the abstract problems of rank
minimization and quadratic optimization. Finally, readers interested in
detailed results are referred to the literature reviews presented in each
of the papers cited herein.

This survey paper is organized as follows. Section 2 presents a brief
overview of the general OCP formulation for G&C applications and
the basic convex optimization and SCP algorithms as well as some
enhanced techniques for solving these problems. Section 3 surveys the
applications of convex optimization for G&C of space vehicles. This
section is structured by considering powered descent guidance first and
then rendezvous and proximity operations, orbital transfers, and so on.
Section 4 surveys the applications of convex optimization for G&C of
air vehicles considering both high-speed and low-speed vehicles under
multiple atmospheric flight missions and scenarios. Section 5 gives
special emphasis to the application of convex optimization for G&C of
ground vehicles and highlights some convex-optimization-based tech-
niques used to improve ground mobility efficiency. Section 6 discusses
some open research challenges and issues and recommends some future
research directions. Finally, Section 7 concludes this survey paper.

2. Convex optimization and sequential convex programming

Many vehicular G&C problems are formulated as optimal control
problems (OCPs). This paper focuses on the survey of OCP-based G&C
problems that can be solved by convex optimization algorithms. This
section gives a brief introduction on OCP as well as the basic convex
optimization and sequential convex programming (SCP) techniques.
2.1. Optimal control problem

A continuous-time OCP can be generally posed as (Kirk, 2004):

Problem 1 (OCP).

t
minimize: J = ®[x(ty), tp,X(1), 1] +/f L[x(®),u(t),t]dt (€8]
fo
subject to: x(¢) = f[x(?), u(?), ] 2
Pmin < PIx(10), 10, X(tp), 171 < Prmax 3)
Chin < CIx(®),u(?), 1] < Cpax ()]
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where t € [t,, ¢ rlis the independent variable that usually denotes time,
x(1) € R"~ is the state trajectory, and u(f) € R" is the control history.
Solving an OCP aims to determine the optimal control history u*(r)
that drives the system from an initial state x(#;) at an initial time ¢,
to a target state x at a terminal time 7, while minimizing a perfor-
mance measure Eq. (1) and satisfying the dynamics Eq. (2), boundary
conditions Eq. (3), and path constraints Eq. (4). The initial state and
initial time are usually specified, while the terminal state and terminal
time can be free. The system dynamics in Eq. (2) can be described as a
linear time-invariant, linear time-varying, nonlinear time-invariant, or
nonlinear time-varying system, according to the specific form of state
equations used. Also, simple bounds on the state and control variables
are special cases of Eq. (4). Problem 1 can be cast as a minimum-
time, terminal control, minimum-control-effort (e.g., minimum-fuel or
minimum-energy), or tracking problem, depending on the form of the
objective functional defined in Eq. (1). In addition, Problem 1 can be
either deterministic or stochastic on the basis of whether uncertainties
are considered in the dynamics, constraints, and/or objective function
of the problem.

The particular focus of this paper is convex-optimization-based G&C
techniques within the scope of the direct optimal control method.
There are many discretization methods that can transform the infinite-
dimensional OCP in Problem 1 into a finite-dimensional numerical
optimization problem (Betts, 1998; Rao, 2009). When a discretization
method is employed, the continuous interval of the independent vari-
able (usually time) is discretized, and the state and control histories are
represented by sequences of discrete nodes. The system dynamics can
be satisfied via explicit or implicit numerical integration and become
equality constraints. All other constraints are also enforced at the
discrete nodes. Eventually, the original OCP problem is transcribed into
a parameter optimization problem that can be solved by an NLP solver.
The readers are referred to Conway (2012), Malyuta et al. (2021) and
Rao (2009), and many other publications for the detailed discretization
process and methods. It is notable that the discretized problem may
take different forms and fall into one of the sub-classes of convex
optimization problems that can be solved very efficiently.

2.2. Convex optimization

If the discretized problem can be formulated as or relaxed into
a convex optimization problem (called one-shot convexification as
in Fig. 1), such as linear programming (LP), convex quadratic pro-
gramming (QP), convex quadratically constrained quadratic program-
ming (QCQP), second-order cone programming (SOCP), or semidefinite
programming (SDP), the problem can be solved in polynomial time
because of its low complexity (Boyd & Vandenberghe, 2004). Then,
state-of-the-art interior-point methods (IPMs) can be used to compute
a globally optimal solution with deterministic stopping criteria and
a prescribed level of accuracy (Nesterov, 2018). Additionally, when
solving a convex optimization problem, no initial guesses need to be
supplied by users, because self-dual embedding techniques allow IPMs
to start from a self-generated feasible point (Wright, 1997). All of these
characteristics offer the advantages not observed in the traditional
direct or indirect method and provide great opportunities for onboard
applications.

A general convex optimization problem takes the following form
(Boyd & Vandenberghe, 2004):

Problem 2 (Convex Optimization).

minimize:  fy(x) )
subject to: f;(x) <0, i=1,2,....m (6)
afx:b[, i=1,2,...,p )

where fy, fi,.... f, : R” > R are convex functions of x € R", which
is a vector of the design variables and may represent the state and
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control sequences resulted from discretization. The convex optimization
problem is essentially a special class of optimization problems with
a convex objective function, convex inequality constraint functions,
and affine equality constraint functions. The feasible set of a convex
optimization problem is convex, and we minimize a convex objective
function over this convex set. There are several sub-classes of convex
optimization problems that are briefly summarized below.

When the objective and constraint functions are all affine, the
problem becomes a linear programming (LP) problem that has the
following form:

Problem 3 (LP).

minimize ¢’x (€)]
subject to Ax=b ©)
x>0 (10)

where the parameters ¢ € R", A € R™", and b € R™ define the problem.
The only inequalities are the componentwise nonnegativity constraints
x > 0. The feasible set of the LP problem is a polyhedron, and the
problem minimizes the affine function over this polyhedron.

If the objective in Problem 2 is a convex quadratic function and
the constraint functions are all affine, the problem becomes a convex
quadratic programming (QP) problem shown below:

Problem 4 (QP).

minimize %xTPx + qTx +r an
subject to Ax=0b 12)
x>0 13)

where P € S is symmetric positive semidefinite, ¢ € R", r € R,
A € R™" and b € R™. In a convex QP problem, a convex quadratic
function is minimized over a polyhedron.

If the objective function and the inequality constraints in Prob-
lem 2 are all convex quadratic functions, the problem is a convex
quadratically constrained quadratic programming (QCQP) problem as
follows:

Problem 5 (QCQP).

minimize %xT Pyx + qu +ry 14)
subject to %xTPix+q,.Tx+ri <0, i=12,...,m (15)

Ax=0b (16)
where P, € S4,i = 0,1,...,m are symmetric positive semidefinite.

The feasible region of a convex QCQP problem is the intersection of
ellipsoids, and the problem is to minimize a convex quadratic function
over this region.

LP, convex QP, and convex QCQP problems can be formulated as
second-order cone programming (SOCP) problems, and SOCP is also a
special case of convex optimization of the form:

Problem 6 (SOCP).

minimize f7x a7)
subject to [[A;x+b;ll, <cTx+d, i=12,....m (18)
Fx=g (19

where || «||, is the Euclidean norm. The problem parameters are f/ € R”,
A; e R% b, e R", ¢; eR", d; € R, F € R, and g € R?. The second
equation is called second-order cone constraint, and the feasible set of
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Fig. 1. Schematic representation of one-shot lossless convexification and sequential convex programming (SCP) for nonconvex optimal G&C problems.

Problem 6 is the intersection of conic regions. As will be seen in the
detailed review in the following sections, SOCP has received partic-
ular attention in the development of convex-optimization-based G&C
algorithms due to its versatility in handling a wider range of problems
with more complex constraints than LP and QP, the efficiency of SOCP
solvers in addressing large-scale problems, and its well-developed du-
ality theory that allows for a deeper understanding of the relationships
between primal and dual problems (Boyd & Vandenberghe, 2004).

At last, an SOCP can be formulated as a semidefinite programming
(SDP) problem, which is a more general convex optimization problem
of the following form:

Problem 7 (SDP).

minimize ¢’x (20)
subject to x;F; +x,F, + - +x,F, + G <0 (21)
Ax=b (22)

where G, F,, F,, ..., F, € Sk are symmetric k x k matrices, A € RP",
and the inequality is a linear matrix inequality (LMI).

It is worth noting that when ¢; = 0, the SOCP problem is equiva-
lent to a convex QCQP problem by squaring each of the constraints.
Similarly, when A; = 0, the SOCP problem reduces to an LP program.
In addition, QCQP problems include QP problems as a special case by
taking P, = 0 in Problem 5, and QP problems include LP problems as a
special case by taking P = 0 in Problem 4. As such, SOCP problems
are more general than LP, convex QP, and convex QCQP problems.
However, all these problems can be put into an SDP form as defined in
Problem 7, although we usually choose not to do so if the problem can
be formulated as an equivalent or more tractable version such as LP,
QP, or SOCP, especially when computational efficiency is a big concern,
because the general class of SDP problems is NP-hard, and finding an
optimal solution may still require significant computational resources,
especially for large-scale SDP problems (Vandenberghe & Boyd, 1996).

A great deal of research in the convex-optimization-based G&C
domain has been focused on the relaxation of the original OCP (Prob-
lem 1) into a convex optimization problem defined above and showing
that an optimal solution to the relaxed convex problem is also an
optimal solution to the original problem. Many nonconvex OCPs can
be convexified by either restricting the original feasible set to a convex
subset or enlarging the feasible set into a convex set containing the
original feasible set (Acikmese, Carson et al., 2013). However, proving
the equivalence of the convexification process is not always possible,
and guaranteeing that the convexification is lossless is difficult and
highly problem-dependent. In fact, both approaches mentioned above
can lead to some loss in the optimality or feasibility of the solu-
tion (Acikmese, Carson et al., 2013). Lossless convexification emerged
as a promising technique that allows obtaining the optimal solution
to the original problem by solving a convexified, equivalent problem
without removing the feasible region.

There are a few important theoretical contributions to the funda-
mental lossless convexification technique that relaxes particular types

of OCPs into equivalent convex optimization problems, primarily fo-
cusing on OCPs with linear dynamics and nonconvex annular control
constraints. For example, Actkmese and Blackmore (2011) considered
a class of finite-time-horizon OCPs with continuous-time linear sys-
tems, convex cost, convex state constraints, but nonconvex control
constraints. The control constraints were the only source of noncon-
vexity. A lossless convexification approach was proposed to relax the
nonconvex control constraints, and the optimal solution to the relaxed
problem was proved to be an optimal solution to the original nonconvex
OCP. This lossless convexification approach was then extended to
finite-time-horizon OCPs with continuous-time nonlinear dynamics and
nonconvex control constraints (Blackmore, Acikmese, & Carson, 2012).
Later, the convexification results were generalized to cases with addi-
tional linear or quadratic state constraints, where the convexification
was still guaranteed to be lossless (Harris & Acikmese, 2013a, 2013b,
2014a). The proofs of these lossless convexifications were achieved us-
ing the maximum principle (Milyutin & Osmolovskii, 1999; Pontryagin,
1987), and the relaxed SOCP problems can be solved very efficiently.
More recently, a class of mixed-integer nonconvex OCPs has been added
to the list of problems that can be addressed by the lossless convexifi-
cation approach, where the control input norms are restricted to be
zero or lower- and upper-bounded (Malyuta & Acikmese, 2020). Mean-
while, by removing some of the assumptions on system controllability
and the gradient of the final point made in Acikmese and Blackmore
(2011), Blackmore et al. (2012) and Harris and Acikmese (2014a),
more conditions on the validity of lossless convexification have been
established for both free and fixed final time OCPs with nonconvex
annular control constraints (Kunhippurayil, Harris, & Jansson, 2021).
Furthermore, certain nonconvex OCPs with linear time-varying systems
defined on disconnected control sets have shown to be potentially
relaxed into convex problems using extreme point relaxations and
normality approximations (Harris, 2021). More theoretical advances in
lossless convexification techniques are expected to emerge for relaxing
more general OCPs into single convex optimization problems.

2.3. Sequential convex programming

Given the fact that most G&C problems are not naturally in convex
forms, series of transformation and relaxation techniques need to be
employed to convert the original problem into a convex problem. For
example, if highly nonlinear dynamic systems and nonconvex path
constraints are incorporated into the problem, it may be difficult or
impossible to formulate and solve a single convex optimization prob-
lem to find an optimal solution to the original problem. Instead, the
nonconvex terms may be approximated by a successive process, in
which the solutions of a sequence of convex subproblems are sought.
This motivated the SCP method. As shown in Fig. 1, the SCP method
tackles a nonconvex OCP by repeatedly constructing and solving a
convex subproblem in each iteration. The convex subproblem can be
an LP, a convex QP, a convex QCQP, an SOCP, or less commonly
an SDP problem. Each convex subproblem serves as an appropriate
convexification of the original problem and is usually parameterized
using the solution from the previous iteration. The process is repeated
with an aim of making progress towards an optimal solution to the
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original problem (Schulman et al., 2014). More detailed discussion on
SCP and its implementation can be found in Malyuta et al. (2022).

It is worth noting that the SCP approach is similar to the popular
sequential quadratic programming (SQP) algorithm, with the exception
that more general set of convex optimization problems, such as QCQP
and SOCP problems, are used as approximate subproblems during
the iterative process. When the problem becomes highly nonconvex
and cannot be handled as a convex problem, an SCP approach can
be explored, in which the convex terms remain the same, but the
nonconvex terms will be convexified through convex approximations
of inequalities and affine approximations of equalities.

In the past 10 years, the SCP technique has advanced with a number
of improvements for solving highly nonconvex G&C problems. The
major differences in the SCP algorithms lie in what approximation ap-
proaches are used for convex relaxation, how the convex subproblems
are formulated, how the intermediate solutions are used to parameter-
ize the subproblem, what methods are used to measure the performance
of the progress, and how theoretical guarantees can be enabled in terms
of convergence and solution optimality. For example, Liu and Lu (2014)
presented a successive SOCP-based convexification method for solving
nonconvex OCPs with linear time-varying dynamics, and the noncon-
vexity arises from concave state inequality constraints and nonlinear
terminal equality constraints. The concave inequality constraints were
approximated by successive linearization, while the nonlinear equality
constraints were handled by first-order expansions and compensated
by second-order corrections. Guarantees were provided on the satis-
faction of the original inequality constraints and the equivalence of
the solutions to both the original problem and the converged succes-
sive solution. Successive convexification (SCvx) algorithms have also
been developed to solve nonconvex OCPs in the presence of nonlinear
dynamics and possible nonconvex state and control constraints (Mao,
Szmuk, & Acikmese, 2016; Mao, Szmuk, Xu, & Acikmese, 2018). The
nonconvex dynamics and constraints are generally convexified via suc-
cessive linearization with respective to the solution of the subproblem
solved in the previous iteration. However, an undesirable phenomenon
has been observed in this process, i.e., an infeasible convex subproblem
may be resulted in even if the original nonconvex problem is feasible.
This phenomenon has been referred to as artificial infeasibility in the
literature (Mao et al., 2016, 2018). With the aid of virtual control
and trust region techniques, the artificial infeasibility issues can be
mitigated, and global and superlinear convergence can be guaranteed
under mild assumptions (Mao et al., 2016, 2018).

Later, Bonalli, Cauligi, Bylard, and Pavone (2019) generalized the
earlier SCP-based methods in its guaranteed sequential trajectory op-
timization (GuSTO) framework for control-affine systems with drift,
control and state constraints, and goal-set constraints under either fixed
or free final time. The framework is guaranteed to converge to at
least a stationary point. However, it was soon found that a general
class of SCP-based methods are susceptible to an undesirable crawling
phenomenon where slow convergence is observed when the algorithm
is still far from a solution to the original nonconvex problem. This
is usually the case when trust region and solution update rules with
fixed iteration parameters are used to ensure feasibility and facilitate
convergence. Potential remedies such as the use of hybrid algorithms
are promising to mitigate this phenomenon (Reynolds & Mesbahi,
2020). Recently, the feasibility issues of the standard SCvx-based meth-
ods (i.e., the converged solution may not be feasible to the original
nonconvex problem) has been addressed by incorporating the SCvx-
based iteration in an augmented-Lagrangian-based framework (Oguri,
2023). In addition, the indirect method has been used to improve the
performance of SCP-based methods for solving continuous-time OCPs
with manifold-type constraints in Bonalli, Lew, and Pavone (2022),
where convergence guarantees were established for control-affine dy-
namics. Techniques from the general numerical optimization field, such
as line search and trust region, have also been employed to enhance
the convergence of SCP in Wang and Lu (2020), where a line-search
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SCP algorithm and a trust-region SCP algorithm were developed. In
the following years, it can be foreseen that the SCP-type methods will
gain more popularity, and more theoretical analysis with more rigorous
performance guarantees are expected to be reported for solving wider
vehicular G&C problems.

3. Applications to space vehicles

G&C is a fundamental component for space vehicle systems and is
crucial to the overall mission success. In this section, we will survey
the applications of convex optimization for G&C of various space
missions including powered descent guidance, small body landing,
rendezvous and proximity operations, orbital transfer, spacecraft reori-
entation, space robotics and manipulation, spacecraft formation flying,
and orbital station keeping.

3.1. Powered descent guidance

Rooted from the Apollo program (Klumpp, 1974), the powered
descent guidance (PDG) technology has been one of the top priorities
for a variety of manned and robotic space missions ranging from Moon
landing to the exploration of Mars and other planets. More recently,
PDG has gained additional interest and importance in the commercial
space domain. The successful recovery and reuse of rocket boosters and
stages by companies including SpaceX and Blue Origin has showed the
great potential of PDG in reducing launch costs and improving mission
responsiveness (Blackmore, 2016).

The PDG problem can be defined as generating an optimal trajectory
that guides the vehicle from its initial or current state to a desired target
state on the surface of the planet/moon with an expected accuracy
of less than several hundred meters, which has been called precision
landing or pinpoint landing (see Fig. 2). However, solving a PDG
problem is not easy. Many constraints, such as nonlinear vehicle dy-
namics, nonconvex constraints on the magnitude of the available thrust,
and various state constraints, along with factors including mission
uncertainties and environmental disturbances, give rise to a number of
challenges when developing PDG systems and algorithms. Unlike lunar
soft-landing where the problem has been well characterized and closed-
form solutions have been obtained, the general three-dimensional (3-D)
constrained PDG is much more difficult to solve. Also, since onboard
computation of the flight trajectory and G&C command is expected, it is
essential to exploit the structure of the problem and design algorithms
with guaranteed convergence and real-time performance. These moti-
vated the application of convex optimization for PDG problems. The
representative works are summarized in Table 1 followed by a detailed
literature review on this topic.

The earliest work on convex-optimization-based PDG seems to be
the one presented in Acikmese and Ploen (2005), where an SDP-
based solution was sought for fuel-optimal Mars pinpoint landing and
showed better performance in terms of maneuvering than the polyno-
mial guidance laws (Ploen, Acikmese, & Wolf, 2006). The results were
then extended, and the problem was relaxed into an SOCP problem, a
subclass of SDP (Acikmese & Ploen, 2007). In this pioneering work, the
PDG problem was formulated as a fuel-optimal trajectory optimization
problem that minimizes

t
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subject to state and control constraints. The major nonconvex con-

straint lies in

0<p SIIT.OI £ pyp 249)

where T (r) is the thrust vector, and p, and p, are the lower and
upper bounds on the thrust magnitude, respectively. The nonzero lower
bound of the thrust magnitude defines a nonconvex feasible region
in the control space. To convexify this nonconvex constraint, a slack
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Table 1
Summary of representative publications on convex optimization for powered descent guidance (PDG).
Reference PDG problem Approach Slack Change of Convex Linear Solver
variables variables relaxation approximation
Acikmese and Ploen (2005) 3-DoF fuel-optimal SDP v v v SeDuMi
Acikmese and Ploen (2007) 3-DoF fuel-optimal SOCP v v v v SeDuMi
Blackmore et al. (2010) 3-DoF SOCP v v v v SeDuMi
minimum-landing-error
Acikmese, Carson et al. (2013) 3-DoF with thrust pointing SOCP v v v v SeDuMi
constraints
Harris and Acikmese (2014b) 3-DoF maximum-divert SOCP v v 4 v ECOS
Sagliano (2018, 2019) 3-DoF fuel optimal SOCP + pseudospectral v v 4 v ECOS,
SDPT3
Song, Miao, and Gong (2021) 3-DoF multi-phase SOCP + pseudospectral v v ECOS
fuel-optimal
Lee and Mesbahi (2017) 6-DoF fuel-optimal SOCP + MPC v 4 v IPOPT
Szmuk, Eren and Acikmese 6-DoF fuel-optimal SOCP + SCP v v v SDPT3
(2017)
Szmuk, Acikmese, and Berning 3-DoF fuel-optimal with SOCP + SCP v v 4 v SDPT3
(2016) aerodynamic forces
Liu (2019) 2-D fuel-optimal with SOCP + SCP v v v MOSEK
thrust and aerodynamic
controls
Reynolds, Szmuk et al. (2020) 6-DoF with state-triggered SOCP + SCP v v v v SDPT3,
and Szmuk, Reynolds, and constraints ECOS
Acikmese (2020)
Wang, Cui, and Wei (2019a) 3-DoF fuel-optimal with SOCP + MPC v 4 MOSEK
aerodynamic forces
Benedikter, Zavoli, Wang, 3-DoF fuel-optimal SOCP + covariance v v v v MOSEK

Pizzurro, and Cavallini

closed-loop

control

(2022¢) and Ridderhof and
Tsiotras (2021)
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Fig. 2. Schematic representation of powered descent guidance (PDG) for precision
landing on the Moon, Mars, or other planets. The glideslope constraint ensures that
the vehicle remains within a cone and stays at a safe distance from the ground until
reaching the target.

variable, I'(r), was introduced, and the original nonconvex constraint
was relaxed into

IT.OI < I'@) (25)

0<p <T(t)<py (26)

Any optimal solution to the relaxed problem can be proved to be an
optimal solution to the original problem (Acikmese & Ploen, 2007).
Therefore, the convexification was lossless. The relaxed OCP was finally
discretized into an SOCP that can be solved onboard in real-time. This
approach has been showed to have higher robustness than modified
Apollo descent guidance algorithms and have stronger numerical stabil-
ity and extensibility than constrained gradient-based indirect optimal

control algorithms and analytic energy-optimal algorithms (Steinfeldt,
Grant, Matz, Braun, & Barton, 2010).

The convexification-based PDG algorithm developed in Acikmese
and Ploen (2007) has been extended to address problems considering
more complex effects and constraints. For example, the algorithm
was enhanced in Acikmese, Scharf, Blackmore, and Wolf (2008) by
including the rotation rate of Mars and extra state constraints into
the problem formulation and introducing efficient ways to compute
the optimal time-of-flight and detect the feasibility of the problem
before solving it. Nonconvex attitude constraints due to thrust pointing
have also been considered and expressed as fnTTC(t) > ||IT @] cos®,
where 7 is a reference unit vector and 6 is thrust pointing angle.
This constraint is convex for & & [0°,90°] but nonconvex for § €
(90°,180°] (Carson, Acikmese, Blackmore and Wolf, 2011). An addi-
tional relaxation has been introduced to convexify the pointing con-
straint when 6 € (90°, 180°] such that the lossless convexification of
the improved PDG algorithm remains for both the thrust bound and
thrust pointing constraints (Carson, Acikmese and Blackmore, 2011).
The lossless convexification approaches presented in Acikmese and
Ploen (2007), Blackmore et al. (2010) and Carson, Acikmese et al.
(2011) were unified in Acikmese, Carson et al. (2013), where both the
minimum-fuel and minimum-landing-error PDG problems were solved
under this unified optimization framework with thrust pointing con-
straints. Additionally, nonconvex obstacle avoidance constraints due to
complex and hazardous terrains have also been incorporated in optimal
PDG problems, which were converted into a sequence of convex sub-
problems via linearization, relaxation, and convexification techniques
in Bai, Guo, and Zheng (2019), Cui, Zhao, and Zhu (2022) and Long,
Cui, and Zhu (2022). More recently, the PDG approaches developed
for Mars landings have been adapted to lunar soft landings. For exam-
ple, a three-degrees-of-freedom (3-DoF) fuel-optimal PDG problem was
established considering more state and control constraints including
maximum tilt rate, maximum tilt acceleration, and maximum thrust
ramp rate along with an inverse square gravity model and a minimum
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altitude constraint (Berning, Strohl, & Bieniawski, 2023). The lossless
convexification framework from Acikmese and Ploen (2007) was used
to relax the problem into an SOCP problem.

PDG problems with different objectives have also been handled by
convex optimization. For example, ||r(s f)||2 was used as the objective
to generate the minimum-landing-error trajectory via lossless convex-
ification in Blackmore et al. (2010), where r(z 1) is the final position
relative to the prescribed target. Specifically, the algorithm determines
the minimum-fuel trajectory to the target if a feasible trajectory exists;
if no feasible trajectory to the target exists, however, it calculates the
trajectory that minimizes the landing error. SOCP was used in both
situations. In addition, the results in Acikmese and Ploen (2005, 2007)
have been extended to address the maximum-divert planetary landing
problem that maximizes a weighted performance index w,r(t;) +
@,r,(t ;) with linear and quadratic state constraints such as the velocity
constraints imposed to keep bounded aerodynamic forces and ensure
the structural integrity of the vehicle (Harris & Acikmese, 2014b). Due
to this change, new theoretical results have been derived to ensure
lossless convexification for flights where these state constraints are
active. To improve the landing accuracy, a navigation-optimal PDG
problem has been solved via successive linearization of the covariance
matrix elements of the Extended Kalman Filter (EKF) of the vehicle’s
navigation algorithm by minimizing the trace value of the covariance
matrix at landing defined as tr(H cost P ) where H_,; is the cost
component extraction matrix and P, is the covariance matrix at the
final time of the EKF of the navigation algorithm (Arai & Sakai, 2019).
More recently, the method has been extended to solve the minimum-
landing-error PDG problem under stochastic navigation errors that
were modeled as chance constraints (Arai, Tsuchiya, & Sakai, 2020).
The design of PDG algorithms under uncertainties and disturbances will
be discussed shortly below.

Discretization is crucial for the convex-optimization-based direct
method that converts the original continuous-time problem into a
discrete parameter optimization problem. A proper discretization can
decrease the time required to find a solution of acceptable accuracy
while satisfying the real-time computational requirement. Aiming to
improve the accuracy of the convex approach without excessively wors-
ening its real-time performance, pseudospectral methods and convex
optimization have been combined to solve OCPs such as PDG. For
example, the flipped Radau pseudospectral method and the Lobatto
pseudospectral method have been combined with convex optimization,
leading to a flipped Radau pseudospectral convex method and a Lobatto
pseudospectral convex method, respectively (Sagliano, 2018). These
two methods have been applied to solve the fuel-optimal Mars PDG
problem and compared with the standard convex method in Sagliano
(2018), where the reported simulation results showed that the pseu-
dospectral convex methods are capable of producing more accurate
results than the standard transcription methods such as finite differ-
ences and the trapezoidal rule. When the number of nodes grows,
however, the solution time with be larger than the standard methods
due to the loss of sparsity in the discretized optimization problem (Ma-
lyuta et al., 2019). This issue can be mitigated by generalizing the
standard pseudospectral-convex method in the frame of the broader
family of hp schemes and developing a hybrid framework consisting
of hp-pseudospectral methods and convex optimization to significantly
reduce the computational time (Sagliano, 2019; Sagliano, Heidecker
et al.,, 2024; Sagliano et al., 2021). In combination with SCP, the
performance of pseudospectral methods have been further compared
with other discretization methods including zero-order hold (i.e., keep
the control input constant between sampling times), first-order hold
(i.e., define the control input as a linear function between sampling
times), and the classical fourth-order Runge-Kutta method in solving
a fuel-optimal PDG problem (Malyuta et al.,, 2019). The results sug-
gested that pseudospectral methods are capable of producing more
consistent trajectories and less sensitive to the discretization resolu-
tion than other discretization methods. In addition, pseudospectral
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method and convex optimization have been combined with the indirect
method in solving 3-DoF multi-phase fuel-optimal PDG problems (Song
et al,, 2021) where the optimal phase division was determined by
the indirect method and in solving a 3-DoF acceleration-optimal PDG
problem (Spada, Sagliano, & Topputo, 2023) where the indirect method
was provided with a guess from the solution of a convex direct solver
through the covector mapping theorem. Recently, the Radau pseu-
dospectral method has been combined with convex optimization for
solving a 2-D vertical landing problem of a starship-like vehicle with
large attitude flip, and the effectiveness of the method has been verified
via hardware-in-the-loop experiments (Chen, Ma, Wang, & Su, 2023).

Comparing to the 3-DoF PDG problems, the 6-DoF PDG scenarios
are more challenging to address due to the thrust-magnitude lower
bound, the mass depletion dynamics, plus the additional highly non-
linear attitude dynamics. A single convex optimization problem can-
not be formulated in this case to find the solution to the original
problem; instead, a successive convexification can be employed to
handle these nonconvexities. For example, a fixed-final-time 6-DoF
fuel-optimal Mars PDG problem has been solved in Szmuk, Eren et al.
(2017), where the original problem was transformed into a sequence of
SOCP problems. To facilitate convergence, quadratic trust regions were
introduced to keep the solution bounded and a relaxation term was
added to the dynamics to ensure feasibility throughout the convergence
process. Later, this successive convexification framework was extended
to solve the minimum-time 6-DoF PDG problem where the time of
flight is free to be minimized subject to similar constraints (Szmuk &
Acikmese, 2018). Following an unconventional means of representing
the orientation and position of the lander spacecraft, dual quaternions
have been used to simultaneously represent the rotational and transla-
tional motion dynamics (Lee & Mesbahi, 2015, 2017). One particular
feature about this dual-quaternion parameterization method is that the
equations of motion can be expressed in a form similar to the standard
quaternion kinematic and dynamic equations, and some constraints
such as line of sight can be expressed in convex forms over a given
set of dual quaternions (Reynolds et al., 2019). By leveraging this
attractive feature, the fuel-optimal PDG problem has been solved within
the framework of piece-wise affine MPC, where the resulting nonconvex
constraints (e.g., line-of-sight constraints and glideslope constraints)
were converted into computationally tractable convex constraints for
onboard computation (Lee & Mesbahi, 2015, 2017). The benefits of
combining convex optimization with MPC to solve PDG problems will
be discussed in more detail below.

It has been observed that aerodynamic forces were generally ne-
glected in the development of SOCP-based PDG methods reviewed
above. Incorporating aerodynamic forces in the problem formulation
would potentially result in more practical solutions but add significant
complexity to the problem such that the previously reviewed SOCP-
based algorithms may fall short in finding accurate optimal solutions.
This type of problems falls into the scope of atmospheric flight missions
that will be discussed in Section 4; however, publications on this topic
are reviewed here as a natural extension of the PDG problem. Szmuk
et al. (2016) seems to be the first work that incorporated aerodynamic
forces in the development of convex optimization approaches for PDG
problems. The nonlinearities introduced by aerodynamic drag, mass-
depletion dynamics, and free time-of-flight cause critical challenges for
real-time applications. In addition to utilizing the lossless convexifi-
cation method to address the minimum-thrust constraint, successive
convexification relying on the use of linearization, trust regions, and
relaxations has been employed to eliminate the remaining noncon-
vexities, leading to a sequence of iteratively solved SOCP problems.
The method has been showed to converge in a small number of it-
erations and robust to a wide range of time-of-flight guesses (Szmuk
et al., 2016). Following a similar lossless convexification approach, a
3-DoF fuel-optimal rocket landing problem considering aerodynamic
drag and Earth rotation has been solved in Wang and Cui (2018),
where an improved successive convexification method was developed
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by leveraging the efficient pseudospectral method and a dynamic trust-
region updating strategy. Other than using the thrust magnitude and
thrust direction as the controls, both aerodynamic forces and engine
thrust can be used as control inputs for PDG. For example, Liu (2019)
addressed a 2-D PDG problem for a reusable rocket returning back
to Earth by coordinating the thrust and the aerodynamic forces to
achieve fuel-optimal landing. The nonconvex constraints on the aero-
dynamic forces and the thrust were converted into convex forms using
relaxation and linear approximation. As a result, the original problem
was transformed into and solved as a sequence of SOCP problems.
Recently, the authors further improved the computational efficiency of
the SCP method for a 3-DoF fuel-optimal rocket landing problem by
significantly reducing the nonlinearity of the dynamics through some
predetermined state variables (Yang, Liu, & Song, 2024), although only
the drag force was considered in the problem. Following the lines
in Szmuk et al. (2016), the successive-convexification-based algorithm
has been tailored to PDG of reusable launchers over extended flight
envelopes, and the algorithm has been implemented and verified in a
closed-loop manner on a fuel-optimal PDG problem with aerodynamic
and thrust forces (Simplicio, Marcos, & Bennani, 2019). More recently,
the successive convexification approach has been applied to PDG of
parafoil for precision landing on Titan, Saturn’s largest moon with
a dense atmosphere (Mazouz, Quadrelli & Mooij, 2021). By using
only aerodynamic forces for control, a 6-DoF minimum-control-effort
parafoil PDG problem was formulated and solved as a sequence of SOCP
problems via successive convexification with the aid of flexible trust
regions and virtual controls.

In addition, optimal PDG considering state-triggered constraints
has been an active research area in recent years due to the fact that
PDG missions usually involve multiple flight phases such as braking,
approach, and final descent, and some constraints need to be enforced
only when certain state-dependent criteria are satisfied. For example,
a state-triggered equality constraint can be defined by the following
logical statement (Szmuk et al., 2020)

g(z2)<0 = ¢(z2)=0 27)

where z represents the design variable, g(z) is called the trigger func-
tion, c(z) is the constraint function, g(z) < 0 is referred to as trigger
condition, and ¢(z) = 0 is called the constraint condition. Eq. (27) states
that the constraint condition is not enforced until the trigger condi-
tion is met. Similar logical statement can also be used for inequality
constraints.

In the context of PDG, such state-triggered constraints include state-
based keep-out zone constraints for collision avoidance and distance-
based line-of-sight pointing constraints. Fortunately, these constraints
can be incorporated in the problem formulation while maintaining
the continuity of the optimization framework without introducing bi-
nary/integer variables and resorting to time-consuming heuristics or
mixed-integer programming algorithms. One of the first results on
state-triggered PDG was reported in Reynolds et al. (2019), where a
line-of-sight pointing constraint was enforced based on the distance
from the landing site. Following the dual-quaternion parameterization
in Lee and Mesbahi (2015, 2017), a 6-DoF nonconvex fuel-optimal PDG
problem was formulated and solved using a successive convexification
procedure. The optimal guidance trajectories were generated with the
line-of-sight constraint explicitly enforced when the trigger condition
is satisfied (Reynolds, Szmuk et al., 2020). A further step has been
taken in Szmuk et al. (2020) and Szmuk, Reynolds, Acikmese, Mesbahi
and Carson (2019) by generalizing the state-triggered constraint for-
mulation into compound state-triggered constraints defined by vector-
valued trigger and constraint functions using Boolean logic opera-
tions. A continuous formulation for these compound state-triggered
constraints was established and handled by successive convexifica-
tion in Szmuk, Reynolds et al. (2019), which applied the approach
to a 6-DoF minimum-time PDG problem with an ellipsoidal aerody-
namic model and a free-ignition-time modification. A velocity-triggered
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angle-of-attack constraint and a collision-avoidance constraint were
considered as two examples of such compound state-triggered con-
straints. Later, the convergence of the successive convexification ap-
proach was enhanced by virtue of virtual control and trust region
modifications in Szmuk et al. (2020), where a free-final-time fuel-
optimal 6-DoF PDG problem was solved with velocity-triggered angle-
of-attack and range-triggered line-of-sight constraints. More recently,
state-triggered constraints have been combined with multi-phase opti-
mal control in an SCP-based dual aero/propulsive guidance scheme for
rocket landing (Lee & Lee, 2023).

Furthermore, earlier publications on convex-optimization-based
PDG generally assumed a deterministic OCP formulation, and the
solution usually resulted in a nominal trajectory that connects a single
pair of initial and terminal states without considering uncertainties
or external disturbances. However, many factors, such as modeling
uncertainties, localization errors, and environmental disturbances may
cause substantial deviations from the nominal optimal trajectory during
actual flight. One solution to this problem is to continuously update and
follow the nominal trajectory online through closed-loop control (Shen,
Seywald, & Powell, 2010). MPC is such an approach to achieving
this purpose. By recursively solving constrained optimization problems
online with the repeatedly updated system states, MPC is robust to
uncertainties and disturbances during the flight and has found wide
applications for G&C of vehicular systems (Eren et al., 2017; Mayne,
2014). Convex optimization and efficient discretization methods such
as pseudospectral collocation can be combined and implemented within
the MPC framework to develop receding-horizon PDG schemes with
a certain degree of robustness. For example, a 3-DoF fuel-optimal
PDG problem has been formulated in Wang et al. (2019a) considering
both aerodynamic and thrust controls, and a pseudospectral-based
successive convexification algorithm was used to solve the problem
under an MPC framework to rapidly compute the optimal trajectory
in each MPC circle with a high trajectory update frequency. To achieve
more precision prediction and better control, a 3-D special Euclidean
group, SE(3), has been used to establish the 6-DoF vehicle dynamics,
which has been discretized using a Lie group variation integrator from
geometric mechanics, leading to accurate yet robust algorithms for PDG
in combination with convex relaxation and nonlinear MPC (Dang, Gui,
Liu, & Zhu, 2020).

An alternative approach to addressing uncertainties and distur-
bances is to explicitly account for the stochasticity in PDG formulations,
leading to better performance than simply employing deterministic
closed-loop control (Exarchos, Theodorou, & Tsiotras, 2019). To this
end, a stochastic extension to the deterministic convex-optimization-
based PDG has been studied for more general PDG scenarios where the
vehicle is steered from some initial state distributions to some target
state distributions with motion process noise acting on the system as
external disturbance forces (Ridderhof & Tsiotras, 2019). Then, the
generation of the nominal trajectory is coupled with the design of the
closed-loop control law through a stochastic PDG problem formula-
tion that can be solved through optimal mean control and optimal
covariance control (Chen, Georgiou, & Pavon, 2015b, 2015c, 2018).

A stochastic PDG problem generally builds upon a stochastic dy-
namic process defined as

dx = f(x,u,t)dt + G@t)dw (28)
subject to some chance constraints such as
Pr(lu®dll < upa) 2 1-p (29)

where f(x,u,t) denotes the unperturbed component of the system, G(r)
models how the disturbance w affects the system, and p is a prescribed
probability level of control violation. Eq. (29) states that the probability
of control magnitude violation is limited to be less than a pre-specified
threshold. This stochastic approach enables us to obtain potentially less
conservative feed-forward optimal thrust command to allow for suffi-
cient feedback authority (Ridderhof & Tsiotras, 2021). For example,
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by characterizing vehicle’s mass as a random variable with variance,
a stochastic 3-DoF fuel-optimal PDG problem has been formulated as
a covariance control problem by explicitly including uncertainties and
disturbances in the formulation (Benedikter et al., 2022e). Through
a convenient change of variable and successive convexification, the
covariance control problem has been cast as a sequence of deterministic
convex optimization programs, from which the optimal nominal trajec-
tory and the feedback control policy can be obtained simultaneously.
Moreover, with the same goal of developing fast yet robust approaches
to PDG, the polynomial chaos theory has been combined with convex
optimization in solving stochastic optimal PDG problems, where the
polynomial chaos method can be utilized for dynamic uncertainty prop-
agation to calculate the mean and variance of the states, constraints,
and performance index, thus transforming the original stochastic prob-
lem into a deterministic version in a higher-dimensional space (Wang,
Yang, Xiong, Lin & Song, 2019). The transformed deterministic can then
be solved by successive convexification.

Physical experimentation and flight tests are important steps to-
wards future onboard applications of the methods. The lossless convex-
ification methodology and the associated SOCP-based algorithm have
been integrated as the Guidance for Fuel Optimal Large Diverts (G-
FOLD) tool (Acikmese, Casoliva, Carson, & Blackmore, 2012). Consid-
ering vehicle dynamics and relevant mission constraints, flight tests on
JPL’s Autonomous Descent and Ascent Powered-flight Testbed (ADAPT)
have been performed using the Masten Space Systems Xombie vertical-
takeoff vertical-landing suborbital rocket to demonstrate the off-line
G-FOLD generated trajectories during the summer of 2012 (Acikmese,
Aung et al., 2013), test the divert trajectories calculated by G-FOLD
onboard in 2013 (Scharf et al., 2014), and test the integration of the
Lander Vision System and G-FOLD in two successful free flight demon-
strations on the Xombie vehicle in December 2014 (Trawny et al.,
2015). These results demonstrated that G-FOLD is capable of planning
optimal trajectories respecting all the constraints of the rocket-powered
vehicle. It is worth mentioning that the flight software successfully
validated in these flight tests was based on the customized code for
generation of optimal landing trajectories onboard in real-time (Dueri,
Zhang, & Acikmese, 2014). By making use of sparsity, explicit code
generation, and exact memory allocation, the IPM has been tailored for
SOCP problems, producing customized ANSI-C code for embedded real-
time applications. This was claimed to be the first real-time embedded
convex optimization algorithm used to control large vehicles such as
the ADAPT guided rocket (Dueri et al., 2014). This customized solver
has been proved to be capable of providing accurate results rapidly
enough for real-time applications through comparisons with generic
solvers such as SDPT3, SeDuMi, and ECOS. It has been shown that per
time of flight, infeasibility or an optimal trajectory can be calculated
in approximately 0.7 s on a state-of-the-art radiation-hardened flight
processor or in approximately 2.5 s when running in the background
on a flight processor (Dueri, Acikmese, Scharf, & Harris, 2017). Later,
an SCP algorithm has been refined to be compatible with common
flight code requirements while maximizing its computational perfor-
mance (Reynolds, Malyuta, Mesbahi, Acikmese and Carson, 2020). The
reader is referred to Scharf, Acikmese, Dueri, Benito, and Casoliva
(2017) for a system design of ADAPT, a detailed description of the cus-
tomized algorithmic components of the flight software implemented on
ADAPT, the results of all the three years of flight tests as well as more
in-depth analyses of implementation issues. Finally, as one of the core
Precision Landing and Hazard Avoidance (PL&HA) technologies and
capabilities, the 6-DoF dual-quaternion convex-optimization-based PDG
algorithm (Malyuta et al., 2019; Reynolds, Malyuta, Mesbahi, Acikmese
and Carson, 2021; Reynolds et al., 2019) has been supported by NASA’s
Safe and Precise Landing — Integrated Capabilities Evolution (SPLICE)
project for future robotic science and human exploration missions to
the Moon, Mars, and other solar system bodies (Carson et al., 2019;
Rutishauser & Tse, 2020). Through rapid prototyping and coding, the
SPLICE team has deployed a flight code version of this PDG algorithm
on the descent and landing computer for test benchmarking (Sostaric
et al., 2021).
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3.2. Small body landing

With the rapid development of space technologies, there has been
an growing interest in exploration of small celestial bodies such as
asteroids and comets. Over the years, small body exploration mis-
sions have gradually transformed from fly-by and orbiting to proximity
operations (e.g., descent, landing, hopping), impact, and sample re-
turn missions (Ge et al., 2019). Compared to large planetary bodies,
however, small body missions face a number of unique challenges.
For example, the gravity field of a small body is generally weak and
difficult to accurately model due to its small size, irregular shape,
non-uniform mass distribution, complex rotational state, and limited
ground observation (Scheeres, Williams, & Miller, 2000). As a result,
perturbations such as solar radiation and gravity from other celestial
bodies may dominate the forces acting on the spacecraft and lead to
additional uncertainties and disturbances in the dynamic model, which
will degrade the mission performance (Simplicio et al., 2018). Further-
more, unexpected obstacles due to the complicated terrain of small
bodies and unexpected disturbances such as outgassing activities of
comet-like celestial bodies will cause additional difficulties to proximity
operations and surface exploratory missions (Ge et al., 2019).

Descent and landing on the target is one of the most critical phases
for successful small body missions. Among the enabling technologies
for safe landing, advanced G&C techniques are of paramount signif-
icance in determining mission success. A small body landing (SBL)
G&C scheme determines appropriate control actions and the corre-
sponding state trajectory that leads the spacecraft from its current
state to the desired target landing state within a reasonable time at
acceptable fuel consumption with minimum landing error subject to
the highly nonlinear dynamics and the state and control constraints
during the maneuver (see Fig. 3) (Carson & Acikmese, 2006). The
produced control and state profiles can be used either as reference
trajectories for an outer-loop controller to track or as the basis of MPC
implementation (Carson, Acikmese, Murray, & MacMynowski, 2008).
However, due to the limited knowledge of the target, complex terrain
environment, significant model uncertainties, external disturbances,
and long-distance communication delays, the G&C system is expected
to have some degree of autonomous capabilities. Specifically, the G&C
algorithms are required to be computationally efficient and robust to
model uncertainties and disturbances while incorporating state and
control constraints for safe and rapid onboard decision-making. The
current onboard computational power and algorithmic advances such
as convex optimization make such G&C approaches possible. The liter-
ature on this topic is reviewed in detail below, and the representative
publications are summarized in Table 2.

In light of the great success of convex relaxation and successive
convexification techniques in planetary PDG, the applicability of these
techniques to small body powered descent and landing problems has
been investigated. The earliest work observed is Pinson and Lu (2015)
where a 3-DoF fixed-final-time fuel-optimal asteroid powered descent
problem was solved to generate the optimal thrust profile for soft land-
ing at the target location considering a gravity model of higher fidelity
than Newtonian subject to various mission and operational constraints.
The dynamics of the landing trajectory are generally expressed in a
Cartesian coordinate system fixed at the center of the small body, and
the corresponding equations of motion take the following form

v=L doxv-—oxr-ox@xr+ VU@ (30)
m

where r and v represent the position and velocity vectors of the
spacecraft, @ is the rotational rate of the small body, T is the thrust
vector, and the acceleration due to gravity can be obtained from the
gradient of the gravitational potential VU(r).

Motivated by the techniques for planetary PDG (Acikmese & Ploen,
2007; Blackmore et al., 2010), a slack variable can be introduced to
relax the nonconvex control constraint (i.e., non-zero lower bound of
the magnitude of the thrust vector) into a convex form consisting of
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Summary of representative publications on convex optimization for small body landing (SBL).

Reference SBL problem Approach Slack Change of Convex Linear Solver
variables variables relaxation approximation
Pinson and Lu (2015, 2018) 3-DoF fuel-optimal SOCP + SCP v v v v CVX
Yang, Bai, and Baoyin (2017) 3-DoF time-optimal SOCP + SCP v v SDPT3
Cui, Liu, Yu, Zhu, and Shao 3-DoF fuel-optimal SOCP + SCP v v v v MOSEK
(2017) and Liu, Zhu, Cui, Yu
and Zong (2017)
Zhang, Huang, and Cui (2020) 6-DoF time-optimal with fuel SOCP + SCP v SDPT3
consumption penalty
Zhang, Huang and Cui (2021) 6-DoF fuel-optimal SOCP + SCP v v SDPT3
Chuanjun, Hongwei, Shuang, 3-DoF minimum-landing-error SOCP + SCP v v CVX
and Bo (2022)
Carson and Acikmese (2006) 3-DoF minimum-control SOCP + MPC v SeDuMi, SDPT3
and Carson et al. (2008)
Liao-McPherson, Dunham, and 3-DoF multi-objective QP + MPC v CVX
Kolmanovsky (2016) and
Reynolds and Mesbahi (2017)
Sanchez, Gavilan, and 3-DoF fuel-optimal SOCP + MPC v v v v Gurobi
Vazquez (2018)
oo S to find a solution when no feasible solution exists for fuel-optimal Mars
In‘mal state .. landing (Blackmore et al., 2010); in contrast, the minimum-landing-
b Optimal tra_]eCth}’ error problem has been connected with the time-optimal SBL (Yang
b S s et al., 2017). First, a reduced minimum-landing-error SBL problem can
1 \ ~ 3 . P . .
Glideslope *, S T be solved using convex optimization based on the observation that
- \ b N . . . . . . .
constraint \ R 3 the thrust remains at its maximum magnitude during the entire flight
4 o A when the flight time is less than or equal to the minimum flight time.
quplng b Xp S, el “ Then, the minimum flight time can be sought through a combination of
trajectory . & e extrapolation and bisection methods, instead of the line search method,
LA 4 i B\ Field-of-view to speed up the search (Yang et al., 2017). It is worth noting that the
_-“Constraint lower bound constraint on the thrust magnitude was ignored in Yang
e et al. (2017) due to the fact that the thrust must stay at its maximum
4 magnitude for the solution to the time-optimal problem, which elimi-
_Touchdown

Fig. 3. Schematic representation of small body landing (SBL).

ITol < T, and T,,, < T,,(t) < T,,,., Where T,,(¢) is the slack variable,
and T,,, and T,,, are the lower and upper bounds on the thrust
magnitude, respectively. The equivalence of this relaxation technique
has been theoretically established without including the glide slope
constraint in the analysis (Pinson & Lu, 2015). Then, the problem can
be cast into an SOCP problem via a change of variables and Taylor se-
ries expansions, and an optimal solution to the original problem can be
obtained through SCP with a successive approximation of the nonlinear
gravitational acceleration term in the dynamics. This approach initially
developed in Pinson and Lu (2015) for triaxial ellipsoidal asteroids has
been extended for landing on irregularly shaped asteroids in Pinson and
Lu (2018), where a higher-fidelity gravity model that balances accuracy
and computational complexity was used, and a single-variable outer
optimization loop was employed to find the optimal flight time that
yields the overall best fuel economy.

Compared to the fuel-optimal SBL studied in Pinson and Lu (2015)
with a fixed flight time, the time-optimal SBL adds an additional
nonconvex factor, i.e., the free final time, to the problem formulation.
Instead of transforming the problem into an SOCP using the convexifi-
cation techniques in Pinson and Lu (2015), the time-optimal problem
has been solved through connecting with other related problems. As
mentioned before, the minimum-landing-error problem has been used
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nate the need of convexification techniques studied in Pinson and Lu
(2015).

In addition to the descent and landing missions, hopping trajectories
have also been studied via convex optimization for surface exploration
on small bodies (Liu, Zhu et al., 2017). Trajectories for both single-
hopping and multi-hopping scenarios can be generated for a hopper
or a surface explorer to reach specific targets to perform exploration
tasks. Through the similar convexification and relaxation techniques
invested in Acikmese and Ploen (2007) and Pinson and Lu (2015), the
feasibility of using SOCP and SCP to generate fuel-optimal hopping
trajectory has been demonstrated considering conic constraints on both
the endpoints of the hopping trajectory (Liu, Zhu et al., 2017). Shortly
after, this convex optimization approach was used to facilitate active
trajectory control and more intelligent SBL strategies for both landing
and hopping explorations on small bodies (Cui et al., 2017), where a
new discretization method based on the explicit fourth-order Runge-
Kutta rule was developed to improve the solution accuracy while
maintaining real-time performance. Moreover, the hopping sequence
can be optimized to aid the SCP-based long-distance hopping transfer
on the asteroid surface (Liu, Yang, & Li, 2021).

In recent years, more results have been reported on using convex
optimization for solving SBL problems with growing complexity. For
example, a 6-DoF time-optimal SBL problem augmented by a fuel
consumption penalty with two-phase free final time has been solved
in Zhang et al. (2020) via successive convexification considering a
glide-slope constraint for collision avoidance defined as

r)=r, 1"n

cos @ <—
Ir0 =7, 1

(€19)

with the position vector r(¢) and a conic angle § measured from a unit
normal vector at landing site n, an attitude constraint for field-of-view
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of the landing camera defined as
P [=R(r(t)—r, )~ pl"d
cosf <
Il = R(r@®)—r,) = pllidl

with the field-of-view angle g, the installation position of the camera p,
the line-of-sight direction d, and the appropriate transformation matrix
R between the vehicle-fixed and body-fixed coordinate systems, plus
the constraints on the thrust, torque, and the mass of the vehicle.
Different from the combination of extrapolation and bisection methods
used in Yang et al. (2017) and the outer optimization loop employed
in Pinson and Lu (2018), the ideas of normalizing the flight time
into the range of [0, 1] with time dilation coefficients from Szmuk and
Acikmese (2018) was used in Zhang et al. (2020) to directly generate
the optimal flight time along with the trajectory. Techniques such as
virtual control and trust regions have been used to address the artificial
infeasibility problems to promote the convergence of the successive
solution process. Later, this approach was further developed to solve
a 6-DoF fuel-optimal SBL problem in Zhang, Huang et al. (2021) in
combination with the relaxation techniques in Acikmese and Ploen
(2007) and Pinson and Lu (2018) due to a slight modification of the
problem formulation, i.e., the addition of a nonconvex lower bound
constraint of the thrust magnitude. More recently, convex optimiza-
tion has been used to address SBL of high area/mass ratio landers
controlled by solar radiation pressure (SRP) (Chuanjun et al., 2022).
Different from the conventional thrust-driven landers, SRP-propelled
SBL suffers from new challenges due to the fewer degrees-of-freedom
SRP control (i.e., controlled by only two angles). Through a successive
convexification approach, the problem was converted into a sequence
of SOCP problems, and a trust region constraint plus a modified objec-
tive function were introduced to improve the convergence of the SCP
process (Chuanjun et al., 2022).

To handle model uncertainties (e.g., errors in gravity model of the
small body) and exogenous disturbances, convex optimization has been
combined with MPC in developing robust SBL G&C algorithms. For
example, linearized models of gravity have been used to formulate a
linear time-varying model of SBL dynamics, based on which an SOCP-
based 3-DoF minimum-control SBL guidance scheme with state and
control constraints has been developed to facilitate real-time genera-
tion of open-loop pseudo way-point trajectories that can be updated
and tracked in a robust MPC manner (Carson & Acikmese, 2006).
The approach was later augmented in a two-mode scheme, where a
standard mode guides the vehicle towards the desired target state in
a receding-horizon manner, and then a safety mode is activated due
to invalid expected state constraints and errors in state determination
to maintain the vehicle at a safe state from the surface, providing
some form of state-constraint robustness and risk mitigation (Carson
et al., 2008). Furthermore, a convex MPC method has been developed
for asteroid landing based on a linearized model, where the land-
ing mission was split into a circumnavigation and a landing phase,
and a convex QP problem was solved at each time subject to linear
equality constraints and affine hyperplane inequality constraints for
collision avoidance (Liao-McPherson et al., 2016). However, replacing
the concave collision-avoidance constraint with affine approximations
may lead to conservativeness. Also, the rate of hyperplane rotation
is a design parameter that may be problem-dependent and difficult
to choose. To address these issues, an optimal hyperplane method
has been developed by solving a separate convex problem to free the
vehicle from colliding with the surface of the asteroid (Reynolds & Mes-
bahi, 2017). In combination with a projection theorem argument, the
vehicle can be guaranteed to converge to the desired target state. More
recently, by integrating the convexification techniques in Pinson and Lu
(2015), change of variables in Acikmese and Ploen (2007), and the two-
phase approach in Liao-McPherson et al. (2016), a 3-DoF fuel-optimal
SBL problem has been solved in Sanchez et al. (2018) under an MPC
framework to cope with unmodeled dynamics and disturbances during
SBL maneuvers. In addition to the predictive controllers, other control
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Fig. 4. Schematic representation of rendezvous and proximity operations (RPOs).

strategies such as input observers and extended command governors
have also been used to compensate gravity model errors and enforce
state and control constraints for autonomous SBL (Dunham, Petersen,
& Kolmanovsky, 2016). The extended command governor has been
shown to provide better fuel economy, while the MPC methods offer
superior constraint handling and disturbance rejection performance at
the expense of increased difficulty in tuning (Liao-McPherson et al.,
2016).

3.3. Rendezvous and proximity operations

Space missions involving two or more vehicles have received in-
creasing attention in recent years but also raised critical G&C chal-
lenges, especially for rendezvous and proximity operations (RPOs)
(Opromolla, Fasano, Rufino, & Grassi, 2017). Experiences have sug-
gested that autonomous RPOs would greatly benefit from highly effi-
cient G&C techniques with additional safeguards to protect the vehicles
from potential mission failures (Breger & How, 2008). In general, RPOs
refer to the maneuvers of a chaser vehicle to approach an in-orbit target
vehicle for missions such as flying around or docking with the target
vehicle. An RPO mission may involve multiple phases, and this subsec-
tion focuses on the phases where the chaser has already arrived to the
vicinity of the target. To enable autonomous RPOs, it is of imperative
importance to develop mathematically rigorous G&C algorithms that
can plan the mission trajectory and generate G&C commands reliably
in real-time onboard the vehicle with minimum crew intervention or
ground support (Lu & Liu, 2013). A successful G&C method should be
able to produce an appropriate trajectory and the associated control
actions (usually thrust) that will lead the chaser to transit from its
initial state to the target condition within a certain period of time
while consuming as little fuel as possible and satisfying all the mission
constraints such as approach corridor, sensor field-of-view, collision
avoidance, plume impingement (see Fig. 4).

Numerous publications on using optimal control and numerical
optimization for generating RPO trajectories have been found in the
literature for a wide range of RPO scenarios. Earlier relevant ap-
proaches, such as mixed-integer linear programming (MILP) (Richards,
Schouwenaars, How, & Feron, 2002; Schouwenaars, Richards, Feron, &
How, 2001), MILP-based MPC (Richards & How, 2003a, 2003b, 2006),
and linear-quadratic MPC (Di Cairano, Park, & Kolmanovsky, 2012;
Hartley, Trodden, Richards, & Maciejowski, 2012; Park, Di Cairano,
& Kolmanovsky, 2011; Petersen, Jaunzemis, Baldwin, Holzinger, &
Kolmanovsky, 2014; Weiss, Baldwin, Erwin, & Kolmanovsky, 2015;
Weiss, Kolmanovsky, Baldwin, & Erwin, 2012; Zagaris et al., 2018),
have proved to be capable of addressing nonconvex RPO problems
with various state and control constraints (e.g., collision avoidance,
plume avoidance, line of sight) based on linearized system dynamics.
Also, robust controllers have been designed via a Lyapunov approach
for RPOs where the controller design problem can be cast into a
convex optimization problem subject to liner matrix inequalities (LMIs)
considering linear relative equations, parameter uncertainties, exter-
nal perturbations, and control constraints (Gao, Yang, & Shi, 2009;
Yang & Cao, 2015; Yang, Cao, & Gao, 2011; Yang & Gao, 2013). In
addition, polynomial optimization has been combined with SDP and
LMI-based convex relaxation in solving RPO problems (Arzelier, Kara-
Zaitri, Louembet, & Delibasi, 2011; Arzelier, Louembet, Rondepierre,
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Summary of representative publications on convex optimization for rendezvous and proximity operations (RPOs).

Reference RPO problem Approach Slack Change of Convex Linear Solver
variables variables relaxation approximation

Liu and Lu (2013) and Lu 3-DoF fuel-optimal SOCP + SCP v v v v MOSEK

and Liu (2013)

Hu, Xie, and Liu (2018) 3-DoF multi-objective MISOCP + MPC v v v v MOSEK

Harris and Acikmese 3-DoF minimum-time using LP v CVXGEN

(2014c¢) differential drag (Mattingley
& Boyd,
2012)

Benedikter, Zavoli, 3-DoF fuel-optimal SOCP + SCP v v v Gurobi

Colasurdo et al. (2020)

Li, Zhang, Zheng and 3-DoF fuel-optimal and SOCP + SCP + mesh v v v v ECOS

Wang (2020) minimum-time refinement

Zhang, Zhao, Li, Kong and 3-DoF fuel-optimal SOCP + SCP + v v v v MOSEK

Su (2022) pseudospectral

Ariba, Arzelier, and 3-DoF fuel-optimal SDP v v SDPT3

Urbina-Iglesias (2018) and

Deaconu, Louembet, and

Théron (2015)

Lu (2021) 3-DoF fuel-optimal SOCP + SCP v v v -

Lu, Lewis, Adams, DeVore 3-DoF fuel-optimal SOCP + SCP v v v MOSEK

and Petersen (2022)

Zhou, Zhang, and Li 6-DoF fuel-optimal SOCP + SCP v v SDPT3

(2019)

Malyuta, Reynolds, Szmuk, 6-DoF fuel-optimal with SOCP + SCP v v MOSEK,

Acikmese, and Mesbahi state-triggered constraints SDPT3

(2020) and Zhang, Zhu,

Cheng and Li (2022)

Zhang, Cheng, Nan, and Li 6-DoF fuel-optimal Covariance control + v v v v MOSEK

(2023) closed-loop SDP + SCP

& Kara-Zaitri, 2013; Kara-Zaitri, Arzelier, Delibasi, & Louembet, 2010).
Nearly all these works were based on linearized dynamics such as the
Clohessy-Wiltshire (CW) equations that are easy to use to analyze and
visualize relative RPOs but may be conservative in mission designs due
to the restrictive assumptions of near-circular orbits of the target (Lu &
Liu, 2013). Therefore, there has been a need for novel computational
G&C approaches to RPOs on arbitrary orbits under nonlinear gravity
models and potential perturbations such as J, harmonics, aerodynamic
drag, and solar radiation pressure.

In the review below, we focus on the papers published over the past
10 years reporting more systematic development of convex optimiza-
tion methods for RPOs via techniques such as lossless and successive
convexification (see Table 3), not simply relying on linearization or the
assumption that the target is in a circular orbit.

Inspired by the success of lossless convexification and SOCP-based
methods in PDG (Acikmese & Ploen, 2007; Blackmore et al., 2010),
similar techniques have been pursued to solve RPO problems. As one
of the earlier publications in this area, Lu and Liu (2013) posed the
RPO problem as a 3-DoF fuel-optimal fixed-final-time OCP subject to
an inverse-square gravity model, intrinsic nonlinear thrust terms in the
equations of motion (as in Acikmese and Ploen (2007) and Blackmore
et al. (2010)), and a trajectory constraint on the approach corridor
defined by a cone as follows

ir(t) = r®ll cos a < 12 (O)[r(t) — r, ()] (33)

with the position vector of the chaser r(r), the position vector of the
target r, (1), a half-angle of « at the docking bay of the target, and the
unit vector of the docking axis 1,(z) that is fixed at and moving with the
target. The problem may also be subject to a constraint on the thrust

plume direction defined as
17T < ||T|| cos & (34)

with a prescribed positive angle 6 that represents the minimum angle
by which the thrust plume of the chaser’s engine must be pointed
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away from the target. The constraints in Egs. (33) and (34) generally
need not to be imposed until the chaser is in the proximity of the
target. Additionally, intermediate way-points and terminal conditions
may also be enforced as follows for operational considerations.

Citp)x(t) +di(1) =0, i=1,....,1+1, 0<1) < <1, =1 (35)

where x(z;) is the state vector of the chaser at 7;, and parameters C;(;)
and d,(t;) define specific state conditions at ;. Convex relaxation tech-
niques similar to those in Acikmese and Ploen (2007) and Blackmore
et al. (2010) can be used to transform the RPO problem with the above
constraints into a relaxed one. Specifically, a slack variable # can be
introduced to place ||T(¢)|| in the problem formulation. As a result, the
original thrust control constraint, ||T(#)|| < T,,,, became two relaxed
ones, ||[T(®)| < n() and 0 < n(t) < T,,,, and the nonconvex thrust
direction constraint can be replaced by a convex inequality constraint.
The equivalence of the solutions to the RPO problems before and after
the relaxation has been established (Lu & Liu, 2013). To remedy the
nonlinearity in the dynamic equations, the thrust acceleration can be
designated as part of the control through a change of variables, and
the nonlinear gravity model can be circumvented via a successive
linearization method. The solution to the relaxed (and the original)
nonconvex RPO problem can then be successively approached by the
solutions to a sequence of SOCP problems with linear, time-varying
dynamics. It is worth mentioning that this methodology is general and
allows incorporation of more constraints including nonconvex keep-out
zones and more complicated factors such as J, terms and aerodynamic
drag, which are important for RPOs in low Earth orbits (Liu & Lu,
2013).

The methods in Liu and Lu (2013) and Lu and Liu (2013) have
inspired the development of similar approaches to collision avoidance
(e.g., due to the irregular shape of the target spacecraft) maneuver
optimization (Armellin, 2021) and other RPO scenarios (Ortolano,
Geller, & Avery, 2021). For example, the techniques in Liu and Lu
(2013) and Lu and Liu (2013) have been extended to solve RPOs
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with obstacle-avoidance constraints by reformulating the problem as
a mixed-integer second-order cone programming (MISOCP) problem,
which can be solved via MPC with successive linearization (Hu et al.,
2018). In addition to thrusters, differential drag has also been used as
the control for RPOs with possible fuel savings and without harmful
jet firings (Harris & Acikmese, 2014c). By opening or closing the drag
plates equipped with each spacecraft, the drag force acting on each
vehicle can be modulated to control the RPO process. Different from
the convex approach in Lu and Liu (2013), the differential-drag-based
RPO has been formulated as a mixed-integer nonlinear programming
(MINLP) problem because of the binary feasible control set and the
free final time. By relaxing the control set from {-1,0} to [-1,0], a
convex problem has been obtained, and its solution has proved to
be a solution to the original problem, although a feasible control for
the relaxed problem may not necessarily be feasible for the original
problem (Harris & Acikmese, 2014c). The optimal final time was sought
by solving a sequence of LP problems via a one-dimensional search.

In addition to fuel consumption, observability cost has also been
considered and combined with fuel consumption to formulate a multi-
objective, convex QP problem for bearings-only RPO missions
(Grzymisch & Fichter, 2015). Besides approaching a passive target, both
the chaser and target can be controlled simultaneously for cooperative
RPOs, which has been addressed via a combination of variable changes,
constraint relaxation, and successive convexification (Benedikter, Za-
voli, Colasurdo et al., 2020). The approach can be reduced into a
single SOCP when linear dynamics are considered for linear impul-
sive RPO missions (Benedikter & Zavoli, 2019). Additionally, mesh
refinement and pseudospectral methods have been combined with
convexification techniques for RPOs with improved solution accuracy
while guaranteeing computational efficiency (Li, Zhang et al., 2020;
Zhang, Zhao et al., 2022). Moreover, other relative dynamic models,
such as those based on the Kustaanheimo-Stiefel transformation, have
also been used to fundamentally shift the RPO problem formulation
while still maintaining its adaptability to convex-optimization-based
methods with potentially better solution accuracy (Willis & Manchester,
2023). Those dynamic models may be of particular interest to RPOs
under non-impulsive low-thrust propulsion such as differential drag.

Furthermore, a number of publications have solved the RPO prob-
lems via QCQP and SDP perspectives. For example, using the popular
linearized Tschauner-Hempel equations, impulsive control and contin-
uous trajectory constraints have been merged to develop a convex
description of the RPO problem with polynomial nonnegativity con-
straints, leading to an SDP problem (through a change of variables
and introducing slack variables) that can be solved in polynomial
time (Deaconu et al., 2015). Inspired by the results of Deaconu et al.
(2015), an SDP-based glide-slope guidance algorithm has been pro-
posed for minimum-fuel RPOs on elliptic orbits, and the formulation
has been shown to be able to reduce into an LP problem when no
trajectory constraints are enforced (Ariba et al., 2018). More recently,
a QCQP-based method has been developed for multi-phase trajectory
optimization problems with an application to a two-phase RPO via
SDP relaxation and an SCP-type approach (Zhao, Shang, Dong, &
Wang, 2021). Different from the LMI-based or SDP-based approaches,
an alternating minimization algorithm has been developed to solve a
nonconvex QCQP transformed from a polynomial programming for-
mulation of the RPO problem by solving a sequence of convex QP
problems (Wan, Dai, & Lu, 2019). In the meantime, a multi-phase RPO
problem has also been formulated as a general QCQP problem but
solved using an alternating direction method of multipliers (ADMM) by
introducing slack/auxiliary variables to simplify the sub-problems (Sun,
Dai, & Lu, 2019).

To address the iterative feasibility challenge as has been observed in
many SCP-type algorithms for vehicular G&C such as RPOs, an iterative
convex-optimization-based approach has been developed for solving
nonconvex OCPs with linear dynamics and used to solve RPOs as a case
study (Misra & Bai, 2020). The approach is akin to SCP that requires
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solving a sequence of convex sub-problems; however, the method guar-
antees the feasibility of each intermediate iterate (given a feasible
initial iterate) and facilitates monotonic convergence of the solution by
formulating the original nonconvex problem as a difference of convex
(DC) function programming problem (Misra & Bai, 2020). Moreover, a
convex-concave decomposition method has been developed to address
the shortcomings of the conventional linearization-based techniques
for nonlinear equality constraints to facilitate the use of convex opti-
mization for nonconvex OCPs (Lu, 2021). By relaxing each nonlinear
equality constraint into three convex or concave inequality constraints,
the solution to the original problem can be obtained by solving a
sequence of SOCP problems. This approach has shown to be effective
in solving a 3-DoF fuel-optimal spacecraft circumnavigation problem
where the deputy spacecraft is controlled into a specified relative orbit
around the chief spacecraft (Lu, 2021). It is worth noting that this
convex—concave decomposition approach has recently been augmented
to solve a 6-DoF fuel-optimal rocket landing problem (Sagliano, Seel-
binder, Theil and Lu, 2024) that can be merged into the discussion
in Section 3.1 as well as a 6-DoF entry trajectory optimization prob-
lem (Sagliano, Lu, Johnson, Seelbinder & Theil, 2024) that will be
discussed in Section 4.1. Comparing to the original convex—concave
decomposition approach, the augmented version greatly improves the
feasibility of the problem, leading to more robust convergence of the
solution process and more interpretable behavior of the SCP algorithm.
In addition, a recent work in Lu, Lewis et al. (2022) has opened
up another new perspective on how to solve nonconvex OCPs such
as circumnavigation RPOs via convex optimization by showing that
the original nonconvex problem can be cast into an equivalent two-
variate constrained minimization problem that can be efficiently solved
by a hybrid algorithm combining a convex relaxation method and a
linearization-projection approach.

Other than 3-DoF cases, 6-DoF RPO problems have also addressed
in the literature using convex optimization. For example, the method
developed for 6-DoF PDG (Lee & Mesbahi, 2015, 2017) has proved
to be effective in addressing 6-DoF RPOs by capturing the coupled
translational and rotational dynamics using unit dual quaternions and
formulating a convex QCQP problem to find the solution (Lee & Mes-
bahi, 2014a). In addition, an SCP approach has been developed to
solve a 6-DoF fuel-optimal RPO problem by transforming the original
nonconvex problem into a series of SOCP sub-problems via succes-
sive convexification (Zhou et al., 2019). Specifically, the nonconvex
field-of-view constraint was approximated as a second-order cone,
while the concave obstacle-avoidance constraints were convexified into
affine inequality constraints through linearization. In light of the effec-
tiveness of state-triggered convexification techniques in solving PDG
problems (Reynolds et al., 2019; Reynolds, Szmuk et al., 2020; Szmuk
et al., 2020; Szmuk, Reynolds et al., 2019), similar approaches have
been developed to address 6-DoF fuel-optimal RPOs in the presence of
mixed-integer constraints, such as plume impingement constraints that
only need to be enforced when the two vehicles get close enough (Ma-
lyuta et al., 2020). These constraints can be handled as state-triggered
constraints within a continuous optimization framework via successive
convexification without the need of solving difficult, time-consuming
mixed-integer programming problems (Zhang, Zhu et al., 2022). How-
ever, some unfavorable locking behavior has been observed in state-
triggered SCP for RPO problems and can prevent the algorithm from
converging (Malyuta et al., 2020). More recently, a homotopy approach
has been developed to address this phenomenon in solving 6-DoF RPOs
with discrete logic constraints integrating numerical continuation and
SCP into a single iterative solution process and approximating the
discrete logic constraints with smooth functions using a homotopy
parameter to control the approximation accuracy (Malyuta & Acikmese,
2023). Of course, for simplicity, the 6-DoF RPO problem can also be
decoupled into an attitude G&C problem and an orbit G&C problem,
each of which can be solved by the existing convex optimization
methods in the literature (Oumer & Kim, 2022).



Z. Wang

Initial orbit .-~

Optimal trajectory

s ’/’I/‘arget orbit

Fig. 5. Schematic representation of orbital transfer (OT).

Similar to other applications, central to a successful G&C design for
RPOs is the robustness of the method to uncertainties, disturbances,
and maneuver execution errors, in particular when approaching a non-
cooperative target, at a low computational cost (Li, Yuan, Zhang, &
Gao, 2017; Louembet, Arzelier, & Deaconu, 2015). Convex optimization
has been combined with MPC to address these challenges by solving a
convex optimization problem at each MPC iteration (Bashnick & Ulrich,
2023; Dong, Luo, Dang, & Wei, 2020; Gavilan, Vazquez, & Camacho,
2012; Ramirez, Felicetti, & Varagnolo, 2023). Recently, a stochastic
MPC method has been applied to solve RPOs in the presence of un-
bounded disturbances in Li and Zhang (2021), where the constraints
such as obstacle avoidance were modeled as chance constraints that
can be equivalently convexified into second-order cone constraints.
In addition, covariance control has received a growing interesting in
solving aerospace optimal G&C problems as discussed in Section 3.1.
Besides PDG, covariance control has also been used to solve RPO
problems. For example, a nonlinear stochastic OCP has been formu-
lated for a 6-DOF RPO trajectory optimization problem in a recent
work considering initial state uncertainties and external disturbances
as well as chance constraints on collision avoidance, sensor field-of-
view, approach corridor, and control amplitude (Zhang et al., 2023).
The stochastic problem was reformulated into a deterministic, convex
form via relaxation, linearization, discretization, and introduction of
auxiliary variables. An approximate optimal solution to the original
problem was obtained by solving a series of SDP programs to simul-
taneously generate the nominal optimal trajectory along with affine
feedback control policy (Zhang et al., 2023).

3.4. Orbital transfer

A maneuver similar to RPOs is orbital transfer (OT), where the
vehicle is guided along a transfer trajectory from its initial orbit to
the destination in a target orbit for near-Earth orbital missions as well
as interplanetary and deep space exploration missions (see Fig. 5).
Trajectory optimization for OTs has gathered increasing attention in
the past two decades, spurred by novel propulsion technologies such
as electric, nuclear, and solar-sail propulsion. Despite the highly ap-
pealing efficiency of novel propulsion systems, the produced thrust is
usually very low, and the resulting trajectory optimization problem is
challenging to solve. Different from short-range RPOs, long-range OTs
may require many orbital revolutions when the initial and target orbits
are widely spaced, and the long OT duration may lead to significant
computational challenges (Wang, 2018). Other major challenges associ-
ated with OTs include the high nonlinearity and severe coupling of state
and control variables in the dynamics. In recent years, there has been
a burgeoning development of highly efficient algorithms for potential
real-time trajectory optimization and autonomous G&C of low-thrust
OTs using convex optimization (see Table 4)

Earlier studies on convex-optimization-based OTs can be found
in Bergin, McGlothin, McDonald, and Wang (2020) and Wang and

15

Annual Reviews in Control 57 (2024) 100957

Grant (2018b, 2018c, 2018e), where both fuel-optimal and time-
optimal low-thrust OTs have been solved with the aim of quickly ob-
taining optimal or near-optimal numerical solutions with high accuracy
and low computational cost. To this end, the problems were formulated
as general OCPs first, and then a series of transformation techniques
was applied to convert the original problem into a convex formula-
tion through a change of variables, relaxation of control constraints,
and successive convexification and linear approximations. Specifically,
inspired by the remarkable performance of SOCP for PDG and RPO
problems (Acikmese & Ploen, 2007; Blackmore et al., 2010; Lu & Liu,
2013), new state and control variables as follows were introduced to
reduce the nonlinearity of the dynamic model

T

r=—, z=Inm (36)
m

T, =TCOS®,, Tp=Ttsina,sinay), T4=Tsina,cosay 37)

where the thrust magnitude 7 and the thrust direction angles «, and
agy are the original control variables. Lossless convexification was
used to relax the resulting nonconvex control constraint into a convex
form, and an SCP algorithm was finally developed to find approximate
optimal solutions to the original problem by solving a sequence of SOCP
sub-problems. The equivalence of the relaxation and the existence
of the solution to the relaxed problem have been proved (Wang &
Grant, 2018c, 2018e). In addition, it is worth mentioning that a new
independent variable with a monotonically increasing or decreasing
trend may be needed to rewrite the equations of motion in a way
that free-final-time problems can be readily transformed into convex
optimization problems (Wang & Grant, 2018e). This is different from
the popular approach where the free-final-time problem is converted
into a fixed-final-time problem by normalizing the original time ¢ €
[to,17] to ¥ € [0,1] with 7, as an extra parameter to be optimized.
This approach further increases the nonlinearity of the dynamic system
because each dynamic equation must be multiplied by the 7, parameter,
which makes the dynamics more difficult to convexify.

With the initial success of convex optimization in solving OT prob-
lems in Wang and Grant (2018c, 2018e), many similar approaches
with various improvement mechanisms have emerged in addressing a
variety of OT missions. For example, an SOCP-based SCP approach has
been combined with the pseudospectral method to provide the adjoint
variables via adjoint mapping to initialize a homotopic indirect method
in solving a 3-DoF fuel-optimal low-thrust OT problem (Tang et al.,
2018). Comparison results have shown that the SCP method may suffer
from a potential loss of solution optimality compared to the indirect
method, although stable convergence of SCP is usually expected (Nurre
& Taheri, 2022). Also, the SOCP-based SCP method has been aug-
mented by trust regions and virtual controls for improved convergence
in solving a 3-DoF time-optimal solar-sail interplanetary trajectories by
controlling the cone angle and clock angle of the sail (Song & Gong,
2019). For convexification, the following new control variables have
been introduced

2 2

uy = cos’ a, uy = cos” asina cos b, uy = cos” asina siné (38)

where the cone angle « is defined as the angle between the direction
of the sunlight and the normal direction of the sail, and the clock
angle § is defined as the angle between the direction of the orbital
angular momentum and the projection of the normal direction of
the sail on the plane perpendicular to the vector from the sun to
the sail. Furthermore, SCP has been combined with sparse optimal
control (Kayama, Bando & Hokamoto, 2021) to solve a 3-DoF fuel-
optimal OT from a near rectilinear halo orbit to a low lunar orbit in
the Earth-Moon system in the context of a circular restricted three-
body problem (CR3BP) (Kayama, Bando, & Hokamoto, 2020). Later,
the approach was employed to solve a low-thrust transfer between
periodic halo orbits around the same libration point defined in a three-
body problem (Kayama, Howell, Bando and Hokamoto, 2021; Kayama,
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Table 4
Summary of representative publications on convex optimization for orbital transfer (OT).
Reference OT problem Approach Slack Change of Convex Linear Solver
variables variables relaxation approximation
Wang and Grant (2018c) 3-DoF fuel-optimal SOCP + SCP v v v ECOS
Wang and Grant (2018e) 2-D time-optimal SOCP + SCP v v v ECOS
Song and Gong (2019) 3-DoF time-optimal SOCP + SCP v v ECOS
Han, Li, and Ren (2021) and 3-DoF fuel-optimal in SOCP + SCP v v v MOSEK
Kayama, Howell, Bando and three-body systems
Hokamoto (2022)
Tang, Jiang, and Li (2018) 3-DoF fuel-optimal SOCP + SCP + v v ECOS
pseudospectral + indirect
Hofmann, Morelli and 3-DoF fuel-optimal SOCP + SCP + v 4 v ECOS
Topputo (2023) and Hofmann pseudospectral
and Topputo (2021)
Wang, Zhang, and Li (2022) 3-DoF fuel-optimal SOCP + SCP + v v ECOS
multi-phase pseudospectral
Morelli, Hofmann and 3-DoF fuel-optimal SOCP + SCP + homotopy v v v ECOS
Topputo (2021)
Benedikter, Zavoli, Wang, 3-DoF minimum Covariance control + v v v MOSEK

Pizzurro, and Cavallini
(2022d, 2023), Oguri and
Lantoine (2022) and
Ridderhof, Pilipovsky, and
Tsiotras (2020)

closed-loop control

SOCP/SDP + SCP

Howell et al., 2022). In the meantime, SCP has also been used to solve
transfers between libration orbits in the Mars-Phobos system based on
a CR3BP model (Han et al., 2021).

In addition, convex optimization and convexification techniques
have been applied to address a wide range of OT scenarios including
ballistic capture (Morelli, Merisio, Hofmann, Topputo, et al., 2022), de-
tection and estimation of spacecraft maneuvers (Pirovano & Armellin,
2022a, 2022b), OT optimization with variable specific impulse and
engine shutdown constraint (Jia, Qiao, Han, & Li, 2022), multi-arc
OT optimization with constraints on duration of arcs and linkage con-
straints (Wang et al., 2022), multi-phase gravity assist low-thrust trajec-
tory optimization under multi-body dynamics (Ozaki, Oguri, & Funase,
2022), and space intercept with nonlinear terminal constraints (Li, Sun
& Chen, 2023). Techniques, such as homotopic approaches (Morelli,
Hofmann, Topputo, 2021; Morelli, Hofmann, Topputo et al., 2021),
mesh refinement (Hofmann, Topputo, et al., 2021), Radau pseudospec-
tral (Hofmann & Topputo, 2021; Hofmann, Topputo, et al., 2022b,
2022c; Li, Sun, Chen & Yang, 2022), Chebyshev pseudospectral (Li,
Chen & Yang, 2022), and differential-algebra-based trust regions
(Bernardini, Wijayatunga, Baresi, & Armellin, 2023), have been em-
ployed to enhance the performance of SCP in solving OT problems.
More recently, the performance of different trust-region methods (hard
/soft trust region with constant/varying thrust-region shrinking) and
discretization approaches (adaptive Legendre-Gauss—Radau pseudo-
spectral methods, an arbitrary-order Legendre-Gauss-Lobatto tech-
nique based on Hermite interpolation, and a first-order-hold interpo-
lation method) has been evaluated on solving low-thrust OT problems
using SCP (Hofmann, Morelli & Topputo, 2022; Hofmann, Morelli,
Topputo, 2023). In addition, the impacts of different coordinate rep-
resentations have been assessed in SCP-based OTs. The modified or-
bital/equinoctial elements, spherical, and cylindrical coordinates seem
to outperform Cartesian coordinates in terms of success rate (Hofmann,
Morelli, Topputo et al., 2023).

When it comes to handling uncertainties and disturbances, a convex-
concave procedure has been used to convert the original, nonconvex
OT problem with chance constraints into a sequence of convex sub-
problems for risk-aware trajectory design by quantifying the uncer-
tainties of orbital states (Oguri & McMahon, 2019). Recently, chance-
constrained covariance control has been used to formulate the OT
problem as a stochastic OCP where the vehicle dynamics is modeled as
a stochastic system that is steered from an initial probability distribu-
tion to a desired probability distribution subject to probabilistic state
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and control constraints modeled as chance constraints (Oguri & Lan-
toine, 2022; Ridderhof et al., 2020), similar to the chance-constrained
PDG discussed in Section 3.1. Through a change of variables and con-
straint relaxation, the covariance matrix propagation was transformed
into a set of semidefinite cone constraints and the original covariance
control problem was reformulated as an SDP problem with proved
lossless relaxation property (Benedikter et al., 2022d; Benedikter, Za-
voli, Wang, Pizzurro, & Cavallini, 2022f). Finally, an SDP-based SCP
approach was established and used to simultaneously generate the
optimal nominal transfer trajectory and the feedback control policy to
compensate the flight uncertainties and disturbances. More recently,
the approach has been extended to address low-thrust OTs accounting
for mass uncertainty where the propagation of the mean and covariance
of mass is approximated by a set of convex constraints via a change of
variables (Benedikter et al., 2023).

3.5. Spacecraft constrained reorientation

Many space missions require the spacecraft to change its orientation
for specific mission purposes in the presence of attitude constraints.
For example, the direction of the spacecraft’s high-gain antenna may
need to remain in a particular cone for communication with ground
stations during the reorientation. In addition, some sensitive onboard
instruments (e.g., infrared telescopes, interferometers, star trackers)
may be kept away from direct exposure to bright objects such as the sun
during the attitude maneuver. A key component for such operations is
the G&C algorithm that can be run in an autonomous manner onboard
to produce appropriate steering laws for safe and efficient reorientation
maneuvers. The problem can be formulated as an OCP that finds the
control torques that optimize an objective function over a time interval
subject to the initial and final states, nonlinear attitude kinematics
and dynamics, bounded angular velocities and control inputs, and con-
straints on the orientation of the spacecraft (see Fig. 6). This problem
is referred to as spacecraft constrained reorientation (SCR) in this
paper. The difficulties in solving this problem are attributed to the
nonlinear attitude dynamics and nonconvex attitude constraints. The
following reviews the representative works on optimal SCR via convex
optimization (see Table 5).

Motivated by the advances in LMI theory for solving optimization
problems defined over matrix spaces, the SCR problem has been ap-
proached via an SDP-based strategy by exploiting the nonconvexity of
attitude constraints as well as the nonlinearity of system dynamics (Kim
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Table 5

Summary of representative publications on convex optimization for spacecraft constrained reorientation (SCR).
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Reference SCR problem Approach Slack Change of Convex Linear Solver
variables variables relaxation approximation

Kim and Mesbahi (2004), Minimum terminal error SDP + SCP v v -

Kim, Mesbahi, Singh, and

Hadaegh (2010) and Lee and

Mesbahi (2011, 2014b)

Hutao, Xiaojun, Rui, and Multi-objective SDP + MPC v v SeDuMi

Pingyuan (2011)

Eren, Agikmese, and Scharf Minimum angular velocity MICP v v Gurobi

(2015) and angular acceleration

Tam and Lightsey (2016) Multi-objective MICP v v v Gurobi

Sun and Dai (2015) Minimum control QCQP + SDP + SCP v v -

Walsh and Forbes (2018) Multi-objective SDP + SCP v v MOSEK

McDonald, Grizzel, and Wang Minimum energy QP + SCP + line search ECOS

(2020)

Wang and Shang (2021) Minimum energy SOCP + SCP + v v MOSEK
pseudospectral

Reynolds, Kelly et al. (2021) Minimum power SOCP + SCP v v ECOS

consumption

Fig. 6. Schematic representation of spacecraft constrained reorientation (SCR).

& Mesbahi, 2004; Kim et al., 2010). The challenge lies in how to deal
with the nonconvex quadratic constraints on the orientation of the
spacecraft in the form of

vTw < cos@ (39)

where v and w represent the unit vectors describing the boresight
direction of sensitive onboard instruments and the direction of the
undesired celestial object to be avoided in an inertial coordinate frame,
respectively. The angle 6 € [0, z] defines the required minimum angular
separation of these two vectors.

To facilitate the implementation of efficient convex optimization
methods, the spacecraft attitude has been represented as the quaternion
q(1), leading to an equivalent quaternion characterization of the attitude
constraints such as

an" Aq(t) <0 (40)

where the non-positive semidefinite matrix A will result in a nonconvex
spacecraft orientation constraint in Eq. (40). A key step is to relax this
nonconvex constraint into an equivalent convex quadratic inequality or
an LMI (Kim & Mesbahi, 2004). Combined with a linear approximation
to the dynamic equations, a solution to the original SCR problem can be
obtained by iteratively solving an SDP problem. This approach has been
augmented to addressed different types of attitude constraints (hard or
soft, static or dynamic) (Kim et al., 2010).
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The underlying ideas in Kim and Mesbahi (2004) and Kim et al.
(2010) has contributed to the development of many convex optimiza-
tion methods for SCR problems. For example, the SDP relaxation ap-
proach has been implemented in an MPC framework via lineariza-
tion of the spacecraft attitude dynamics under similar attitude con-
straints (Hutao et al., 2011). Also, the results have been expanded
to develop a potential-function-based approach to SCR with different
types of attitude-constrained (forbidden or mandatory) zones defined
by unit quaternions (Lee & Mesbahi, 2011, 2014b). A convex parame-
terization of these zones has been utilized to construct a logarithmic
barrier potential for the synthesis of smooth and strictly convex at-
titude control laws. Interestingly, a recent work has pointed out that
this approach may suffer from “undesired equilibria” by showing that
the relaxed keep-out zones are actually nonconvex and the designed
potential barriers are not convex functions, which needs further investi-
gation (Mashtakov & Shestakov, 2023). Regardless of this controversy,
an SCR problem subject to pointing and angular rate constraints has
been solved by mixed-integer convex programming (MICP) by leverag-
ing lossless convexification of nonconvex quadratic pointing constraints
in Kim et al. (2010) and Lee and Mesbahi (2014b) and using binary
variables to enforce the unity constraint on the quaternion magni-
tude (Eren et al., 2015). MICP has also been used to solve SCR with
both keep-in (inclusion) and keep-out (exclusion) pointing constraints
by introducing binary variables to the formulation in Kim and Mesbahi
(2004) and Kim et al. (2010) to define logical pointing constraints due
to redundant sensors and relaxing the set of nonconvex quadratic atti-
tude constraints into mixed-integer convex constraints (Tam & Lightsey,
2016). Meanwhile, SCR under similar constrained zones has been for-
mulated as a general nonconvex QCQP and relaxed into an SDP with
rank one constraint (Sun & Dai, 2015). An iterative rank minimization
approach was development to find this rank one matrix and converge
to an optimal solution. In addition, Walsh and Forbes (2018) expanded
on the results in Kim et al. (2010) and Lee and Mesbahi (2014b)
and formulated the SCR problem as an SDP using the direction cosine
matrix directly with reaction wheels for controls.

Rather than using the SDP relaxation and solving a sequence of
SDP problems, a minimum-energy fixed-time rest-to-rest SCR problem
has been addressed via a QP-based SCP method for an asymmetric
rigid-body spacecraft in McDonald et al. (2020). Through successive
convexification, the solution was sought by solving a sequence of
convex QP problems, which aids computational efficiency due to QP’s
lower complexity and availability of more applicable solvers than SDP.
A line search was also introduced to promote the convergence of the
SCP method that has been shown to converge even with trivial initial
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Table 6
Summary of representative publications on convex optimization for space robotic manipulation (SRM).
Reference SRM problem Approach Slack Change of Convex Linear Solver
variables variables relaxation approximation
Virgili-Llop, Zagaris, Zappulla, 3-DoF minimum control QP + SCP v SDPT3
Bradstreet, and Romano
(2017a, 2017b, 2019)
Misra and Bai (2017b) 10-DoF minimum control and QP v v Gurobi
base attitude
Misra and Bai (2017a) 8-DoF minimum control and QP + SCP v Gurobi
kinetic energy
Lu and Jia (2020) 10-DoF minimum control and QP v CSDP
manipulability
Zhou, Luo, and Wang (2022) 7-DoF minimum contact forces SDP + SCP v v -
Li, Li et al. (2023) 7-DoF minimum control and QCQP + SCP + pseudospectral v MOSEK
base attitude
An et al. (2023) 6-DoF minimum time SOCP v v SeDuMi

Target object Manipulator

End effector

Grapple
fixture z "

Base platform

Fig. 7. Schematic representation of space robotic manipulation (SRM).

trajectories (McDonald et al., 2020). With the same goal of improving
the computational efficiency of the algorithm, a set of convexifica-
tion techniques has been combined with the Gauss pseudospectral
method to relax an energy-optimal SCR problem into a series of SOCP
problems (Wang & Shang, 2021). More recently, an SOCP-based SCP
has been used to solve a minimum-power-consumption SCR problem
onboard the Satellite for Optimal Control and Imaging (SOC-i) CubeSat
as part of its G&C flight software (Reynolds, Kelly et al., 2021).

3.6. Space robotic manipulation

The emerging active debris removal (ADR) and on-orbit servicing,
assembly, and manufacturing (OSAM) technologies require a space
robotic system (i.e., a base spacecraft equipped with one or more
manipulators) to support a variety of robotic missions such as capturing
tumbling space objects, building large space structures, and refueling
or fixing on-orbit satellites (see Fig. 7) (Flores-Abad, Ma, Pham, &
Ulrich, 2014). However, the mobile base spacecraft platform, highly
nonlinear coupled base-manipulator dynamics, and complex operation
constraints pose significant G&C challenges for such maneuvers. Also,
the possibly unknown properties (e.g., mass, moment of inertia, shape)
and motion characteristics (e.g., rotational rate) of the target (e.g., a
tumbling space debris or a malfunctioning satellite) add another level
of mission complexity and require performing target identification, mo-
tion prediction, and real-time decision-making autonomously onboard.
Inspired by the remarkable success of convex-optimization-based G&C
techniques in the areas of PDG and RPO as reviewed above, multiple
approaches have been proposed to convexify the OCP formulation of
the space robotic manipulation (SRM) problem for potential real-time
onboard applications (see Table 6).

One of the earliest works on using convex optimization for SRM
G&C was reported in Virgili-Llop et al. (2017a), where the SRM ma-
neuver was divided into two sub-tasks. The first task aims to solve
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the system-wide center-of-mass translation problem that generates the
control profile required to translate the base spacecraft to a location
close enough to the target object. The second task solves the internal
re-configuration problem that produces the control histories to re-
orient the base spacecraft and re-configure the manipulator. Both tasks
were carried out simultaneously and solved individually by SCP ap-
proaches. The inherent nonlinear dynamics and nonconvex constraints
(e.g., collision avoidance and line-of-sight) were handled by successive
convexification (Virgili-Llop et al., 2017a). Dividing the SRM process
into sub-maneuvers simplifies the optimization and operation to some
extent at the cost of degrading the optimality of the overall solu-
tion. More theoretical convergence analysis and hardware-in-the-loop
experiments have been presented to validate these SCP-based SRM
techniques (Virgili-Llop et al., 2017b, 2019).

In the meantime, a convex QP approach has been developed for
trajectory planning of redundant manipulators on a free-floating mobile
spacecraft platform (no base actuation) with nonzero initial momentum
subject to bounded joint angles, joint velocities, and joint accelerations
as well as obstacle avoidance and end-effector constraints defined as
follows (Misra & Bai, 2017b)

J5(0)6 < bg (41)

1 _
0t ) = nltg) = / G, ()it

fo

(42)

where 6 € R”" denote the joint angles for an n-DoF jointed space
manipulator, J; is a function of the translational Jacobian of the link
and the position vector between the link and the obstacle, b, is a
smoothing constraint to ensure continuity of the joint velocities, #
represents a coordinate parameterization that defines the end-effector
position and orientation, and J, denote an augmented Jacobian. Great
effort has been devoted to obtaining a convex QP formulation with
linear constraints through relaxation of the above nonlinear equality
end-effector pose constraints and the nonconvex obstacle avoidance
constraints. By solving a resulting convex QP on each discrete node,
optimal collision-free end-effector trajectories can be generated to min-
imize the base attitude disturbance and control effort while satisfying
the joint limits and end-effector task constraints (Misra & Bai, 2017b).
Shortly after, the QP-based approach was combined with SCP to solve
a point-to-point SRM planning problem, aiming to find an optimal joint
path, along which the manipulator drives the end effector from its
initial state to a desired target condition under obstacle avoidance and
end-effector pose constraints (Misra & Bai, 2017a).

In addition, the convex QP approach has also been used to solve a
trajectory planning problem for a free-floating space manipulator incor-
porating constraints on end-effector trajectory tracking and spacecraft
attitude stabilization as well as the joint angle/velocity/acceleration
constraints (Lu & Jia, 2020). More recently, an SDP approach has
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Follower spacecraft

Fig. 8. Schematic representation of spacecraft formation flying (SFF).

been introduced to solve a post-capture grasping force optimization
problem for a dual-arm spacecraft (Zhou et al., 2022). The origi-
nal nonconvex problem was relaxed into an SDP problem subject
to base force/torque limits, joint torque limits, and LMIs resulted
from converting the nonlinear friction constraints into the positive
definiteness of specific symmetric or Hermitian matrices. Minimum-
contact-forces solutions were obtained by iteratively solving the relaxed
SDP problem with the aid of a line search method. Further, a Legendre
pseudospectral method has been used to improve the efficiency of the
SCP approach in solving a point-to-point trajectory planning problem
for a free-floating space robotic system with a 7-DoF manipulator (Li,
Li et al., 2023). Most recently, a time-optimal path tracking problem
with dynamic and base velocity constraints has been addressed for a
6-DoF dual-arm free-floating space manipulator and transcribed into
an SOCP problem through introduction of slack variables and affine
approximations (An et al., 2023).

3.7. Spacecraft formation flying and station keeping

Coordinating a group of smaller distributed spacecraft in formations
or configurations (see Fig. 8) can accomplish some space missions that
are difficult or impossible for a larger, more expensive, monolithic
spacecraft. Spacecraft formation flying (SFF) can bring significant ben-
efits over single vehicles including higher redundancy, simpler designs,
faster response times, and cheaper replacement. These traits make SFF
ideal for a variety of missions such as reconnaissance, observation,
communication, meteorology, and terrain mapping (Di Mauro, Lawn,
& Bevilacqua, 2018). Orbital station-keeping (SK), a series of active
orbital maneuvers that compensate for orbital perturbations, is vital
for both single-spacecraft and multi-spacecraft scenarios to maintain a
stationary orbit or configuration. This is of particular importance for
spacecraft in a halo orbit around a libration point where the orbit is
unstable and obvious deviations in position and velocity may occur if
no active control is employed (Shirobokov, Trofimov, & Ovchinnikov,
2017). To achieve the goals of SFF and SK, a flexible, robust, and
computationally efficient G&C framework that can be used as part of
the onboard system is needed to plan optimal maneuvers while satis-
fying constraints such as collision avoidance and plume impingement.
Several convex-optimization-based approaches have been explored in
the literature for SFF and SK problems. Some of the representative
research efforts are summarized in Table 7 and briefly reviewed below.

Earlier works have shown the efficiency of LP and MILP in ad-
dressing SFF problems with linearized orbital dynamics and mixed
linear/integer constraints for collision avoidance and plume avoid-
ance (Richards et al., 2002; Schouwenaars et al., 2001; Tillerson et al.,
2002). Other than simple linear approximations, relaxation techniques
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such as introduction of slack variables and change of variables have
also been used to transform the nonconvex SFF G&C problem into more
efficient convex forms such as SDP or SOCP (Wu et al., 2010). In the
presence of attitude forbidden zones, complement attitude permissible
zones can be defined and parameterized in the form of quadratic
inequalities below with respect to an instrument bore-sight vector

af Mi(0)q; <0, i=1.2,.. (43)

N

where n is the total number of spacecraft in the group, i designates the
ith spacecraft, the unit quaternion ¢; describes the attitude of the ith
spacecraft, and the matrices M; represent the attitude permission zones
and can be determined by the unit vector for the object to be avoided
relative to the ith spacecraft, the unit vector along the bore-sight
direction of the ith spacecraft, and the angle 6, specifies the attitude
forbidden zone about the direction of the constrained object (Lee &
Mesbahi, 2011, 2014b). This quadratic convex constrained zone formu-
lation allows a group of spacecraft to achieve identical orientation (Lee
& Mesbahi, 2012). In addition to solving single convex problems, an
iterative SDP relaxation method has been used to handle SFF problems,
aiming to determine a formation and topology of a group of spacecraft
modules with guarantees on network connectivity while minimizing the
total control effort (Dai et al., 2013).

In addition, SCP approaches have also been developed for SFF
to produce collision-free fuel-efficient reconfiguration trajectories of
spacecraft swarms through successive linearization and convex relax-
ation of the nonconvex collision-avoidance constraints (Goel et al.,
2017; Morgan, Chung, & Hadaegh, 2012, 2013; Morgan, Chung et al.,
2014). These approaches can be implemented in a centralized or a
decentralized manner (Sarno, D’Errico, Guo and Gill, 2020; Sarno,
Guo, D’Errico and Gill, 2020) for small-scale or large-scale forma-
tions (Wang, Tian & Fu, 2023; Wang, Ye, Xiao & Kong, 2023) with free-
flying or tethered configurations (Mazouz, Quadrelli & Beauchamp,
2021). The SCP approach has been combined with Markov Chains,
MPC, and pseudospectral method to address collision-free formation
flying of large-scale spacecraft swarms (Chen, Wang, Yang, Deng,
& Zhang, 2022; Morgan, Subramanian, Bandyopadhyay, Chung and
Hadaegh, 2014). More recently, the SCP method has been improved
with appealing convergence to solve optimal reacquisition planning
problems for distributed spacecraft systems in the context of gravita-
tional wave detection (Zhao et al., 2023).

SK constraints have also been considered in solving optimal G&C
problems in the context of multi-agent space missions such as SFF. For
example, an avoidance planning problem considering SK constraints
has been transformed into and solved as an LP problem (no binary vari-
ables) for a distributed set of close spacecraft to produce fuel-efficient
maneuvers while maintaining the desired station on orbit (Mueller
et al., 2013). Inspired by Tillerson et al. (2002), station-keeping maneu-
vers have been determined by formulating and solving an LP problem
for a geostationary satellite through a novel affine formulation of the
equations of motion in De Bruijn et al. (2016b), which has been im-
proved to determine station-keeping maneuvers for a fleet of satellites
in a geostationary slot by explicitly considering the thruster configura-
tion and incorporating each individual thruster control in the problem
formulation (De Bruijn et al., 2016a). Via a different approach, Misra
et al. (2018) posed the SK problem as an SDP problem based on a
polynomial approximation of the nonlinear CR3BP model to generate
the optimal strategies for SK of halo orbits at L, libration point for the
Sun-Earth three body system. More recently, an SOCP-based approach
has been developed and implemented under MPC framework to address
the SK control problem of halo orbit in the Earth-Moon CR3BP system
via linearization of the dynamics and convexification of the nonconvex
control constraints (Zhang, Li et al., 2021). In addition, the sparse op-
timal control technique from Kayama et al. (2020) and Kayama, Bando
et al. (2021) has been used to solve an SK problem around libration
point orbits in a Sun-Earth CR3BP system by formulating a convex
optimization problem based on the Floquet-Lyapunov transformation
of the dynamics (Kayama, Bando & Hokamoto, 2022).
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Table 7
Summary of representative publications on convex optimization for spacecraft formation flying (SFF) and station keeping (SK).
Reference Problem Approach Slack Change of Convex Linear Solver
variables variables relaxation approximation
Richards et al. (2002), 3-DoF fuel-optimal SFF LP/MILP v v CPLEX
Schouwenaars et al. (2001)
and Tillerson, Inalhan, and
How (2002)
Wu, Cao, Xing, Zheng, and 3-DoF fuel-optimal SFF SDP/SOCP v v v v SeDuMi
Zhang (2010)
Dai, Maximoff, and Mesbahi 3-DoF minimum control SFF SDP + SCP v v -
(2013)
Goel, Chung, and Pellegrino 3-DoF fuel-optimal SFF SOCP + SCP v v SDPT3,
(2017) and Morgan, Chung MOSEK
and Hadaegh (2014)
Zhao, Shang, Gao, and Xu 3-DoF multi-objective SFF SOCP + SCP v v v ECOS,
(2023) MOSEK
Mueller, Griesemer, and 3-DoF fuel-optimal SK LP v v v -
Thomas (2013)
De Bruijn, Theil, Choukroun, 3-DoF fuel-optimal SK LP v v MOSEK
and Gill (2016a, 2016b)
Misra, Peng, and Bai (2018) 3-DoF minimum control and SDP + MPC v v MOSEK
tracking error SK
Zhang, Li and Zhou (2021) 3-DoF minimum control and SOCP + MPC v v v CVvX

tracking error SK

4. Applications to air vehicles

In addition to space systems, convex optimization has also found
many applications in the development of optimal G&C methods for
atmospheric flight vehicles including hypersonic/entry vehicles, mis-
siles and projectiles, launch/ascent vehicles, and low-speed manned/
unmanned air vehicles, which will be surveyed in this section.

4.1. Hypersonic/entry guidance

Hypersonic flight has been a critical phase for many space missions
such as Earth reentry (e.g., Space Shuttle), planetary entry (e.g., Mars
entry), and hypersonic weapons. Due to the high-speed atmospheric
flight, the main purpose of hypersonic G&C is to control the variation
(usually dissipation) of the vehicle’s kinetic energy to meet specific
mission requirements while satisfying various constraints (see Fig. 9).
Closely related to planetary entry/reentry, aero-assisted maneuvers
also experience hypersonic atmospheric flight to either capture the
vehicle into a closed orbit around the target planet (i.e., aerocapture) or
achieve a large change in the direction of the velocity (i.e., aerogravity
assist) by controlling the aerodynamic forces for reduced propulsion
requirements. However, hypersonic/entry guidance (HEG) problems
are difficult to solve due to the highly nonlinear dynamics, possible
waypoint and no-fly zone constraints, and nonconvex path constraints,
e.g., heat rate O, normal load »n, and dynamic pressure g in the forms
of

0 =ko/p0*"5 < Opax (44)
n=VL2+ D2 < ngp, (45)
q=0.5p0% < gax (46)

respectively, where p is the atmospheric density, v is the speed of the
vehicle, kg is a heating-related constant, and L and D are the lift and
drag accelerations, respectively. Convex-optimization-based methods
have received significant attention (see Table 8) for potential real-time
hypersonic/entry trajectory generation and autonomous G&C due to
their fast computational speed, easy implementation, and ability to
enforce common constraints for various types of HEG missions.
Earlier publications on convex-optimization-based HEG focused on
the challenges of relaxing nonlinear and nonconvex control terms in the
flight dynamics into convex forms that can be handled by IPMs (Liu
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& Shen, 2016; Liu et al., 2015, 2016b). Assuming a predetermined
velocity-dependent angle-of-attack profile based on thermal protection
and range considerations, the bank-angle components in the entry
dynamics can be replaced by new controls, e.g.,

uy=cosoc and u,=sinc 47)

Great efforts have been devoted to demonstrating the equivalence
of relaxing the equality constraint «? + u; = 1 into the inequality
constraint u% + u% < 1, i.e., assuring that the optimal solution of the
relaxed problem lies on the boundary of the control set. Combining
this relaxation technique with successive linearization and using the
energy-based equations of motion, a successive SOCP approach has
been developed to solve minimum-time (Liu et al., 2016b), minimum-
heat-load (Liu et al., 2016b), minimum-oscillation (Liu & Shen, 2016),
and maximum-crossrange (Liu et al., 2015) entry problems.

In the meantime, the time-based equations of motion have also
been used to formulate and solve HEG problems. To avoid noncon-
vex control constraints and facilitate potentially more accurate solu-
tions, the equations of motion can be reformulated by defining bank-
angle rate as the new control with an additional state equation ¢ =
u. Through successive convexification, the minimum-terminal-velocity
and minimum-heat-load problems have been solved via an SOCP-based
SCP approach (Wang & Grant, 2017a). Aiming to improve the con-
vergence of the algorithm, the approach was later improved by the
line-search and trust-region techniques for HEG problems (Wang &
Lu, 2020), including the minimum- and maximum-peak-normal-load
hypersonic/entry trajectory optimization (Wang, 2019; Wang et al.,
2019a), among which the maximum-peak-normal-load problem is a
special that can be posed as a discrete-event max-max OCP and then
transformed into a sequence of MICP problems through a combination
of a Big-M method and a line-search SCP (Wang et al., 2019a).

In the past years, the SCP approach has been improved with the
aid of techniques such as pseudospectral methods (Wang et al., 2019b;
Yu et al., 2019), adaptive mesh refinement (Zhou, He, Zhang, Tang,
& Bao, 2021), hp-adaptive pseudospectral discretization (Zhang, Su &
Gong, 2022), and virtual control (Bae, Lee, Kim, Lee, & Kim, 2022)
and have been applied for solving a wide range of HEG problems
such as maximum-impact-velocity spiral-diving trajectories (He et al.,
2019), multi-phase missions (Hwang & Ahn, 2022; Zhao & Song, 2017),
high-accuracy HEG trajectory optimization with no-fly zones (Mce-
owen et al.,, 2023), and trajectory optimization under probabilistic
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Fig. 9. Schematic representation of hypersonic/entry guidance (HEG).
Table 8
Summary of representative publications on convex optimization for hypersonic/entry guidance (HEG).
Reference HEG problem Approach Slack Change of Convex Linear Solver
variables variables relaxation approximation
Liu and Shen (2016) and Liu 3-DoF minimum-time, SOCP + SCP v v v v MOSEK
et al. (2015, 2016b) minimum-heat-load,
minimum-oscillation, and
maximum-crossrange
Wang and Grant (2017a) 3-DoF minimum-terminal-velocity SOCP + SCP v v SDPT3
and minimum-heat-load
Wang and Lu (2020) 3-DoF maximum-terminal-velocity SOCP + SCP + line search v v v ECOS
and minimum-heat-load and trust region
Wang et al. (2019a) 3-DoF minimum- and MICP + SCP + line search v v v ECOS,
maximum-peak-normal-load Gurobi
Zhao and Song (2017) 3-DoF minimum-time multi-phase SOCP + SCP v v v v ECOS
Yu, Zhao, Yang, et al. (2019) 3-DoF minimum-time SOCP + SCP + v v ECOS
pseudospectral
Wang, Cui, and Wei (2019b) 3-DoF minimum-time SOCP + SCP + v v MOSEK
pseudospectral + trust
region
He, Yan, and Tang (2019) 3-DoF maximum-impact-velocity SOCP + SCP + line search v v MOSEK
Chai, Tsourdos, Savvaris, Chai 3-DoF minimum-time and Chance-constrained SCP v v -
and Xia (2020) maximum-crossrange
Sagliano and Mooij (2021) 3-DoF minimum-curvature SOCP + pseudospectral v v v ECOS
Liu, Li and Wang (2023) and 3-DoF closed-loop tracking QCQP + pseudospectral ECOS,
Wang and Grant (2018a) guidance MOSEK
Han, Qiao, Chen, and Li 3-DoF minimum-impulse, SOCP + SCP v v v MOSEK
(2019) minimum-time, and
minimum-heat-load aerocapture
Ridderhof and Tsiotras (2022) 3-DoF minimum-4V aerocapture SCP + covariance control v v -
Han, Li, and Qiao (2022) 2-D minimum-AV aerogravity SOCP + SCP v v MOSEK

assist

constraints (Chai, Tsourdos, Savvaris, Chai et al., 2020; Ridderhof
& Tsiotras, 2022). Specifically, the problem has been solved via a
multi-phase SOCP-based SCP approach in the presence of waypoint
constraints defined as equality constraints as follows (Zhao & Song,
2017)

[x(t), ya)I" =[x, y;17

for i = 1,2,...,ny,, where a total of ny, waypoints need to be passed
by the vehicle at particular times #; with their positions prescribed
by specific horizontal coordinates (x;, y;). Additionally, the reentry and
landing phases have also been combined and solved as a multi-phase
problem, which has been addressed via pseudospectral SCP (Hwang &
Ahn, 2022). In the presence of uncertain constraints, the hypersonic
trajectory optimization problem has been formulated as a stochas-
tic OCP where the probabilistic constraints are modeled as chance
constraints (Chai, Savvaris, Tsourdos, Chai, & Xia, 2019). Through
a smooth and differentiable approximation of the probabilistic con-
straints, the original chance-constrained stochastic OCP can be trans-
formed into a deterministic version that has been solved by an SCP

(48)

21

approach (Chai, Tsourdos, Savvaris, Chai et al., 2020). Among the
improved SCP approaches, the trust-region-based SCP has been in-
vestigated in a recent publication (Xie, Zhou, Zhang, & Tang, 2023),
showing that the trust-region order has obvious effects on the opti-
mality of the converged solution, and higher-order trust-region SCP
algorithms have been shown to outperform lower-order ones using HEG
trajectory optimization as a case study (Xie et al., 2023).

Other than the successive approaches, a single SOCP problem has
been formulated based on drag-energy dynamics and solved in com-
bination with pseudospectral method to generate feasible drag-energy
profiles through introduction of a set of new variables for the inverse
of the drag acceleration (Sagliano & Mooij, 2021). Also, in addition to
SOCP-based approaches, a sequential SDP approach has been explored
for HEG problems by formulating the problem as a polynomial OCP
and then a general QCQP via introducing new variables and quadratic
constraints. An SDP relaxation technique has been utilized to relax the
nonconvex QCQP problem into a sequence of SDP problems (Wang &
Grant, 2017b). The convergence of this successive approach may be
proved; however, the study of this approach has not been continued
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because solving SDP problems is generally much more time-consuming
than solving SOCP problems. Further, besides generating optimal refer-
ence hypersonic/entry trajectories, convex optimization has been used
for closed-loop tracking guidance for hypersonic/entry vehicles. For
example, a convex QCQP problem has been solved in each guidance
cycle to track the optimal reference trajectories generated by the suc-
cessive SOCP approach (Wang & Grant, 2018a, 2018d). This numerical
closed-loop HEG approach has recently been enhanced by using the
Legendre-Gauss—Radau pseudospectral method for discretization to im-
prove the computational efficiency while preserving solution accuracy
for Mars entry (Liu, Li et al., 2023). Also recently, convex optimization
has been combined with the popular predictor—corrector guidance algo-
rithm for robust HEG by solving a single convex trajectory optimization
problem for correction plan (Tracy, Falcone, & Manchester, 2023; Tracy
& Manchester, 2022).

In addition to entry and reentry, convex optimization has been
used to develop real-time G&C algorithms for the atmospheric flight
portion of aerocapture and aerogravity assist (AGA) maneuvers. For
example, successive convexification has been used to minimize the AV
correction for the ADEPT (Adaptable Deployable Entry Placement Tech-
nology) planetary entry vehicle through active bank angle modulation
for Mars aerocapture missions considering nonlinear dynamics and non-
linear boundary conditions (Zhang et al., 2015). The convex relaxation
techniques in Liu et al. (2016b) have been extended to develop an
SOCP-based SCP algorithm for a series of optimal aerocapture problems
including minimum-impulse, minimum-time, and minimum-heat-load
problems (Han et al., 2019). To explicitly consider model uncertainties
for aerocapture G&C, chance-constrained covariance steering has been
applied to jointly optimize updates to the feedforward control inputs
and the corresponding feedback gains via an SCP approach (Ridderhof
& Tsiotras, 2022). Besides capturing the spacecraft into an orbit around
the target planet, AGA maneuvers, using aerodynamic forces to aug-
ment gravity and achieve a larger change in direction than aerocapture,
have also been solved through SCP (Han et al., 2022), which further
expanded the scope of hypersonic/entry G&C problems that can be
addressed using convex optimization.

4.2. Missile/projectile guidance

Guiding an aerodynamically controlled missile or projectile to im-
pact a stationary or mobile target has received sustained attention
for decades. To achieve the best warhead effectiveness, the missile/
projectile is expected to hit the target as accurately as possible along
a specific direction (i.e., impact angle) as illustrated in Fig. 10. In
addition to the miss distance and impact-angle constraints, advanced
missile/projectile guidance (MPG) should also consider control limits,
field-of-view constraints, and possible constraints on dynamic pressure
and heat rate (Zhang, Wang, & Tao, 2014; Zhang, Wang, Tao, &
Sarker, 2013). It is vital yet challenging to generate feasible and even
optimal MPG commands and corresponding trajectories for different
mission scenarios considering state, control, impact angle, and various
path constraints. Convex optimization provides an efficient numerical
approach to addressing such complicated problems with low compu-
tational cost and high solution reliability. In the atmospheric flight
vehicle domain, we found a few publications on using convex optimiza-
tion for MPG problems (see Table 9), which are briefly reviewed in this
subsection below.

The earliest attempt observed in this area was a trajectory opti-
mization problem solved for an aerodynamically controlled missile to
impact a ground target via an exact convex relaxation approach (Liu
et al.,, 2016¢), where the terminal flight phase of the missile was
optimized by solving a sequence of SOCP problems with both angle
of attack and bank angle as the controls under dynamic pressure
constraint and impact angle constraints defined as follows

Y =vp wly)=wy (49)
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where y, and y, are the desired final flight-path angle and heading
angle, respectively. An immediate issue faced by this approach was the
exactness of the relaxation technique after introducing a set of new
control variables as follows

u; =1cosc, u,=mnsino, u3="l2 (50)

where ¢ is the bank angle and = C,/C, is an additional new
variable defined by the lift coefficient corresponding to the maximum
lift-to-drag ratio. As observed in other applications, the relaxation may
not be exact in general when the state inequality constraint becomes
active. This issue was hurdled by introducing a regularization term, and
theoretical analysis has been provided to guarantee the exactness of the
relaxation (Liu et al., 2016c). It is worth pointing out that the result
obtained in Liu et al. (2016c) depended on the popular drag polar,
and the approach may need to be re-derived when other drag models
are used. The SOCP-based SCP approach has been applied to update
the proportional navigation gain for optimal planar engagement with
a stationary target by solving a nonconvex OCP online in a receding-
horizon fashion with bounded look angle and lateral acceleration as
well as impact angle constraint (Liu et al., 2016a).

Later, the midcourse phase of an air-to-ground missile was opti-
mized for maximum impact velocity while locking the target within
the missile’s field-of-view by an SOCP-based SCP method through
combining linearization and convex relaxation with a small-angle as-
sumption (Kwon & Choi, 2020). With the aid of multiple techniques
such as pseudospectral methods (Kim & Lee, 2023; Li, Guan, Shan et al.,
2019; Yang et al., 2021), virtual controls (Li, Guan, Shan et al., 2019;
Yang et al., 2021), and penalty methods (Roh et al., 2020; Tan, Jing,
& Gao, 2022), the SCP approach has been augmented for solving a
wide range of MPG problems including ballistic missile guidance under
power system fault and nonconvex thrust magnitude constraint (Li,
Guan, Shan et al., 2019), optimal time-varying proportional naviga-
tion guidance with impact angle and impact time constraints (Pei &
Wang, 2021), online midcourse guidance for boost phase interception
subject to midcourse-to-terminal handover constraints and heat rate
constraint (Yang et al., 2021), multi-stage/multi-phase trajectory op-
timization for dual-pulse missiles with discrete thrust profiles (Kim &
Lee, 2023; Liu, Zhang, Xiong & Wang, 2023), and trajectory optimiza-
tion for multipulse rocket missiles subject to thrust constraints such
as impulse conservation and maximum/minimum thrust level (Jung,
Kim, Jung, & Lee, 2023). In particular, to improve the efficiency
and robustness of solving optimal MPG problems, convex optimization
has been synthesized with MPC to develop a so-called model predic-
tive convex programming (MPCP) method for a class of constrained
OCPs by relating state increments to input corrections and casting
the problem as an SOCP problem subject to sensitivity relations, and
impact-angle-constrained guidance problems for air-to-ground missiles
have been solved as possible applications (Hong et al., 2019). In the
presence of disturbances and uncertainties, a 3-D interception problem
with impact-angle constraints has been addressed by using an intru-
sive polynomial chaos expansion to transform the stochastic state and
constraints into deterministic versions, which has been solved by an Ap-
pseudospectral SCP through combination with a penalty function and
backtracking search (Tan et al., 2022).

4.3. Launch/ascent vehicles

The aerospace sector has shown a significant interest in novel
launch technologies for safe, efficient, and sustainable access to space.
The optimization of the mission trajectories for launch/ascent vehicles
(LAVs) is of crucial importance to achieve this goal. However, LAV tra-
jectory optimization is a complex problem due to the highly nonlinear
dynamics and stringent mission constraints. Also, the launch trajectory
has been usually split into multiple propelled and coasting phases,
including vertical ascent, pitchover, gravity turn, fairing jettison, stage
separation, coasting, and orbit injection, and proper linkage conditions
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Fig. 10. Schematic representation of planar missile/projectile guidance (MPG).
Table 9
Summary of representative publications on convex optimization for missile/projectile guidance (MPG).
Reference MPG problem Approach Slack Change of Convex Linear Solver
variables variables relaxation approximation
Liu, Shen, and Lu (2016¢) 3-DoF maximum-impact-velocity SOCP + SCP v v v MOSEK
Liu, Shen, and Lu (2016a) 2-D minimum-control SOCP + SCP v v v MOSEK
Kwon and Choi (2020) 2-D maximum-impact-velocity SOCP + SCP v v/ v MOSEK
Pei and Wang (2021) 2-D minimum-energy SOCP + SCP v 4 MOSEK
Roh, Oh, Tahk, Kwon, and 2-D minimum-energy SOCP + SCP + L1 penalty v v 4 v MOSEK
Kwon (2020)
Li, Guan, Shan and He (2019) 3-DoF minimum-time SOCP + SCP + v v CVX
pseudospectral
Yang, Jing, and Gao (2021) 3-DoF minimum-fuel and QP + SCP + pseudospectral v v -
minimum-time
Kim and Lee (2023) 2-D maximum-impact-velocity SOCP + SCP + v v MOSEK
multi-phase pseudospectral + thrust
region
Hong, Maity, Holzapfel, and 3-DoF minimum-control SOCP + MPC v MOSEK
Tang (2019)
must be imposed at the transition of each phase (see Fig. 11). As such,
LAV trajectory design is essentially a multi-phase problem that involves Payload separation
both continuous state variables at the boundaries of the phases and ) s -
discrete state variables such as the mass of the vehicle due to fairing tOptlrr:al launch e ] Second stage
jettison and stage separations. Further, robust and resilient methods are Tajeciory / Fairin[:gje;ttison " engine cutoff
of paramount importance for LAVs to plan optimal trajectories in real- o s
. o . L / Second stage ignition
time onboard to inject the payload into the target orbit with guaranteed emmmmm=l2
accuracy, even under off-nominal conditions due to the presence of / Stage separation gy ﬂ ’
model uncertainties and external disturbances such as engine faults or Main stage cutoff T
failures. Convex optimization has gained increasing popularity in recent / ol
years in addressing these challenges (see Table 10). Roll and pitch y 0
The first attempt to solve LAV problems using convex optimization Possible
appeared in Liu and Lu (2014), where a successive SOCP approach was Possible | fairing
. . Liftoff and booster i
proposed with rigorously proved convergence for a type of nonconvex 1ttoff an recovery
vertical climb recovery

OCPs subject to concave state inequality constraints and nonlinear
terminal equality constraints, and an optimal LAV trajectory optimiza-
tion problem for the upper stage of a mediume-lift launch vehicle in a
vacuum environment was solved as an application to validate the devel-
oped approach. Similar vacuum LAV problems have then been solved
in Sun, Dai, and Lu (2016) as an example to demonstrate the effective-
ness of an SDP-based successive convex optimization (i.e., iterative rank
minimization) method with guaranteed convergence for a nonconvex
QCQP problem transformed from a polynomial OCP formulation of the
original problem, in Cheng, Li, and Zhang (2017a) as an application to
validate an iterative convex optimization approach with proved con-
vergence based on a Newton-Kantorovich method, in Li, Guan, Wei and
Hu (2019) via an iterative SOCP approach by formulating and solving
a two-point boundary value problem (TPBVP) through combination of
successive linearization and a flipped Radau pseudospectral method,
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Fig. 11. Schematic representation of two-stage launch/ascent vehicles (LAVs).

in Li, Pang, Wei, Cui and Liu (2020) and Hao and Zhang (2021) using
SOCP-based SCP for online optimal LAV trajectory generation in the
event of engine faults or failures, and in Kunhippurayil and Harris
(2022) using an SOCP-based guidance scheme for Mars Ascent Vehicles
(MAVSs).

In the presence of aerodynamic forces and possible path constraints,
more complicated LAV models have been formulated and solved using
convex optimization. For example, the iterative convex optimization
approach in Cheng et al. (2017a) has been extended to address LAVs
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Table 10
Summary of representative publications on convex optimization for launch/ascent vehicles (LAVs).
Reference LAV problem Approach Slack Change of Convex Linear Solver
variables variables relaxation approximation
Cheng, Li, and Zhang 3-DoF maximum terminal QP + SCP + pseudospectral v v v CVX
(2017b) velocity and minimum fuel
consumption
Zhang, Yang and Xiong 2-D maximum terminal SOCP + SCP v v v SeDuMi
(2019) velocity
Hu, Bai, Zhang, and Yang 3-DoF maximum terminal SOCP + SCP + virtual v v v MOSEK
(2021) velocity controls
Lu, Liu, Yang and Zhang 3-DoF maximum terminal SOCP and LP + SCP v v v ECOS
(2022) velocity
Ma, Pan, Hao and Tang 3-DoF minimum time SOCP + SCP v v v MOSEK
(2022)
Jun, Sifeng, Zhenyu, Xibin, 3-DoF maximum terminal SOCP + SCP v v v v ECOS
and Huabo (2023) velocity
Benedikter et al. (2021) 3-DoF multi-phase maximum SOCP + SCP + virtual v v v Gurobi
final mass controls
Benedikter et al. (2022b) 3-DoF multi-phase maximum SOCP + SCP + virtual v v v Gurobi
final mass controls + pseudospectral
Benedikter, Zavoli, 3-DoF multi-phase maximum SDP + SCP + covariance v v v Gurobi
Colasurdo, Pizzurro, and final mass control
Cavallini (2022c)
Dong, Liu, Shang, Zhao, 3-DoF multi-phase minimum SDP + SCP v v MOSEK
and Nie (2023) and Zhao terminal error
et al. (2021)
Miao et al. (2023) and 3-DoF multi-phase multiple SOCP + SCP v v v MOSEK,
Miao, Song, Zhang, and objectives ECOS
Gong (2021)
Ma, Pan, Yan (2022) 3-DoF multi-phase minimum SOCP + SCP v v v MOSEK
time
under aerodynamic controls subject to constraints on dynamic pres- for each phase k = 1,2,..., N. At each stage separation or fairing

sure, axial thrust acceleration, and bending moment through combi-
nation of the Newton-Kantorovich method and a Gauss pseudospectral
method (Cheng et al., 2017b). Later, an SOCP-based SCP method has
been developed to solve a maximum-terminal-velocity LPV problem by
approximating the thrust terms as linear functions of the angle of attack
and transforming the nonlinear drag coefficient into a linear function of
new controls (Zhang, Yang et al., 2019). Moreover, the SCvx algorithm
in Mao et al. (2016, 2018) has been employed to solve LAV problems
by modifying the aerodynamic coefficients, introducing new control
variables, and relaxing the resulting nonconvex control constraints to
facilitate an SOCP formulation of the problem, and virtual controls have
also been applied to enhance convergence of the SCP algorithm (Hu
et al.,, 2021). Recently, continued efforts have been made to solve
LAV problems using convex optimization, including an SCP approach
for LAV trajectory optimization by solving a sequence of SOCP and
LP problems with as much nonlinearity of the original problem pre-
served as possible (Lu, Liu et al., 2022), an SCP method enhanced
by a modified Chebyshev-Picard iteration discretization technique for
minimum-time LAV trajectory optimization (Ma, Pan, Hao et al., 2022),
and an SCP scheme based on concave-convex decomposition and an
augmented Lagrange multiplier method for maximum-terminal-speed
LAV trajectory optimization (Jun et al., 2023).

Due to the multi-stage nature of LAVs, one particular approach
to such problems is to formulate and solve multi-phase OCPs, which
have also been addressed by convex optimization. For example, multi-
stage LAV problems can be formulated as multi-phase OCPs by dividing
the launch/ascent mission into several arcs and enforcing continuous
linkage conditions for the state variables (i.e., position r and velocity
v) at the phase boundaries as follows

r(ig) = v

V(i) = v(z’;—‘)

(51)
(52)
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jettison, however, constraints on the mass discontinuity at the boundary
must be considered. For example, when both the payload fairing and
the first stage inert mass are detached at the burnout of the first stage
for a two-stage launcher, the following constraint should be satisfied

my =m_ — (Mary + Meyiring) (53)

where m_ and m, denote the rocket mass before and after separa-
tion, respectively. Such problem has been solved by SOCP-based SCP
through convenient changes of variables, exact constraint relaxation,
and successive linearization with the aid of virtual controls and adap-
tive trust regions. The approach was initially developed and used
to solve a 2-D LAV problem (Benedikter, Zavoli, Colasurdo, et al.,
2019) and later extended to address 3-D LAV problems for the SpaceX
Falcon 9 launch vehicle (Benedikter et al., 2021). Shortly after, the ap-
proach was combined with an Ap pseudospectral discretization scheme
in solving a multi-stage ascent trajectory optimization problem for
a VEGA-like launch vehicle subject to nonconvex constraints on the
maximum heat flux after fairing jettisoning and the splash-down of the
burned-out stages (Benedikter et al., 2022b).

In addition, the approach has been embedded into the MPC frame-
work (Benedikter, Zavoli, Colasurdo, Pizzurro & Cavallini, 2020;
Benedikter, Zavoli, Colasurdo, Pizzurro, & Cavallini, 2022a) and the
covariance control scheme (Benedikter et al., 2022c) to gain more ro-
bustness to external disturbances and model uncertainties due to engine
performance and unpredictable atmospheric conditions. More recently,
the full trajectory of a reusable two-stage LAV, including the recovery
descent and soft landing of its first stage, has been optimized by this
SCP approach (Gettatelli, Benedikter, Zavoli, Pizzurro, & Cavallini,
2023). Other recent efforts in using SCP for multi-phase LAVs in-
clude QCQP-based SDP relaxation methods for minimum-terminal-error
multi-stage launch vehicle trajectory optimization problems (Dong
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Fig. 12. Schematic representation of example low-speed air vehicle (LSAV) missions.

et al., 2023; Zhao et al., 2021), SOCP-based SCP methods for trajectory
replanning of multi-stage LAVs under dynamic faults such as thrust
drop and mass flow loss (Miao et al, 2023, 2021), and an SCP
schemed inherited from the Chebyshev-Picard-based SCP (Ma, Pan,
Hao et al., 2022) for solving a minimum-ascent-time multi-phase LAV
problem (Ma, Pan, Yan, 2022).

4.4. Low-speed air vehicles

Development and deployment of advanced low-speed air vehicles
(LSAVs), including UAVs, has gained unprecedented interest in the past
two decades for both military and civilian applications. Despite the
critical need for mission capabilities such as autonomous operations
and online decision-making, most LSAVs are either controlled by on-
board/remote pilots or programmed to follow a set of predetermined
waypoints. It remains challenging yet highly demanding to develop
real-time mission/path planning and trajectory optimization methods
as well as resilient G&C strategies to enable optimal, robust LSAV
maneuvers and operations for both single-vehicle and multi-vehicle
missions, especially in complex, uncertain, and dynamic environments
(see Fig. 12). In earlier years, MILP and mixed-integer quadratic pro-
gramming (MIQP) have been used to solve UAV trajectory optimization
problems subject to constraints on obstacle/collision avoidance and no-
fly zones as well as approximate (usually linear) vehicle dynamics with
an aim to enhance its capability of real-time applications (Culligan
et al., 2007; Kamal et al., 2005; Mellinger, Kushleyev, & Kumar, 2012).
The review in this subsection focuses on the application of convex opti-
mization for LSAV trajectory optimization (not path planning) problems
that account for vehicle dynamics and constraints under various repre-
sentative missions (see Table 11). Particular emphasis is placed on SCP
approaches where a series of convex subproblems has to be formulated
and solved to find approximate optimal solutions.

The first publication found in using SCP for LSAV trajectory op-
timization was (Augugliaro et al., 2012) where 3-DoF collision-free
trajectories were generated for a group of LSAVs to transition from a set
of initial states to a set of final states maintaining a minimum distance
between vehicles as follows

lpilk] = p K1l > R (54)

for any two vehicles i and j with positions p; and p; at any discrete time
k with a minimum distance R, while satisfying position, velocity, and
acceleration constraints as well as constraints on jerks defined below

Jmin < Jlkl < Jmax (55)

where the bounded jerk j[k] = (alk] — alk — 1])/h is necessary to
obtain continuity acceleration and feasible trajectories. The problem
has been cast as a nonconvex OCP subject to linear dynamics and solved
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using QP-based SCP by approximating the only nonconvex constraints
(i.e., collision avoidance) via successive linearization (Augugliaro et al.,
2012). However, successive linearization of collision avoidance con-
straints may lead to infeasible QP subproblems, especially in nonconvex
environments. To address this issue, more relaxed, feasible QP subprob-
lems have been formulated, and a decoupled SCP method has been
developed for multi-LSAV trajectory optimization by incrementally
tightening the collision constraints (Chen, Cutler et al., 2015). More-
over, by introducing a slack variable to relax the nonconvex control
constraint, SOCP-based SCP has been developed and demonstrated for
3-DoF quadrotor maneuvering problems (Szmuk et al., 2018; Szmuk,
Pascucci et al., 2017) and was later extended to address scenarios with
compound state-triggered constraints (Szmuk, Malyuta et al., 2019).
In addition, an SDP relaxation method similar to that in Sun and
Dai (2015) has been developed for 6-DoF aircraft trajectory optimiza-
tion (Dai & Sun, 2015) and 2-D UAV flight with avoidance zones (Sun,
Liu, Dai, & Grymin, 2017) through a general nonconvex QCQP for-
mulation of the problem. The lower bound of the problem’s optimal
objective value was sought by solving a transformed SDP problem
with a rank-one matrix constraint via an iterative rank minimization
approach.

Through common techniques such as change of variables, lossless
convexification, convex relaxation, linear approximation, pseudospec-
tral method, and small-angle assumption, convex optimization and
SCP have been applied to address various LSAV problems includ-
ing multi-vehicle formations in centralized (Alonso-Mora, Baker, &
Rus, 2015) and distributed (Alonso-Mora, Montijano, Schwager, &
Rus, 2016) manners with linear dynamics, minimum-time multi-vehicle
coordination with nonlinear dynamics and nonconvex obstacle avoid-
ance and inter-vehicle collision avoidance constraints (Wang, Liu, &
Long, 2017), formation rendezvous trajectory optimization of multiple
vehicles (McDonald & Wang, 2019; Wang, Liu, Long & Xu, 2019),
minimize-terminal-error aircraft landing trajectory optimization (Hong
et al., 2019), stochastic MPC-based aircraft landing under uncertain-
ties and disturbances (Misra & Bai, 2019), optimal coordination and
rendezvous of unmanned aerial and ground vehicles (Wang & Mec-
Donald, 2019, 2020), chance-constrained trajectory optimization for
fixed-wing UAVs under probabilistic control and collision avoidance
constraints (Chai, Tsourdos, Savvaris, Wang et al., 2020; Sun, Zhang
et al., 2022), UAV trajectory optimization with avoidance-related con-
straints via finite-step iteration-free convex reduction techniques (Rice
et al., 2022; Zhao, Shang, & Dong, 2022), and energy management of
hybrid aerial vehicles (Xie et al., 2022).

Among the extensive applications, LSAVs, especially UAVs equipped
with efficient convex optimization algorithms, have received much
attention in the area of wireless communications by providing cost-
effective, flexible, on-demand wireless services such as coverage, relay-
ing, data transmission/collection, wireless sensor network, and internet
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Summary of representative publications on convex optimization for low-speed air vehicles (LSAVs).

Reference LSAV problem Approach Slack Change of  Convex Linear Solver
variables variables relaxation approximation

Augugliaro, Schoellig, and 3-DoF minimum total thrust QP + SCP v CPLEX

D’Andrea (2012)

Chen, Cutler and How 3-DoF minimum total thrust QP + SCP v MOSEK

(2015)

Szmuk, Pascucci, and 3-DoF minimum energy SOCP + SCP v v v Bsocp (Dueri

Acikmese (2018) and Szmuk, et al., 2017)

Pascucci et al. (2017)

Szmuk, Malyuta, Reynolds, 3-DoF minimum energy with SOCP + SCP + virtual v v v ECOS

Mceowen and Acikmese state-triggered constraints controls

(2019)

Dai and Sun (2015) 6-DoF maximum range and QCQP + SDP + SCP v v SeDuMi
maximum altitude

Wang and McDonald (2020) 3-DoF optimal-tracking SOCP + SCP + line v v v v ECOS
rendezvous search

Misra and Bai (2019) 2-D chance-constrained SOCP + MPC v v -
optimal-tracking landing

Chai, Tsourdos, Savvaris, 3-DoF chance-constrained SOCP/MICP + SCP + v v v ECOS

Wang et al. (2020) and Sun, multi-objective pseudospectral

Zhang, Chai, Tsourdos and

Chai (2022)

Zeng and Zhang (2017) 2-D maximum-energy-efficiency SCP v v v v -
communication

Wu, Zeng, and Zhang (2018) 2-D maximum-minimum- SCP v v v CVX
average-rate
communication

Wang, Wei, and Sun (2021) 2-D minimum-control-effort SCP v v v MOSEK
AAM

Wu et al. (2024) and Wu, 2-D minimum-control-effort SCP v v v MOSEK

Wang, Benedikter and Zavoli
(2022)

multi-phase AAM

of things (Abdelhakam, Elmesalawy, Ibrahim, & Sayed, 2023; Daniel,
Wu, Wang, & Gan, 2021; Fu et al., 2020; Mozaffari, Saad, Bennis, &
Debbah, 2017a). The key challenge in UAV-assisted communication
missions is the optimal balance between maximizing the communica-
tion performance (e.g., total information bits transmitted) and mini-
mizing the operational cost (e.g., flight time and energy consumption
due to limited battery capacity) while guaranteeing quality-of-service
(QoS) and respecting possible constraints on vehicle location, speed,
acceleration, and collision avoidance (Chou, Pang, & Yu, 2019; Ghor-
bel, Rodriguez-Duarte, Ghazzai, Hossain, & Menouar, 2019; Mozaf-
fari, Saad, Bennis, & Debbah, 2017b). As a result, communication
throughput and energy consumption have been jointly considered in
communication-oriented UAV missions with an objective to maximize
the energy efficiency below

_ Rq@®)

~ E@Q®)
where R(q(7)) represents the total amount of information bits that can
be transmitted by the vehicle as a function of the vehicle trajectory
q(?), while E(q(7)) denotes the total propulsion energy required that can
be expressed as a function of the trajectory q(¢) as well. Building on
this energy consumption model, energy-efficient UAV communication
problems have been formulated as nonconvex OCPs subject to simple
linear dynamics and solved by SCP algorithms to optimize the vehicle’s
trajectory through convexification of the objective function and convex
relaxation of the nonconvex minimum-speed constraint (Oleksak, Wu,
Abella, Wang, & Gan, 2021; Zeng & Zhang, 2017). Combining with a
block coordinate descent method, this SCP approach has been extended
from cases with single UAV and single ground user in Zeng and Zhang
(2017) for multi-UAV wireless systems to serve a group of ground users
with maximized minimum throughput (Wu et al., 2018).

(56)
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Following similar approaches, the SCP method has been applied
for a variety of LSAV-assisted wireless communication problems in-
cluding UAV-enabled wireless sensor networks by jointly optimizing
the vehicle’s trajectory and the number of transmission bits (Zhan &
Yao, 2019), minimum-maximum-outage-probability relaying links by
jointly optimizing the UAV’s altitude, power control, and bandwidth
allocation (Wang, Hu, Wang, Chen & Cui, 2020), maximum-downlink-
sum-rate multi-UAV cellular networks by jointly optimizing resource
allocation and base station placement (Yin, Li, & Yu, 2019), maximum-
throughput UAV-enabled emergency networks by jointly optimizing
the UAV’s location, power, and bandwidth allocation under statistical
QoS constraints (Niu, Zhao, & Li, 2021), UAV-enabled internet of
vehicles for intelligent ground transportation by jointly optimizing ve-
hicle communication scheduling, transmit power allocation, and UAV
trajectory (Liu, Lai, Lin & Leung, 2022), and secure communication in
dual-UAV edge computing systems (Lu et al., 2021).

In recent years, convex optimization has also found applications
for the emerging advanced air mobility (AAM) concept of operations.
Enabled by recent advances in battery storage, distributed propulsion,
and short/vertical take-off and landing aircraft, AAM aims to explore
the third dimension of the space (i.e., airspace) to provide more ef-
ficient passenger and cargo air services through urban air mobility
(UAM) inside city limits (0-20 miles), sub-urban air mobility (SUAM)
connecting a city and its surrounding areas (20-50 miles), and re-
gional air mobility (RAM) for city-to-city transport (50-300 miles).
To facilitate fast generation of optimal trajectories for AAM missions,
convexification techniques have been introduced to better enable real-
time AAM trajectory optimization with initial focuses on single-phase
AAM missions (Doff-Sotta, Cannon, & Bacic, 2022; McDonald, Wu,
Deniz, & Wang, 2022; Wang et al., 2021). Specifically, through change
of variables, convex relaxation, and successive linear approximation, a
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Fig. 13. Schematic representation of ground vehicle control (GVC) missions.

2-D minimum-control-effort AAM problem with required time of arrival
has been effectively addressed by SCP (Wang et al., 2021). Later, the
approach has been extended to address multi-phase AAM missions that
involve cruise, descent, and landing stages under various operational
constraints (Wu, Wang et al., 2022). Similar to other relevant problems
such as LAV missions, the key challenge facing multi-phase AAM lies
in the linkage constraints that must be enforced to ensure smooth
transitions between phases as follows

x(t’(;) = x(t'f‘._l) (57)

k-1
S
for each flight phase k = 1,2, ..., N, where x is the trajectory state and
t is the flight time. These constraints add another level of complexity
to the problem. SCP has shown promising performance in addressing
these challenges (Wu et al.,, 2024; Wu, Wang et al., 2022). In ad-
dition, coordinated merging control of multiple AAM vehicles with
collision avoidance constraints has also been recently solved by the
SCP approach (Wu, Deniz, Shi & Wang, 2022). Studies on convex-
optimization-based technique for AAM operations and many other
LSAV missions are expected to continue in the coming years.

k:

T

t (58)

5. Applications to ground vehicles

In addition to the aerospace domain, the use of convex optimization
for G&C techniques has spread to other vehicular applications such as
ground vehicles and intelligent ground transportation for both urban
roads and freeways (Cao et al., 2018; Mousavi, Moshiri, & Heshmati,
2020; Pek & Althoff, 2020; Zu, Liu, Dai, Sharma, & Dong, 2018). Many
technologies (e.g., sensor, communications, human-machine interface)
must work together to enable a safe, efficient, sustainable ground
mobility system. In this paper, we focus on motion/speed control
and powertrain control, which are critical components of the ground
vehicle control (GVC) architecture. The GVC system is expected to take
the sensor/navigation data as the input to reapidly generate smooth
trajectories, collision-free maneuvers, and optimal control commands
for the actuators and powertrains to operate under varying conditions
in a dynamic environment such as traveling through an intersection or
merging into a main road at minimum energy consumption or control
effort with guaranteed safety (see Fig. 13). However, these problems are
generally nonconvex in their original settings due to the nonlinearity
of the vehicle dynamics and the nonconvexity of state and control con-
straints, which make them difficult to solve in real-time (Carvalho, Gao,
Gray, Tseng, & Borrelli, 2013; Murgovski, Johannesson, Hu, Egardt,
& Sjoberg, 2015). In this section, we will survey the new schemes
enabled by convex optimization that optimize speed trajectories, power
split strategies, or both simultaneously for a vehicle in response to the
dynamically changing ground traffic environment (see Table 12).

When the GVC problem falls into a simple form (e.g., with linear
dynamics) that can be easily convexified, a single convex problem or
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a finite number of convex problems can be solved to get the solution.
For example, a collision avoidance problem has been solved to generate
the optimal trajectory and the corresponding force and moment to be
distributed to each tire via an SOCP approach based on an assumption
of non-rotating point-mass vehicle (Hattori, Ono, & Hosoe, 2006). This
assumption has been relaxed by considering the yaw of the vehicle,
which adds significant nonconvexity and complexity to the collision
avoidance problem. Instead of solving a single convex optimization
problem to get the solution, a three-stage approach has been proposed
by solving a convex optimization problem in each stage through a
series of convex approximations (Bevan, Gollee, & O’reilly, 2010). In
addition, SOCP has also been used to generate optimal speed profiles
for vehicles moving along a fixed trajectory subject to affine dynamics,
hard constraints on friction circle, speed limit, and time window,
and semi-hard constraints on comfort acceleration and deceleration in
both static and dynamic environments (Zhang et al., 2018). Through
slack variables and penalty functions, single SOCP problems have been
solved with preserved convexity and global optimality, balancing mul-
tiple performance metrics including smoothness, time efficiency, and
speed deviation. In emergency situations, vehicle trajectory and the
associated control inputs need to be replanned in real-time at possible
friction limits to achieve the minimum response time. Assuming the
existence of a nominal trajectory, a minimum-time OCP has been solved
considering road topography as well as engine power and tire friction
limits to replan the vehicle’s speed and trajectory in emergency obstacle
avoidance scenarios by approximating the problem as a convex QCQP
based on a simplified point-mass vehicle model (Subosits & Gerdes,
2019).

When it comes to more complicated GVC problems subject to non-
linear vehicle dynamics and nonconvex constraints, successive lin-
earization has been frequently used to convexify the problems into
more favorable forms that can be potentially implemented in real-
time online under MPC frameworks by solving a convex problem in
each circle. For example, tailored MPC algorithms have been developed
through convex QP approximations to the original nonconvex prob-
lems for optimal trajectory tracking by controlling the front steering
angle (Wang et al., 2018) and the braking torques at the four wheels
subject to collision-avoidance constraints and physical limitations on
the actuators (Carvalho et al., 2013). These techniques have been incor-
porated into shared control schemes where the vehicle is commanded
by the controller and a human driver in a safe manner (Gao, Lin,
Borrelli, Tseng, & Hrovat, 2010). In addition to environmental obstacles
and the handling limits of the vehicle, the driver’s intent can also be
integrated into the MPC framework where a set of convex problems is
iteratively solved (Erlien, Fujita, & Gerdes, 2013). Due to the quadratic
nature of the collision avoidance constraints and quadratic objective
functions frequently used in MPC, dynamic collision avoidance prob-
lems for a group of vehicles have been formulated as a nonconvex
QCQP, which has been solved by SCP through affine approximation of
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Table 12
Summary of representative publications on convex optimization for ground vehicle control (GVC).
Reference GVC problem Approach Slack Change of Convex Linear/Quadratic Solver
variables variables relaxation approximation
Zhang et al. (2018) Multi-objective speed control SOCP v v v Gurobi
Subosits and Gerdes (2019) Minimum-time trajectory QCQP v v v FORCESPRO
optimization
Carvalho et al. (2013) and Optimal trajectory tracking QP + MPC v quadprog
Wang, Li, Jiang, Chen, and
Zhang (2018)
Larsson, Keskin, Peng, Multi-objective platoon QP + MPC v v v -
Kulcsér, and Wymeersch
(2021)
Sun, Dai and Chen (2022) Optimal speed tracking QP + MPC v v MOSEK
platoon
Alrifaee, Maczijewski, and Optimal trajectory tracking QCQP + SCP + MPC v -
Abel (2017)
Zhang, Cheng et al. (2021) Optimal trajectory tracking SDP + ADMM v v -
Shi, Wang, LaClair et al. Optimal speed control at QP + SCP + line search v Gurobi
(2023) signalized intersections + trust region
Shi, Wang, LaClair, Wang, Optimal merging control QP + SCP + line search v Gurobi
and Yuan (2022) and Shi, + trust region
Wang, Wang et al. (2023)
Chen, Pan, Evangelou, and Optimal speed control at QP/SOCP v v v GPOPS-II
Timotheou (2020) and unsignalized intersections MOSEK
Pan, Chen, Timotheou, and
Evangelou (2022)
Murgovski, Johannesson, Optimal sizing and control of SDP v v v SeDuMi
and Sjoberg (2013) and hybrid electric powertrains
Murgovski et al. (2012)
Murgovski et al. (2015) Optimal power-split control SOCP v v ECOS
Liu, Sun et al. (2022) and Integrated velocity planning QP/SOCP MOSEK
Meshginqalam and Bauman and energy management SeDuMi

(2022)

the nonconvex collision avoidance constraints to produce optimal com-
mands for the vehicles to follow a reference trajectory while avoiding
collisions between the vehicles (Alrifaee et al., 2017).

In the context of connected and automated vehicles (CAVs) en-
abled by vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I)
communication technologies, convex optimization has been used for
vehicle motion control under various scenarios such as platoon or
car following. For example, by modeling the platoon as a multi-agent
interconnected dynamic system with shared traffic information, Gong
et al. (2016) solved a convex QCQP problem with double-integrator
longitudinal dynamics to generate the optimal maneuver of each ve-
hicle in a decentralized manner subject to speed, control, and safe-
distance constraints. Using an optimal velocity with relative velocity
(OVRYV) car-following model, maneuvers of CAVs have been optimized
in mixed-autonomy multi-lane traffic scenarios considering traffic effi-
ciency and driving comfort of both CAVs and human-driven vehicles
(HDVs) (Larsson et al., 2021). The problem was initially formulated as
a nonconvex mixed-integer programming problem, where the integer
variables stem from the lane-change decision variables §, € {-1,0,1}
where 0, —1, and 1 denote a lane-keeping, right lane change, and left
lane change decision, respectively, at time k, while the nonlinearity
and nonconvexity come from the car-following dynamics of the HDVs
described as follows

gV — f(pHDV HDV g HDVy (59)
where o'V is the longitudinal acceleration of the HDV at time &,

RIDV. = P — pHDV s the headway, and AufPV = o — MDYV s
the velocity difference between the HDV and the preceding vehicle.
The problem can be transformed into a convex QP problem through

a linear approximation of the piecewise linear car-following dynamics
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and relaxation of the integer lane change variables into three separate
convex subproblems (Larsson et al., 2021). Recently, a distributed
tube-based MPC method has been developed for platoon control of
heterogeneous CAVs in the presence of modeling uncertainties and
measurement disturbances (Sun, Dai et al., 2022). Through proper
relaxation of the nonlinear vehicle dynamics into linear forms via a
change of independent variable and state transformations, convex QP
problems have been established and solved locally by each CAV for
optimal speed tracking maneuvers.

Bottleneck GVC challenges at signalized intersections and merging
roadways in the context of CAVs have also been addressed by convex
optimization to improve traffic efficiency while ensuring safety. Signal
phase and timing (SPaT) information from the upcoming traffic lights
enables predictive planning and control of CAVs to pass the signalized
intersections safely and efficiently with reduced fuel consumption and
travel time. However, it still remains a solid challenge to generate opti-
mal speed and control profiles for the vehicles moving along signalized
corridors satisfying constraints such as speed limit, control limit, and
collision avoidance, while obeying dynamically changing SPaT, which
is essentially an expected sequence of green (g;) and red (r;) time
intervals broadcast by each traffic light as exemplified as

[gi1>7i1- 8o Figs -5 &ins TiN ] (60)

for traffic light i over a total of N green phase windows in the control
horizon at the intersection. A mixed-integer SCP method has been
developed for optimal speed control of CAVs over multiple signalized
intersections, and the integer variables stem from the selection of
green phase window to cross the intersection (Huang & Peng, 2017).
However, mixed-integer programming problems are NP hard, and the
computational speed significantly drops when the number of integer
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variables and the problem size grow. To remove the integer variables,
the green window selection problem has been reduced to the deter-
mination of the reference velocity from the upcoming SPaT and the
distance between the vehicle and the intersection (Asadi & Vahidi,
2010). Based on this strategy, SCP algorithms enhanced by line search
and trust region techniques have been developed to minimize the fuel
consumption while avoiding idling and frequent stop-and-go patterns
of CAVs at signalized intersections considering complex inter-vehicle
interactions and nonlinear vehicle dynamics (Shi, Wang, LaClair et al.,
2023)

mo = r_ Fy — Faero — mg(p cos 6 + sin 0) (61)

g

where m is the mass of the vehicle, v is the longitudinal velocity, T
denotes the engine torque, r, is the wheel’s radius divided by total gear
ratio, F, represents the braking force at the wheels, F,., denotes the
force due to aerodynamic resistance, and the term mg(u cos6 + sin6)
represents the resistant force due to frictions and road grades with the
gravity constant g, the rolling friction coefficient x, and the road gradi-
ent 0. With the aid of pseudospectral discretization, the computational
efficiency of the designed SCP algorithms has been greatly improved,
enabling real-time on-vehicle applications under MPC frameworks for
resilient response to emergency situations. In combination with a rule-
based merging sequencing strategy, these improved SCP algorithms
have recently been extended to determine the optimal speed profiles of
CAVs on merging roadways (Shi et al., 2022; Shi, Wang, Wang et al.,
2023).

Movements of CAVs at unsignalized intersections can also be co-
ordinated for optimal traffic mobility. For example, a nonconvex OCP
problem has been formulated and solved in Chen et al. (2020) by
convex optimization for multiple CAVs optimally and cooperatively
crossing a signal-free intersection. Convexification techniques have
been used to transform the problem into a convex QP problem while
remaining as much nonlinearity as possible. Specifically, the nonlinear
dynamics are linearized through a change of independent variable
(from time to distance traveled), domain transformation (from time
to space), and a change of variable (from velocity to kinetic en-
ergy). The nonlinear relationship between kinetic energy and velocity
is approximated by a linear function. The conservativeness of the
convexified QP formulation has been verified through comparison with
the original nonconvex problem (Chen et al., 2020). More recently,
the CAV coordination problem at unsignalized intersections has been
addressed through a two-level hierarchical approach where the upper
level determines an optimal crossing order while the lower level op-
timizes the speed trajectories of all CAVs with guaranteed collision
avoidance following the crossing order from the upper level (Pan et al.,
2022). Based on the domain transformation approach and the change
of variable in Chen et al. (2020), both the upper- and lower-level
nonconvex OCPs have been relaxed into SOCP problems that seek trade-
offs between energy consumption and travel time. In addition to linear
approximation and domain transformation, semi-definite relaxation has
also been applied for cooperative planning and control of multiple
CAVs in unsignalized multi-way junction and intersection scenarios.
For example, a nonconvex GVC problem has been formulated and
divided into two small subproblems subject to nonlinear dynamics and
nonconvex coupled collision-avoidance constraints, respectively, using
the ADMM method (Zhang, Cheng et al., 2021). The subproblem with
inequality nonconvex collision-avoidance constraints was relaxed into
an SDP problem. The optimality and feasibility of the solution to the
original nonconvex problem may not be guaranteed by the solution of
the relaxed SDP problem, although the SDP method can usually provide
accurate or near-optimal approximations with higher computational
efficiency than other nonconvex approaches (Zhang, Cheng et al.,
2021).

The way how the vehicle operates has obvious effects on the fuel
and/or electric consumption that can also be optimized through con-
vexification approaches by replacing the nonconvex feasible set with
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a convex superset, enabling the solution to the original problem by
efficiently solving a relaxed convex problem (Egardt et al., 2014; Mur-
govski et al., 2015). A typical example of such relaxations can be found
in Murgovski, Johannesson, Hellgren, Egardt, and Sjoberg (2011) and
Murgovski et al. (2012), where a systematic convexification approach
has shown to be promising to efficiently solve a highly coupled, non-
convex, mixed-integer problem of simultaneously optimizing battery
size and energy management for a plug-in hybrid electric vehicle (HEV)
by minimizing the following objective function
’f tf
J = wq / Pfuel(l)dl + LUZ/ Pgrid(t)dt (62)
To To
consisting of cost for the consumed fuel Py (1) and electricity Pyiq(t)
and potentially additional cost such as energy buffer and better cells.
Through a change of variables for equivalent convex relaxation of the
battery model and a convex second-order approximation of the engine-
generator unit, the original nonconvex problem was transformed into
a convex problem, which was solved in each iteration of two nested
loops (one through all given sizes of engine-generator unit and electric
machine and the other through all possible distributions of charging
stations along a known bus line) to obtain a solution near the global
optimum (Murgovski et al., 2011, 2012). The approach has been ex-
tended to devise a heuristic method for simultaneous optimization of
battery dimensioning and power split of a plug-in HEV by first deciding
the feasible values of the integer variables (engine on/off control) and
then solving a convex subproblem to obtain the optimal values of the
remaining design variables (Murgovski et al., 2013). The strategy has
been shown to be able to converge towards a solution of guaranteed
optimality using Pontryagin’s minimum principle (Elbert, Niiesch, Rit-
ter, Murgovski, & Guzzella, 2014) with much higher computational
efficiency than dynamic programming (Murgovski et al., 2013, 2012).
Furthermore, approaches have been developed to optimize both
the powertrain size and power management of fuel cell HEVs (Hu,
Murgovski, Johannesson, & Egardt, 2014) with models of different
levels of details (Pourabdollah, Egardt, Murgovski, & Grauers, 2017)
by formulating and solving SOCP problems. More recently, with the
aim to significantly reduce the computational burden for real-time ap-
plications, convexification methods have been used for optimal energy
management of power-split HEVs (Bonab & Emadi, 2020), optimal
power allocation of HEVs in combination with ADMM (Du et al.,
2023; East & Cannon, 2020), energy management of HEVs with battery
degradation through SOCP and MPC (Li, Wang et al., 2022), and inte-
grated speed planning and energy management of autonomous fuel cell
HEVs (Meshgingalam & Bauman, 2022) and connected fuel cell HEVs
passing through signalized intersections (Liu, Sun et al., 2022). The
role and application of convex optimization for component sizing and
energy management of HEVs have been discussed in a recent review
paper, and interested readers are referred to Li, Tang, Lin, Grzesiak and
Hu (2022) for details.

6. Future research directions

In this section, we will discuss some issues, challenges, and future
research directions related to the application of convex optimization for
vehicular G&C problems.

6.1. Theoretical advancement of convexification techniques

The existing literature on SCP-type methods mainly focuses on using
numerical simulations to validate their real-time performance, opti-
mality, and convergence in solving various vehicular G&C problems.
However, theoretical development and convergence proof of the SCP
method receives very limited attention. While a few attempts have
been made to solve nonconvex OCPs through successive convexification
with guaranteed convergence properties, the theoretical guarantees are
usually based on the assumptions of special dynamics (e.g., linear or
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control-affine systems) and constraints (e.g., concave state inequal-
ity constraints) (Bonalli et al., 2019, 2022; Liu & Lu, 2014). It is
challenging yet valuable to explore more advanced SCP algorithms
with theoretically proved convergence by relaxing assumptions on the
problem settings while maintaining lossless convexification to expand
the class of problems that can be handled (Malyuta & Acikmese, 2020).
A key next step is to develop enhanced versions of the SCP algorithm
by leveraging other techniques and safe-guarding mechanisms such as
virtual controls, virtual buffer zones, line search, and trust region to
construct more comprehensive SCP frameworks for more general OCPs
with nonlinear dynamics and nonconvex state and control constraints
to be relaxed and solved by polynomial-time convex optimization meth-
ods (Mao et al., 2018). Thorough analysis of the convergence properties
(e.g., weak or strong convergence and convergence rate) of these
SCP algorithms are expected, and numerical simulations of nonconvex
example problems are then needed to validate these theoretical results.
In addition to guaranteed convergence, future work will also need to
focus on the proof of the exactness of the utilized lossless convexifi-
cation or convex relaxation techniques from theoretical perspectives
by showing that the relaxed problem is equivalent to and share the
same solution with the original problem. Moreover, other fundamental
issues, including the feasibility of each subproblem parameterized and
solved within SCP, the effects of the feasibility of subproblems on the
convergence of SCP, the existence of optimal solutions to subproblems,
and the quantification of time and space complexity of the problem,
are also valuable to be explored to gain more certainty, transparency,
and confidence in the performance of the algorithm.

6.2. Fundamental improvement of convexification techniques

While convex optimization and SCP algorithms have gained signifi-
cant popularity as effective methods for solving a number of vehicular
problems from different domains, fundamental issues exist and need
to be addressed to further improve their performance such as conver-
gence, robustness, and accuracy to enable more reliable and efficient
vehicular operations in uncertain, dynamic mission environments. One
of the biggest challenges is to provide a good initial guess for the SCP
method. No user-provided guesses are needed for convex optimization
algorithms such as IPMs to solve a single convex problem; for SCP
approaches, however, good initial guesses are required, and the conver-
gence and results greatly depend on the initial guess. Perhaps the best
initial guess is the actual optimal solution, however, the solution of the
problem is not known a priori. Therefore, techniques and strategies are
desired to design suitable initial guesses for the SCP process with better
convergence. For example, the convergence of SCP may be accelerated
by infusing with the indirect methods (Tang et al., 2018). The indirect
methods convert the original OCP into a two-point boundary value
problem by formulating the necessary conditions for optimality based
on Pontryagin’s minimum principle and may converge very quickly to
the optimal solution. However, the indirect methods are very sensitive
to the initial guess. The initialization of the indirect methods may be
mitigated by extracting information from the multipliers at each SCP
iteration, and the resulting indirect methods may then be combined
with SCP to decrease the total number of iterations required for con-
vergence (Bonalli et al., 2022). Other strategies such as continuation or
homotopy may also be effective in bypassing the need for a good initial
guess for SCP (Malyuta & Acikmese, 2023; Morelli, Hofmann, Topputo,
2021). In addition, the existing convex optimization approaches greatly
rely on linear approximations of nonlinear dynamics and nonconvex
constraints for convexification purposes and then apply SCP to solve the
problem. However, simple linearization may result in poor approxima-
tions of the original nonlinear formulations, making the SCP approach
more sensitive to the initial profiles and more difficult to converge (Lu,
Liu et al., 2022). Trust-region constraints have been imposed as routine
techniques to improve convergence; however, the trust-region radius
is a key parameter that needs to be carefully adjusted. As such, it is
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rewarding to further explore the structure of the problem and develop
new convexification methods that can retain as much nonlinearity
of the original problem as possible such that the SCP method can
quickly converge in fewer iterations even without good initial guesses
or trust region strategies. Furthermore, future work should also focus
on combination and implementation of convex optimization methods
with MPC or covariance control frameworks to explicitly incorporate
uncertainties and disturbances in a closed-loop manner in the design
of G&C systems for more robust and resilient vehicular operations with
real-time performance.

6.3. Customization of convex optimization algorithms

In this literature, generic solvers, such as SeDuMi, ECOS, MOSEK,
Gurobi, and SDPT3, have been used to solve the resulting convex
problems. It is fine focusing the effort on the convexification process
and using the off-the-shelf solvers to demonstrate the performance of
the approaches in the initial stages of the development. When the
stability and efficiency of the methods have been validated, however,
specific effort need to be made to tailor these algorithms to solve
specific application problems for verification and real-world implemen-
tation purposes. Autonomous vehicular systems rely significantly on
onboard computation and optimization to operate in a range of sce-
narios and environments safely and efficiently with stringent real-time
requirements and limited memory. Therefore, taking full advantage of
specific problem structures to develop customized convex optimiza-
tion algorithms with significantly reduced number of mathematical
operations and computational branches would be critical and of great
interest in the future for software verification and embedded system
applications (Dueri et al.,, 2017). In particular, sparsity can be ex-
plored and leveraged to translate the problem into sparse optimization
formulations to minimize memory usage and number of arithmetic
operations for increased computational speed (Kayama et al., 2020;
Kayama, Bando et al.,, 2021, 2022). For example, in recent years,
there has been a trend of using first-order conic optimization to solve
difficult nonconvex trajectory optimization problems such as PDG in
real-time (Elango et al., 2022; Kamath, Elango, Kim et al., 2023).
The method handles the operational constraints through a combination
of projected gradient descent and proportional-integral feedback of
constraint violation. The solver effectively exploits the sparsity and
geometric structure of the constraints and relies only on simple linear
algebra operations such as matrix—vector multiplication and vector
addition, making it suitable for real-time and large-scale applications
on computationally constrained hardware. Other techniques such as
approximate minimum degree ordering (Amestoy, Davis, & Duff, 2004)
and explicit coding (Dueri et al., 2014) may also be used to increase
the computational speed of algorithms in solving the relaxed convex
optimization problems.

6.4. Extension to formulations of higher fidelity

The aerospace and automobile industries have an explicit interest
in optimizing vehicle control and operation involving multiple dis-
ciplinary models such as aerodynamics, vehicle dynamics, structural
dynamics, and propulsion. However, simultaneously integrating multi-
physical, coupled disciplines in G&C of vehicles is challenging due to
their complex dynamical interactions and the computational require-
ments of high-fidelity models (Coulter, Huang, & Wang, 2023; Coulter,
Wang, Huang, & Yao, 2021). Due to the lack of efficient means to di-
rectly integrate computationally expensive, high-fidelity models in G&C
designs, the existing G&C methods for practical real-time applications,
specifically for air, surface, and underwater vehicles, have been limited
to extensive use of low-fidelity, low-dimensional dynamical models that
consist of rigid-body vehicle dynamics with analytical disciplinary mod-
els (e.g., aerodynamics), ignoring many important physical processes
(e.g., rotor-rotor interaction, complex gust profiles) (Wu, Deniz, Shi,
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Wang, & Huang, 2023). The model of reduced-fidelity may result in
poor closed-loop performance in control, e.g., sub-optimality, instabil-
ity, constraint violations, and lack of robustness, and such suboptimal
performance is unacceptable when it comes to critical applications
such as aircraft landing in highly disturbing environments (Wang, Wu
& Huang, 2023). Therefore, a technical gap remains that pertains to
the resolution of the dilemma between model fidelity and compu-
tational efficiency. Recent advancement of IMPs and convexification
techniques provides significant opportunities to develop innovative,
rigorous G&C algorithms that seamlessly integrates accurate yet fast
dynamical models to facilitate more reliable and efficient model-based
vehicle G&C and decision-makings with guarantees on stability, opti-
mality, computational efficiency, and robust constraint satisfaction in
the context of vehicular missions with high-dimensional models. Future
research may be directed towards extending the convex optimization
and SCP approaches to more complicated problem formulations in more
realistic scenarios with higher-fidelity vehicle models. Example appli-
cations include hypersonic trajectory optimization with high-fidelity
aerothermodynamic models, aircraft landing with strong aerodynamic
perturbations and complex dynamical responses, and speed/motion
control of ground vehicles considering high-fidelity energy consump-
tion models. All these situations would result in problems of increased
complexity, and mindful convexification approaches should be devel-
oped to retain the overall computational efficiency of the solution
process.

6.5. Integration with other systems and techniques

While convex optimization has been successfully applied to ad-
dress a number of vehicular G&C problems, it remains worthwhile
to integrate these algorithms with other relevant systems (e.g., nav-
igation, sensing, communication) and techniques such as data-driven
modeling, machine learning approaches, and even indirect optimal con-
trol to further enhance the system performance for fully autonomous
vehicular operations in complex mission environments. For example,
the SCP method can bypass the initialization issues of the indirect
methods, which in turn would promote the convergence of SCP, as
discussed in Section 6.2. In addition, unified, end-to-end guidance,
navigation, and control (GNC) systems may be designed by integrating
these traditionally isolated disciplines under efficient convex optimiza-
tion architectures. However, a complex and open question concerns
the extent to which these disciplines should be integrated. Recently,
there seems to be a growing interest in the combination of convex
optimization and machine learning as integral components of G&C
loops to enable rich use of online computational methods for improved
mission performance and robustness. For instance, SCP has been used
to generate optimal trajectories for deep neural networks (DNNs) to
learn in multi-agent space motion planning missions (Yun et al., 2020);
DNNs have been used to predict the optimal flight time (Li & Gong,
2022) or generate the initial guess (Shen, Zhou, & Yu, 2022) for
SCP algorithms to optimal PDG problems with improved efficiency;
DNNs have been designed to map any observed actual flight state
of the spacecraft to optimal RPO actions through training on a set
of optimal trajectories generated by convex optimization (Federici,
Benedikter, & Zavoli, 2021); Convex optimization has been combined
with a reinforcement learning framework to design optimal low-thrust
lunar transfers (Holt, Bernardini, Baresi, & Armellin, 2023); A neural
network has been designed to approximate solutions of a centralized
method for multi-spacecraft coordination using training data generated
by a centralized convex optimization framework (Sabol, Yun, Adil,
Choi, & Madani, 2022); Also using datasets generated convex opti-
mization, DNNs have been developed for mission reconstruction of
launch vehicles under thrust drop by mapping from the fault state
to the optimal rescue orbit (He, Tan, Wu & Zhang, 2022); A hybrid
framework has been designed by incorporating reinforcement learning
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and convex optimization to cooperatively solve a UAV-based data col-
lection problem (Si, Qian, Zhao, & Lam, 2023). In addition, data-driven
approaches (e.g., reduced-order modeling) have been investigated in
recent years to obtain accurate dynamical models by capturing the pre-
viously uncaptured complex factors. It would be of interest to validate
the convex optimization approaches on purely data-driven models or
mixed systems with both model-based and data-driven terms.

6.6. Application to multi-phase vehicular missions

An additional problem that is under-explored concerns vehicular
operations involving multiple mission phases/stages. A typical exam-
ple is the multistage launch vehicle ascent problem. The ascent tra-
jectory has been divided into multiple flight phases from liftoff to
payload release, consisting of a sequence of propelled and coasting
arcs and featuring mass discontinuities due to the separation of inert
masses at stage burnout (Benedikter et al., 2021, 2022b). Effective G&C
schemes accounting for variable conditions need to be developed to
meet all mission requirements. Another fact that has been less aware
of than the ascent problem is that the rocket landing mission can
involve distinct phases of flight such as unpowered coasting, high-
thrust burn, low-thrust burn, and altitude-triggered terminal descent
separated by discrete events (Kamath, Elango, Yu et al., 2023). Putting
all these phases together leads to a multi-phase, free-ignition-time, free-
engine-switching-time, and free-final-time OCP that is challenging to
solve. Moreover, we have discussed planetary entry and powered de-
scent/landing separately in the previous sections. These mission phases
are essentially connected in the entry, descent, and landing (EDL)
architecture primarily for Mars exploration and rocket landing. It would
be of interest to piece these phases together and integrate the algorithm
of each portion for more optimal EDL mission designs. Specifically,
some Mars missions may have a parachute descent phase before the
powered descent phase initiated by parachute cutoff. The parachute
cutoff time is a critical parameter that may be optimized in the multi-
phase EDL mission framework (Acikmese & Ploen, 2005). Another
example is the recent AAM concept of operations. A complete AAM
mission profile may involve multiple flight phases including takeoff,
ascent, merge, cruise, descent, and landing. When the flight schedule
is determined and passed to the vehicle, it is critical for the vehicle
to generate and follow an accurate, smooth trajectory across all the
possible phases to safely arrive at the destination vertiport or airport
at minimum energy consumption while meeting all the stringent time
and regulation constraints (Wu et al., 2024; Wu, Wang et al., 2022). For
ground vehicles, if the distance to the next intersection is obtained and
the SPaT information of the upcoming traffic lights is known, the speed
profile of the vehicle can be optimized to best pass the intersection.
Comparing to isolated intersections, multi-intersection traffic control
at signalized corridors seems more attractive. It is challenging yet
beneficial to optimize the maneuvers of the vehicle to pass a series of
green traffic lights without having to stop at red traffic signals (also
known as green wave) for maximum energy savings and minimum
greenhouse gas emissions (Shi, Wang, LaClair et al., 2023). All these
cases can be potentially handled as multi-phase OCPs, which may
be addressed by convex optimization methods. Because the problem
consists of multiple phases, one major concern would be to enforce
proper linkage conditions at the boundary between adjacent phases.

6.7. Application to wider vehicular missions

In addition to space, air, and ground vehicular missions surveyed
in this paper, future effort is expected to push the boundaries of
convexification techniques and extend the list of problems that can be
addressed by convex optimization methods. In fact, several publications
have been found in the maritime domain using convex optimization
to address G&C problems for surface and underwater vehicles. For
example, a collision-avoidance problem for multiple unmanned surface
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vehicles (USVs) has been formulated and converted to a convex QP
problem that can be solved in real-time for safe and optimal direc-
tion and path of each vehicle in the presence of static or moving
obstacles (Hedjar & Bounkhel, 2019). In addition, a problem of jointly
optimizing trajectory and communication resource allocation has been
addressed for a USV-enabled maritime wireless network where the USV
is used to assist the communication between the terrestrial base station
and ships (Zeng et al., 2021). Considering the USV kinetics and multiple
constraints such as safe sailing, breakpoint distance, line-of-sight links,
and resource allocation, a joint optimization problem that maximizes
the minimum throughput among all the ships has been established
and decomposed into two subproblems that are solved iteratively using
successive convexification and IPMs. For underwater vehicles, a 3-D
trajectory tracking problem has been considered based on a 6-DoF
dynamical model and transformed into a convex QP problem (Zhang,
Liu, Luo and Yang, 2019). To improve the robustness of the tracking
control method under model uncertainties and disturbances, the prob-
lem was solved within the MPC framework. This QP-based approach
has later been implemented in a so-called double closed-loop MPC
scheme for underwater vehicle trajectory tracking (Yan, Gong, Zhang,
& Wu, 2020). The outer-loop position controller generates the desired
speed command that is tracked by the control forces and moments
produced by the inner-loop speed controller. More recently, convex
optimization has been applied to solve a position tracking problem for
an underwater vehicle to track the reference trajectory under attitude
and velocity constraints in the presence of saturated thrusts and time-
varying disturbances (He, Kou, Li & Xiang, 2022). G&C of surface and
underwater vehicles considering high-fidelity hydrodynamic models
are also worth investigation as discussed in Section 6.4. More vehicular
mission scenarios, such as aircraft taxi (Re & de Castro, 2014), G&C of
robotic rovers and helicopters on Mars (Balaram, Aung, & Golombek,
2021), shipboard landing of naval aircraft considering ship motion
and coupled ship-aircraft airwake (Ngo & Sultan, 2016), and vehicular
operations in the presence of severe disturbances and faults/failures of
the actuators or other components (Marshall, Sun, & L’Afflitto, 2021),
may also be studied and addressed by convex optimization techniques
in the future.

6.8. Application to cross-domain vehicular missions

The existing research on convex-optimization-based G&C problems
has been almost invariably limited to single domains by focusing on
space, air, or ground missions separately with very few exceptions.
Joint missions across multiple domains using heterogeneous vehicular
platforms may bring unprecedented mission performance that may
not be achieved by a single type of vehicles. In recent years, there
has been a growing trend towards utilization of heterogeneous multi-
agent systems for a variety of military and civilian applications such
as emergency response, search and rescue, and cooperative communi-
cation and sensing. Future research directions may involve studies on
application of convex optimization methods for cross-domain vehicular
missions. For example, considering the agile maneuverability, broad
field of view, and rapid coverage of large areas of UAVs and the
accurate location control of unmanned ground vehicles (UGVs), there
has been a significant interest in exploiting the complementary capa-
bilities of aerial and ground vehicles to develop cooperative UAV-UGV
systems have can be used for different applications such as surveillance,
communication, UAV refueling/charging, sidekick package delivery,
and target detection and tracking. As a specific application scenario,
a UGV can be deployed as a mobile base station to refuel/charge
the UAVs at different locations to reduce idle time and increase the
utility of fuel/energy. A similar situation is the sidekick UAV-UGV
delivery system where the UGV serves as a mobile hub that travels
on the main roads, stops at specific locations, and dispatch UAVs
to deliver packages to the regions with natural disasters or limited
road networks. Both cases may involve a coordinated motion problem
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where the UAV may rendezvous with and land onto a moving UGV,
which has been solved by SCP algorithms based on the error dynam-
ics (Wang & McDonald, 2019, 2020). In addition, both satellites and
UAVs have been employed to assist with ground communication by
constructing integrated space-air-ground networks through coordinated
transmissions and using UAVs as relays for data transmission between
satellites and the ground facility (Dai, Bian, Li, & Wang, 2020; Jia,
Wang, Liu, & Chen, 2020; Wang, Li et al., 2020). The system capacity
has been maximized by jointly optimizing transmit power allocation,
device connection, and UAV trajectory via SCP, and satellite maneuvers
may be considered in the future.

6.9. Physical demonstration and experimentation

Finally, the existing work on convex-optimization-based G&C has
been almost focusing on algorithmic development and validation in
simulation environments. Even though the preliminary results on the
effectiveness of the developed G&C methods are encouraging, a gap
between theoretical development and convincing experimental results
has been observed, which drives the necessity of performing extensive
validation and verification campaigns and real-world experimental tests
over a wide range of mission conditions and scenarios to compre-
hensively demonstrate the capability of the algorithms. To this end,
testbeds should be designed to emulate vehicular motion systems while
reflecting realistic mission scenarios subject to hardware limitations
such as limited on-board memory and computing power, which may
put extra constraints on the development of implementation of the al-
gorithms (Goodyear et al., 2015; Park et al., 2016). In addition, custom
peripheral devices may be preferred over high-performance general-
purpose microprocessors to carry out all or part of the G&C function
for experimentation, due to the fact that hardware applied for vehicular
applications (especially for space missions) usually lags that for general-
purpose usage (Hartley & Maciejowski, 2015). Some programmable
hardware and devices, such as field programmable gate arrays, may
be suitable for customization and prototyping purposes for specialized
vehicular applications. In the future, methodologies that are com-
prehensively validated in simulated environments are expected to be
further tested and evaluated through physical experiments on testbeds
either in controlled lab environments or on real-world platforms. Key
aspects to be assessed include the computational cost of G&C command
generation, optimality and accuracy of the produced solutions, and
the ability to consistently deal with modeling errors, uncertainties,
and external disturbances. The continuous effort in developing more
powerful computing hardware with higher update frequencies, along
with the ongoing research in convex optimization, paves the way for
the use of computational convex-optimization-based G&C algorithms
for future vehicular operations.

7. Conclusions

This paper provides an overview of convex optimization approaches
and surveys their applications to the design of G&C algorithms for
space, air, and ground vehicle systems. Convex optimization enables
real-time computation of optimal or suboptimal solutions, provides
better G&C capabilities, and enhances opportunities for more efficient
vehicle operations with improved overall performance. The motivating
factors that drive the development of convex optimization techniques
for modern G&C systems have been summarized, and the existing
challenges and issues that play a central role in the evolution of these
approaches have been identified and discussed in this paper. In each
vehicular domain surveyed, a wide range of nonconvex G&C problems
has been systematically transformed into and solved as convex prob-
lems through a series of convexification techniques such as change of
variables, convex relaxation, and successive linearization. The main
purpose of this paper is to stimulate and promote the interest of G&C
researchers to apply their expertise to advance the next-generation



Z. Wang

G&C technologies using convex optimization. The convex-optimization-
based G&C field is still rapidly evolving and may see deeper theoretical
advancement, wider applications and physical implementation, and
more real-world deployments over the next decade. We expect this
paper to encourage discussion regarding the future direction of this
area.
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