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The dynamics of molecular excitonic systems are complicated by a competition between electronic coupling
(which drives delocalization) and vibrational-electronic (vibronic) interactions (which tend to encourage elec-
tronic localization). A particular challenge of molecular systems is that they typically possess a large number
of independent vibrations, with frequencies often spanning the entire spectrum of relevant electronic energy
gaps. Recent spectroscopic observations and numerical simulations on a water-soluble chlorophyll-binding
protein (WSCP) reveal a transition between two regimes of vibronic behavior, a Redfield-like regime in which
low-frequency vibrations respond to a delocalized excitonic state, and a Forster-like regime where high-
frequency vibrations act as incoherent excitations on individual pigments. Although numerical simulations
can reproduce these effects, there is a need for a simple, systematic theory that accurately describes the
smooth transition between these two regimes in experimental spectra. Here we address this challenge by
generalizing the variational polaron transform (VPT) approach of [E. Bloemsma, M. Silvis, A. Stradomska,
and J. Knoester, Chem. Phys. 481, 250 (2016)] to include arbitrary bath densities for systems with or
without symmetry. We benchmark this theory against both numerical matrix-diagonalization methods and
experimental 77 K fluorescence spectra for two WSCP variants, obtaining quite satisfactory agreement in
both cases. We apply this theory to offer an explanation for the large loss in apparent electronic coupling in
the WSCP Q57K mutant and to examine the likely impact of the interplay between excitonic delocalization
and vibrational localization on vibrational sideband shapes and apparent coupling strengths in high-resolution

optical spectra for chlorophyll-protein complexes such as WSCP.

I. INTRODUCTION

Vibrational-electronic (vibronic) coupling plays a crit-
ical role in the spectroscopy and energy-transfer dy-
namics of molecular aggregates and pigment-protein
complexes 1 Depending on the parameter regime,
vibration-induced modulation of inter-monomer energy
gaps can either facilitate energy transport by catalyz-
ing energy-transfer between non-resonant exciton states
or induce localization through the disruption of coherent
dynamics® Yet the very diversity of roles played by vi-
bronic coupling often complicates its characterization in
any given physical system — a problem compounded by
the often near-degeneracy of the relevant energy scales
in molecular aggregates (e.g., static disorder, site-to-site
coupling, vibrational frequencies, and vibronic reorgani-
zation energy). 4912

Theoretical approaches to this challenge typically cen-
ter on either numerically exact (and computationally in-
tensive) simulation methods or perturbative expansion
in some physical parameter that is assumed to be small.
For example, when site-to-site coupling is weak, incoher-
ent Forster theory offers a useful description of energy
transport in molecular systems 1314 In the opposite ex-
treme, systems with weak vibronic coupling and strong
site-to-site interacitons are amenable to Redfield theory
and related second-order perturbation theories ™4 In the
problematic “intermediate regime”, methods such as the
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polaron transform (PT) and variational polaron trans-
form (VPT) offer useful insight 1442

One of the core challenges in testing and validating
such theories is the difficulty of finding experimental
molecular systems whose properties can be measured and
tuned with sufficient precision to offer an “apples-to-
apples” comparison of different coupling regimes. Most
theoretical descriptions of molecular energy transfer and
spectroscopic dynamics include enough free parameters
—e.g., site energies, dipole orientations, vibrational spec-
tral densities, and inter-molecular couplings — that it can
be difficult to tell whether agreement with experiment in-
dicates the accuracy of the theory or simply the flexibility
of the procedure used to fit the model parameters.

In recent years, site-directed mutagenesis in pigment-
protein complexes (PPCs) has emerged as one solu-
tion to this challenge” By modifying specific protein
side chains in the vicinity of protein-bound chlorophyll
(Chl) molecules or related pigments, structure elements
such as the local electrostatic and redox environment,
hydrogen-bonding interactions, and steric strain can be
systematically tuned, albeit with some care taken as to
how closely the structure of the mutant protein matches
expectations 1921 Recently, protein engineering methods
have even progressed to the point that de novo proteins
can be designed with sufficient precision to bind pigments
in well-defined geometries'®? On the one hand, such wet-
lab tools offer a critical opportunity to test the quantum
dynamics theories used to describe excitonic line shapes;
on the other hand, theoretical and computational tools
can offer important insight into the design and redesign
of PPCs, not only through protein structure prediction
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but also by “translating” such structural models into pre-
dicted optical and light-harvesting properties before go-
ing to the trouble of producing the complex experimen-
tally.

In the specific context of vibronic coupling dynam-
ics, a recent site-directed mutagenesis study in the wa-
ter soluble chlorophyll protein (WSCP) of Lepidium vir-
ginicum (LvWSCP) revealed a pronounced variation in
vibrational sideband (VSB) intensity as a function of ex-
citonic delocalization across two interacting pigments 23
Importantly, the observed effect was not uniform for all
vibrational modes but instead was strongly frequency-
dependent. Numerical simulations (in accordance with a
recent analysis of the wild-type protein®*) revealed that
these changes are caused by a transition between a co-
herent Redfield-like regime, in which low-frequency vi-
brations respond to a delocalized excitation across both
pigments, and an incoherent Forster-like regime, in which
high-frequency vibrations appear as “dynamically local-
ized” excitations of individual pigments %22 Simulated
spectra invoking only a mutation-induced loss of site-to-
site electronic coupling was sufficient to describe the ob-
served change in VSB intensity between wild-type (WT)
and mutant spectra with near quantitative accuracy.

While such numerical simulations provide important
insight, they can realistically be applied only to rather
simple molecular systems and offer limited physical intu-
ition. It is thus desirable to obtain a more intuitive and
less numerically intensive approach to describing such ef-
fects, ideally with a well-defined relationship to the well-
known Forster and Redfield limits. One such description
can be obtained qualitatively by the a prior: division
of the vibrational spectral density into “high-frequency”
and “low-frequency” components, to which different per-
turbative theories are applied separately2? Aside from
its ad hoc justification, however, this approach is some-
what physically unsatisfying in that it lacks a mech-
anism for determining how the dividing line between
“high” and “low” frequencies (which may vary from sys-
tem to system) is to be determined. A more theoreti-
cally rigorous but practically limited approach is offered
by the symmetry-adapted polaron transform theory of
Bloemsma et al., which is applicable to systems of iden-
tical pigments with a single vibrational mode and iden-
tical vibronic coupling parameters at each site?% While
the symmetry assumptions preclude this theory’s quan-
titative application to most real experimental systems,
it enjoys the distinct advantage of correctly predicting
a continuous transition between Redfield-like delocaliza-
tion for low-frequency modes and Forster-like localiza-
tion of high-frequency vibrations. The key insight of this
approach is to take advantage of the symmetry of the sys-
tem by singling out a fully symmetric vibrational mode
whose dynamics can be treated exactly through a full
polaron transform. A VPT is then performed on the re-
maining (not fully symmetric) modes, which smoothly
transition from coherent to incoherent dynamics as a
function of the vibrational frequency.

The goal of this work is to develop a perturbative
theory that combines the advantages of each of these
approaches, correctly predicting frequency-dependent vi-
brational localization for systems with many vibrational
modes and no symmetry constraints. Our central strat-
egy is to follow the VPT approach of Bloemsma et al. as
far as possible without imposing symmetry requirements.
The key departure is to replace the fully symmetric mode
of Bloemsma et al. (which does not exist in our asym-
metric system) with the pure-dephasing component of
the variationally transformed system-bath Hamiltonian,
which, since it preserves the system eigenstates, can be
treated analytically. The resulting theory smoothly inter-
polates between the Redfield and Forster limits without
the need for symmetry constraints on the system prop-
erties. In spirit, this approach is very similar to Jang’s
recent polaron-transformed master equation method 1>
The primary distinction is that, after the polaron trans-
formation is applied, we focus on the pure-dephasing
dynamics that define absorption and fluorescence line
shapes rather than on the energy transfer dynamics ob-
tainable from the master equation.

This paper is organized as follows. Section [[I] de-
fines our theoretical model and derives absorption and
fluorescence line shapes under the variational trans-
form just described. Section [[I] benchmarks this the-
ory both against numerically exact simulations for model
dimers and against experimental fluorescence data for the
WSCP WT protein and Q57K mutants. Section[[V]closes
with a discussion of the implication of these results for
understanding experimental WSCP spectra and, more
broadly, the interplay between excitonic delocalization
and vibrational localization in PPCs and molecular ag-
gregates.

Il. THEORY
A. Model and Problem

We consider the composite Hamiltonian
H = Hs+ Hgp + Hp, (1)
where

Hs =7 hwy [n) (n] + ) hViny Im) (n| (2)

represents the electronic energy of n interacting local
sites (pigments),

fy =3 hALA, 3)
k

represents a harmonic thermal environment, and

fisp =Y higax (A + A) ) (0] (@)

n,k



gives the interaction energy between the two. The state
|n) represents the local excited state of a single pigment
n, with site energy hw,, while V,,,, is the electronic cou-
pling constant for interactions between sites m and n in

units of frequency. The operators Ay and AZ are the
usual annihilation and creation operators for harmonic
mode k with frequency k. The system-bath coupling
parameter g, is connected by

2
Ink
Snk = 79% . (5)

to the Huang-Rhys factor s,; representing the dimen-
sionless displacement of bath mode k in the electronic
excited state of pigment 127

Our goal is to calculate the time-domain absorption
and fluorescence functions!?

alt) = Zg* <O ’TrB {(e*%mﬂe%m) : ﬂe*ﬁﬁB}’ O>
(6)

e(t) = 2 Trsp { (e e A1) e ()

from which the absorption and fluorescence spectra are
calculated as

alw) = /_OO dt a(t)e ™" (8)
c(w) = /_ T dtet)eien )

Here Zp and Z, are partition functions for the electronic
ground- and excited-state manifolds, respectively, and

=2 u1" (In) (0] +10) (n]) (10)

is the total system dipole operator, i.e., the sum of the
local dipole operators for each site n in the system. Note
that there are two distinctions between absorption and
fluorescence operators: the signs on the exponentials and
the equilibrium density matrix over which the bath av-
erage is calculated 2 In absorption, the bath is averaged
over the ground-state bath density operator Z le—BHs
In emission, the bath is averaged over the total excited
state density matrix Z; 'e P reflecting that emission
comes from the equilibrated excited-state manifold.

B. Variational Polaron Transformation

The concept behind the polaron transformation is to
transform each operator to a frame of “dressed” states,
where the vibrational wavefunction shifts with each dif-
ferent electronic state. The wariational polaron trans-
formation (VPT) is similar, but allows the magnitude of
the shift to vary for each vibration 1415528 That is, in-
stead of being shifted by the full distance QQL: between
the equilibrium positions of the ground and n'" excited
state potentials, the vibrational basis is shifted only by
the distance & 95:, where 0 < & < 1. Adjusting the
value of &, allows the vibrational basis to be shifted for
each mode independently so as to minimize what remains
of the system-bath interaction in the new basis. Phys-
ically, this approach may be motivated by noting that
high-frequency bath modes are able to respond to sys-
tem excitations more quickly, leading to a larger shift
of the optimal basis. Low-frequency vibrations, by con-
trast, may be unable to respond to system excitation on
the time scale over which energy is transferred from one
site to the next; in this case, the vibration “feels” only
partial excitation of each site (via the local site contribu-
tion to the delocalized exciton) and thus undergoes less
relaxation in response.

To achieve this transformation, we define a displace-
ment operator

. at _ 4
D = eZnw e (A=) (11)
with
Ink
nk = —&k- 12
2k = gy - (12)

Typically, the actual valuse of the & coefficients are ob-
tained through a variational optimization of the free en-
ergy (see Appendix |_[), although other functional forms
can be chosen 141929 Under this transformation, the
Hamiltonian terms become

DHSD' = 3" husn In) (n] + 3" WVinn B Im) (n) (13)
N _p St
DHgD' =Y QA Ay = 1znp ) (] (Ak + Ak) + )zl ) (0] (14)
k n,k n,k
Aa oAt At A
DiHspD' =Y g (Ak A, — 22nk) In) (n| (15)
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with

Ay = Stz (A=A (16)

Regrouping terms amongst these various contributions allows us to write the total transformed Hamiltonian

H=DHD' = Hs + Hp + Hep (17)
with
Hg = Z B(wn — An) |n) (n| + Z AV i |m) (n] (18)
n m,n
~ ~ -I— ~ A ~
Hsp =Y h(gnk — Qnk) (Ak + Ak) n) (0] + > WV (Amn - <Amn>B) Im) (n| (19)
n,k m,n
Hp =S W ALA,. (20)
k
[
where where u,,, are the matrix elements of the unitary trans-
5 formation that diagonalizes Hg. In what follows, Greek
An = Z (29"’€Z"k - kank) (21) indices refer to this eigenbasis, while Latin indices refer
k to local system sites. In this basis, the Hamiltonian terms
_ Z 9721:& 2 - &) (22) can be expressed as
k ~ -
Hs = has,|u) (ul (28)
is the (partial) reorganization energy, and p
~ Y
- . Hg = hQpA A 29
v, = <Amn> Vin.- (23) B ; ROk (29)
B
= 1) (2)
Here we have both added and subtracted the bath aver- Hgp = Z (BW + BW) ) (vl (30)
aged displacement operators (see Appendix [A)) v

S A
B B

2 )2 -
_ 67 Zk Ek(g”lglzz%gnk) (1+2n(Q)) (25)

so as to renormalize the coupling constants V., to ac-
count for bath reorganization, which tends to weaken
inter-site coupling. In Eq. , the quantity

M9) = s (26)

is the thermal occupation number.

The system-bath interaction Hamiltonian of Eq.
has two contributions: the first (which has been par-
tially eliminated by the transformation) represents bath-
induced fluctuations to the individual site energies, while
the second term represents bath-induced fluctuations to
the system couplings away from their bath-averaged val-
ues Von. ~

To calculate optical line shapes, we work in the Hg
eigenbasis, i.e., with the states

1) = tpm [m) (27)

m

with

- (1 ot N
Bfw) = hZumuun (gnk — Qezni) (Ak + Ak) (31)

n,k
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C. Emission Line Shape

The emission spectrum can be calculated by applying
the partial polaron transformation to Eq. :

e(t) = Z 'Trs s {e%mbﬂbTe*%mbﬂbTe**fjg} .
(33)

To evaluate this expression, we introduce two approxi-
mations, both motivated by the results of Ref** From
H SB-

=(2) .
1. We drop B,,,, term entirely, and

2. We retain only the diagonal elements of BSV) .



The neglect of off-diagonal elements in both operators
serves to eiminate energy relaxation (and thus lifetime
broadening) between polaron states; our line shape for-
mulas will thus operate within a pure-dephasing approx-
imation in the polaron frame. The additional neglect

of the diagonal elements of BLV) is introduced for conve-

nience in evaluating the analytical expressions, motivated
by the observation of Ref28 that even the complete ne-
glect of this perturbation provides physically reasonable
line shapes in the full polaron limit.

Within these two approximations, the emission line
shape can be evaluated analytically as

N (e MDY, D o
Z Z( () . /l’ > zwutfﬁﬁqurB {GE(HB+B““)tD#R€ﬁHBtDLN B(HB+B } (34)

LK, A

Here the excitonic dipoles are
ple) = Z U o™, (35)
The diagonal coupling elements

B = thuk (Ak + Ak> (36)

have the same form as the original (untransformed) Hgp
with linear coupling coefficients

guk = (1= &) > U2k (37)

They can thus be conveniently treated by defining a new
displacement operator

Do S i (Al-A0) ) (ul (38)

)

which transforms the bath Hamiltonian as

~ A ~ ~ ~ (1
DHpD' = fiy +ZB() ) (4l

+ Zhﬂkg“’“ W  (39)
Then
Z
e(t) = ZB (u(“) um) i t—Bhe,
€ K, A
% <e%HBtDLuDWe_%HBtDLDW>B ) (40)
where
gzk
wu == DG (41)
k

(

Noting that

DHK = </’L

= E Upm Urep <m

ok 2 (AL Ak ) In) ]

(
e p>
m,p
(43)
= Z uunumnezk ok (AkiAk) (44)
and
Dy = o 2 B () (45)
produces

ifrat Bt o7 i fInt
<eﬁHBtD Dyme= 785D
= § UpnUrknUAmUpm
n,m

(et S (A=40) -

-3, [z,nk-f“’“—’f] (AT,—Ak)
Pap3t | (A >B. (47)

Evaluation of the bath average is somewhat tedious.
The result (see Appendix [B]) is

i fret STt i fy
<en # Dy Dy BtD,\qu>B
_ (znk_zmk)z =
Zk P (1+2n(wk))

= § UpnUgnUAmUpm€
n,m

y 6G/(‘L7n'n.)(t)_GL'nLn)(o) (48)
with
Z oz [9nkgmi&i + &k (Gmk + Gnk) Gk + o]
k
x (e M 4 27(Q) cos Q) (49)



After substituting Eq. (48) into Eq. , the sums over
k and A can be performed directly, using the fact that

Z Ummﬂ(n) = Z Ukm Z 'U/nnl"'(n)
=5 (S ) o0
n K

to obtain

_ ZB iwy, t—Bhw (n) (m)
=7 I S e ()

Ink—Imk)> -
-3 gk ﬁ7(H-Qn(Qk))eGELmn)(t)_GLmn) (0).

(51)

X e

D. Absorption Line Shape

The absorption line shape can similarly be evaluated
as

a(t) = Z5! <0 Trg {e_%m/leé

B
_ NORP Ay
> (1 -5) e

~ (ﬂ(n) [L(/\)) e“’"ut
W)
P i (7 MY, .
g <H {er (1B A> (54)
B
_ (ﬂv»),ﬂ(x)) i1 3, Bt
Ky A, 14
x (e FM D) Dyt D] D) - (55)

Using Eqgs. and gives
O‘(t) = Z (/}'(K) ’ /Al'(/\)> etent Zuunufinupmuz\m

K’)‘”“ m,n
x <€ " Zk{znkJrQ ](AT Ak)e%ﬁBt
o o [t 2] (AL_A’“)> (56)
B

= Z (/,AI,(N) . [1,()\)) ei“’“t Zupnuﬁnu,umu)\m

Ky, b m,n
% o= S il (1490(0,)) GEM (-G (0)
(57)

following a procedure nearly identical to the one outlined
above for (). Here GSM) (t) denotes the complex con-

jugate of GLmn) (t). Returning the dipole vectors to the

site basis, we obtain

Z elwnt Z ( (n) . /1’ ) Uy Uy

-5 7( wk—Zmk)” (14.97(Q4)) (G0 (8- G (0).
(58)

X e

E. Uncorrelated Baths

When each system site interacts with an independent
thermal bath, the coupling coefficients g¢,; are charac-
terized by the condition g,xgmr = 0 whenever m # n.
This simplifies the expression for the line shape function

Gf,m") (t) because it implies that

ImkGnk = gELk(smn (59)

InkGuk = U Gng, (1= &1) (60)
2

gik = Z“ﬁngik (1-8)". (61)

If we define site-specific weighting functions

Ink#0

= > &b (- Q) (62)
k
and spectral densities
gnk:
Z 5 (Q— Q) (63)
Z U;mJ

the line shape function can be written in terms of an
effective spectral density

(1= xa()?, (64)

T™(Q) = Gn Jn (X (Q) + Ju(9)
+ “Zan(Q)Xn(Q) (1= xn(92))
+ uime(Q)Xm(Q) (1 - Xm(Q)) . (65)

as

G (1) = /0 dQJ™™ (Q) (e7 " + 2R(Q) cos Q) .
(66)
Alternatively, defining a thermally weighted density

~(mn)

Ty (@) = JIm(Q) (1+1(Q) + I (-Q)a(-9),

(67)

this can be written compactly as

mn * ~(mn) Y
G (t) = [ oonJ# (Q)e~ 2, (68)



I1l.  NUMERICAL AND EXPERIMENTAL
BENCHMARKING

To evaluate the accuracy of our approach, we next
compare emission spectra calculated using Eq. with
both numerically exact simulation methods and exper-
imental spectroscopic data. We begin with simulated
spectra of a degenerate dimer, where the line shape ex-
pressions can be simplified analytically, in order to illus-
trate how the various terms in Eq. determine the
properties of the emission spectrum.

A. Degenerate Dimer

The degenerate dimer is characterized by the condi-
tion that wy = ws = w,, and we here consider the case
of identical, uncorrelated baths, where the results of Sec-

tion apply with J1(Q) = J>() = J(Q). The two
eigenvectors of Hg are then
1
)= — (|1 £[2), 69
+) 7 (1) £12)) (69)
with optical transitions at the frequencies
Wi =W, if/+lzgi’€(§2—2g —1) (70)
+ o 2 - Qk k k
- o0
:woj:V—/ dQJ(Q)-Q
0
1 oo
o3[ aRT@0-x@) - (71)

The first integral in Eq. is the reorganization en-
ergy of the monomeric pigments, reflecting the energy
released in the electronic excited state during relaxation
from the vertical transition to the potential minimum.
The second integral reflects a lowering of the total reor-
ganization energy due to excitonic delocalization. Physi-
cally, this reflects the fact that delocalization of the elec-
tronic excitation across multiple pigments “dilutes” the
impact of the excitation on the local bath of each in-
dividual site, since each mode “feels” only a fractional
electronic excitation. With x(©2) = 0 (i.e., without the
polaron transform), this produces an overall rescaling of
J(€) by a factor of %, which is a special case of the “In-
verse Participation Ratio (IPR) approximation” of Ref13
(See, e.g., Refs MY for alternative derivations of the same
result.) The polaron transform has the effect of limiting
this delocalization-induced rescaling of the reorganiza-
tion energy: when x(€2) — 1 (the full polaron transform),
the reorganization energy becomes completely insensitive
to excitonic delocalization, reflecting the fact that, in the
polaron frame, each bath mode is already fully relaxed
within the excited-state potential of the corresponding
pigment.

Even for the degenerate dimer, the actual form of
the weighting function x(£2) must be determined self-
consistently, but it can be shown analytically that x(£2)

shifts gradually from 0 in the low-frequency limit to 1
in the high-frequency limit (see Appendix . As a re-
sult, delocalization-induced changes to the reorganization
energy under the VPT will be primarily determined by
the low-frequency portion of the spectral density. Thus
the VPT offers a natural means of incorporating high-
frequency vibrations in excitonic line shapes without the
potential for (likely unrealistic) variable reorganizion-
energy shifts of hundreds of wavenumbers (cm™!). (See
Refs#3! for relevant discussion on the role of high-
frequency modes in energy transfer and optical spectra.)
To provide a concrete example of the variation of
x(Q2) with frequency, Figure a) plots the terms x2(2)
(green), (€ (1 - x(9)) (cyan), and (1—(2))? (red)
computed for a degenerate dimer with V = 170 cm ™!, a
temperature of 5 K, and spectral densities J(£2) chosen
to reflect the properties of the LvWSCP complex. (See
Appendix @) Note that (1 — X(Q))2 decays rapidly with
frequency, dropping below 0.1 around 185 cm™!. Thus,
in this and similar systems, effects like reorganization-
energy rescaling that are proportional to (1 — y(Q))?
will be determined almost entirely by the low-frequency
phonon portion of the spectral density, with higher-
frequency local vibrations playing only a minor role.
For the degenerate dimer, the emission spectrum can

be expressed (see Egs. and (51))) as

cw) = 2N e e ) (72)
€ +

where
e+ (W) = €loc (W —w1) £eing (W —w1), (73)

with “local” and “interference” line shapes
0 .
Eloc(w) _ / dt e—ZWteGluc(t)—Gloc(O) (74)
—o0
Eint(w) = e~ 5D cos@/ dt e wteGme (=G (0)  (75)

The symmetric exciton component e (w) corresponds to
correlated oscillation of the local transition dipole mo-
ments, while e_(w) corresponds to anticorrelated dipole
motion. These two states exhibit either constructive
or destructive interference depending on the angle 6
between the local transition dipole moments of each
monomer. The parameter

3(T) = /0 T a0 J(Q) (1420 3Q)  (76)

is a weighting factor analogous to a thermally (and
polaron-) weighted Huang-Rhys factor. The line shape
functions

Gat) = /_ T A T (@) (77)
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FIG. 1. Components of the degenerate dimer emission spectrum. (a): Weighting functions x2(2) (green), x () - (1 — x(Q))
(cyan), and (1 — £(Q))* (red). (b) and (c): Full lower exciton band spectrum e_(w) (black) and its two components €joc(w)
(blue) and €int(w) (red). Frame (b) focuses on the phonon-sideband region, while Frame (c¢) shows the full VSB.

are determined by the effective spectral densities

Toel) = HEX g (79)
2w
T () = I%UJ(w), (79)

with
Jo(Q) = J.(Q) (1 +72(Q) + J.(—Q)a(-Q).  (80)

Frames (b) and (c) of Figure [1] illustrate the contribu-
tion of these various components to the emission spec-
trum of a degenerate dimer at 7' = 5 K, with an angle
of 8§ = 30° between the two pigment transition dipole
moments. The term e}, (w) (blue) resembles a local (in-
coherent) emission spectrum from each monomer, with

a partially suppressed contribution from low-frequency

vibrations due to the prefactor HQXQ in Jipe(w): when

x(©2) — 1 at high frequencies, this approaches the spec-
trum of the isolated monomer; when x(2) — 0 at low
frequencies, the vibrational density is scaled down by the
IPR factor of 113

The “interference” term ejn(w), conversely, represents
coherent interference between the transition dipole mo-

ments of the two pigments; the prefactor of 1;X2 that

scales Jint(w) implies that dipole-dipole interference ef-
fects are restricted to the purely electronic transition and
to the low-frequency region of the vibrational sideband.
This term is proportional to both cos  (which determines
whether the interference is destructive or constructive)

and e (T), which suppresses interference at high tem-
peratures. Note that this is the same factor that renor-
malizes the dimer coupling, i.e.,

V=e 5Dy, (81)

so that in the high-temperature limit, the two monomers
act as independent emitters. At intermediate tempera-
tures, this continuous rescaling of the coupling implies
also a temperature-dependent shift in the splitting be-
tween the zero-phonon lines (ZPLs) of the two polaron
states, which is always equal to twice the renormalized
coupling V' (see Eq. )

For a dipole angle of 8 = 30° (with cosf > 0), the flu-
orescence spectrum of the lower exciton band takes the
form of a scaled difference between joc(w) and eipnt(w),
so that, in the total fluorescence spectrum, the ZPL
and low-frequency phonons are suppressed, while high-
frequency modes exhibit nearly the same intensity as



for the uncoupled monomer transitions. In the full-
polaron limit, when x(w) — 1, the line shape function
Gint(t) — 0, so that dipole-dipole interference affects
only the purely electronic ZPL. In this regime, high-
frequency vibrations act as local emitters even when the
purely electronic transition remains delocalized /2325

B. Numerical Benchmarking

To test the accuracy of this theory, we next compare
calculated fluorescence spectra using the VPT method
against numerically exact matrix diagonalization calcula-
tions. Briefly, these calculations involve the construction
of a very large discrete representation of the complete
system-bath Hamiltonian (Eq. ), including explicitly
multiple excited states for each vibrational mode. For
this comparison, we use a discrete-mode vibrational spec-
tral density that mimics the parameters extracted from
AFLN data on the CP29 complex, but “condensed” into
a smaller number of independent modes so as to facili-
tate the numerically exact matrix-diagonalization meth-
ods, whose computational cost scales rapidly with the
number of modes. (See Ref” for a similar approach and
Appendix |§| for further details on our simulations here.)
Our intention here is not to accurately model any partic-
ular experimental system, but simply to benchmark the
performance of the VPT approach against numerically
exact simulations.

To this end Figure [2| compares 7" = 0 K emission spec-
tra calculated under the two methods for a molecular
dimer with relative dipole angles varying between 45° and
135°, and with varying values of the site-to-site coupling
constant V' and site-energy asymmetry wis = w1 — wa.
For better visibility, all spectra are convolved with a
Gaussian profile with a standard deviation o = 50 cm ™!
and then normalized by the maximum value of the 0-0
band. In each frame, dashed curves correspond to nu-
merical diagonalization, while solid lines represent VPT-
calculated spectra.

Qualitatively, the two methods agree quite well, show-
ing the same trends of VSB enhancement or suppres-
sion due to dipole-dipole interference. Quantitatively,
the curves match almost exactly for site-to-site coupling
up to ~ 100 ecm ™!, but differences become noticeable for
the V = 400 cm ™! strong coupling case. In this regime,
the VSB intensity is over-estimated by the VPT, partic-
ularly when the angle between transition dipoles is set to
45°. This would appear to indicate that the VPT theory
over-estimates either the excitonic delocalization of the
0-0 band or the dynamic localization of the VSB, both
of which will lead to asymmetry in dipole-dipole inter-
ference between the two features. The 90° case confirms
that the VPT theory indeed over-estimates vibrational
localization effects, since the VSB intensity in this case
is still slightly larger than in the numeric diagonalization
simulation; in this case, no dipole-dipole interference ef-
fects are possible, so that the intensity of the VSB di-

rectly correlates with the suppression of IPR scaling by
vibrational localization. (Note that the structure of the
Hamiltonian and thus the polaron-transform parameters
here are independent of the assumed dipole angle.) In
the 135° case, the two spectra are very nearly identical;
since we know already that the VSB is too localized in
the VPT theory, this almost certainly indicates a can-
cellation of errors: a too-large enhancement of the 0-0
band due to dipole-dipole interferences is partially com-
pensated by a too-weak suppression of the VSB due to
vibrational localization. Thus, numerical benchmarking
suggests that, although our VPT method captures qual-
itatively the correct physics across the entire sampled
parameter range, for strong electronic coupling, it some-
what overestimates delocalization of the 0-0 band and
underestimates delocalization in the VSB.

C. Application to WSCP Fluorescence

As an experimental test of our VPT approach, we next
consider the 77 K fluorescence spectrum of the LvWSCP
complex. LvWSCP binds four chlorophyll molecules in
a “dimer of dimers” configuration, featuring excitonic
delocalization within (but not between) each pair of
dimers#1%2 In the WT protein, two exciton bands can
be distinguished in 77 K absorption measurements, cor-
responding roughly to the “+” and “-” dimer states of
Section [IIT A]?3 Because the pigments are bound in an
H-aggregate-like geometry (with an angle of 30° between
the NB—ND vectors of each pigment), the intensity of
the lower exciton band is partially suppressed. In the
experimental 77 K fluorescence spectra for WT WSCP
(black dashed curve in Figure , this leads to a substan-
tial enhancement of the vibrational sideband (VSB) be-
tween roughly 800 and 1700 cm~! from the 0-0 transition,
similar to (but not as dramatic as) the effect observed for
the degenerate dimer in Figure [1]2324 In the Q57K mu-
tant (red dashed curve in Figure [3]), excitonic delocaliza-
tion is disrupted, eliminating the VSB enhancement 16/23

We have recently shown that vibronic mixing calcu-
lations of the type described in Section [[ITB] accurately
capture the VSB enhancement of the WT protein, when
spectral density and static disorder parameters are fitted
from the Q57K (monomer-like) fluorescence spectrum.??
However, quantitative comparison in that case was com-
plicated by the fact that the experimental data is mea-
sured at 77 K, while our vibronic mixing calculations are
(for numerical reasons) restricted to the T'= 0 K limit,
with a discrete spectral density approximating the con-
tinuous phonon sideband observed experimentally. Since
our VPT approach is not limited by these restrictions,
we turn next to examining its performance in describing
the same experimental data set.

The solid black curve in Figure which overlaps
almost exactly with the Q57K fluorescence spectrum
(dashed black curve), is the spectrum of monomeric Chl
a calculated using the single-site form of Eq. . (For
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FIG. 2. Comparison of T = 0 K fluorescence spectra computed with the VPT (solid curves) and numerically exact vibronic

calculations (dashed curves) for a variety of disorder wi2 and

coupling V' parameters and three values of the relative dipole

angles (45° in red, 90° in black and 135° in blue). A discrete-mode spectral density of the CP29 complex is utilized. The

frequency differences between monomer sites are as follows: wi2/(27¢) = 0 cm™

! in Frames (a) - (d); wi2/(2m¢) = 50 cm ™' in

Frames (e) - (h); wiz2/(27c) = 100 cm™! in Frames (i) - (1); and wi2/(27c) = 400 cm™' in Frames (m) - (p). The inter-site
coupling strength is: V/(2mwc) = 10 cm™! in the column headed by Frame (a); V/(2wc) = 50 cm ™! in the column headed by
Frame (b); V/(27c) = 100 cm ™! in the column headed by Frame (c); and V/(27c) = 400 cm™! in the column headed by Frame

(d).

a single pigment, Eq. (51)) becomes an exact solution to
Eq. with x(©2) = 1.) To account for static disorder,
the calculated single-site spectrum is convolved with a
Gaussian with standard deviation 100 cm™'. The near-
exact overlap here between theory and experiment is not
a reflection on the quality of our theory, but a conse-
quence of the fact that the Huang-Rhys (HR) factors
and static disorder parameters have previously been op-
timized to reproduce this same experimental spectrum.
(See Appendix [D] and Ref?? for details.)

The more interesting comparison is between the WT
fluorescence spectrum (dashed red curve) and the VPT-
calculated emission spectrum (solid red lines). In
these calculations, the bare electronic coupling is set to
V = 170 cm™!, chosen so that the disorder-averaged
value of the renormalized coupling V of Eq. is
~85 cm™!, in agreement with both previous theoretical
fits to the related Cauliflower WSCP (CaWSCP) com-
plex and structure-based TrESP-calculated couplings for
LvWSCP from the PigmentHunter app.?* =% Calculated
spectra are shown here for three different assumptions
on the angle between the pigment transition dipole mo-
ment. Although the crystal structure of WT LvWSCP
has been solved®? (so that the relative pigment orienta-

tion is known), there is some discrepancy in the litera-
ture over the correct orientation of the pigment transition
dipoles within the molecular frame. Based on various ex-
perimental measurements, estimates range from a -7 to
a +15° rotation of the dipole from the NB—ND (y) axis
toward the NA—NC () axis 128738 corresponding (in
the LvWSCP geometry) to a relative transition dipole
angle of between 26° and 38°. Previous theoretical work
has favored a relative dipole angle of 30°, although this
conclusion is based primarily on simulation of the optical
spectra of CaWSCP, a different (though related) com-
plex extracted from cauliflower. Thus, while we expect
the dipole angle for LvWSCP to be likewise close to 30°,
some deviation from this value is possible.

This caveat turns out to be quite significant for our
present purposes, since the intensity of the 0-0 band in
the simulated fluorescence spectrum depends strongly on
the assumed dipole angle. Agreement with experiment
is best for 6 a~ 45°, although in all three cases, the in-
tensity of the mid-frequency range near 500 - 1000 cm ™!
is somewhat over-estimated. In light of the numerical
benchmarking from Figure 2] it is likely that the favor-
able performance of the 45° simulation is an artifact due
to too-strong suppression of the 0-0 transition relative to
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FIG. 3. Experimental (dashed curves) and calculated (solid
curves) spectra for the WT and Q57K LvWSCP complexes.
All spectra are normalized by area. Calculated dimer spectra
are labeled by the angle 6 assumed between the two pigment
transition-dipole moments.

the VSB. Most likely the true dipole angle is in the ex-
pected range of 30 - 35°, with the weak 0-0 transition in
our VPT simulation due to the same effects described in
the 45° case in Figure

Thus while dipole-angle uncertainty precludes quanti-
tative conclusions on VPT performance, this experimen-
tal comparison (especially the consistent over-estimation
of mid-frequency VSB intensities) supports the conclu-
sion from numeric benchmarking that the VPT assigns
too much localized character to high-frequency vibra-
tions. This effect is very likely related to the well-
documented (and presumably unphysical) abrupt tran-
sitions sometimes observed for the variational polaron
parameter & as a function of temperature2028 A gimi-
lar “too-abrupt” transition toward localization as a func-
tion of vibrational frequency would offer a quite plausi-
ble explanation of our results here. Nonetheless, it is
encouraging to see that the VPT offers reasonable agree-
ment with experiment without any optimization of the
monomer-model parameters. We should emphasize here
that the quality of the simulation will depend on addi-
tional model parameters (e.g., site energy distribution
width, energy-transfer times, and relaxation across the
two WSCP dimers) that we have not accounted for in
these simulations. More detailed insight (including firmer
constraints on the dipole angle 6) should be obtainable
from future modeling studies including simultaneous sim-
ulation of a variety of types of optical spectra /33
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FIG. 4. (a) Rescaled coupling V for the LvWSCP complex
calculated as a function of the assumed bare electronic cou-
pling V. Black circles denote calculations including the entire
LvWSCP spectral density; blue stars represent calculations
including only high-frequency discrete modes, and red “+”
marks result from including only the low-frequency phonon
density. (b) Experimental (dashed curves) and calculated
(solid lines) 77 K emission spectra for LvWSCP parameters
with 6 = 45° as a function of the bare coupling strength V.
Curves are normalized by area.

IV. DISCUSSION & CONCLUSIONS

The numerical and experimental benchmarking of our
VPT approach in the last section demonstrate that, at
least for dimeric systems, the theory captures the correct
qualitative trends in fluorescence line shape as a func-
tion of excitonic delocalization. Its chief quantitative
failing appears to be an over-estimation of vibrational
localization effects in the mid- to high-frequency vibra-
tional range in systems with strong electronic coupling,
accompanied by an over-estimation of the excitonic sup-
pression of the purely electronic transition. It is encour-
aging, nonetheless, that the VPT approach offers at least
qualitatively correct behavior across the entire range of
coupling strengths and vibrational frequencies that we
investigate. In this final section, we first consider what
useful conclusions can be drawn from the present theory
(imperfections notwithstanding) and then close with a
discussion of potential avenues for further refinement.



A. Screening of Inter-pigment Interactions

One useful feature of the VPT theory is that it offers a
simple and conceptually informative explanation for the
effective rescaling of electronic coupling due to system-
bath interactions. This phenomenon has previously been
observed using numerical diagonalization methods (see
Figure 4 of Ref'?), where it was interpreted in light of the
decohering effect of local vibrations on the lowest-energy
eigenstate at zero Kelvin. Our present results allow for
a more thorough examination of this effect through the
explicit renormalization of site-to-site interactions in the
variational polaron frame. Recall from Eq. that,
in the polaron frame, the electronic coupling V,,, be-
tween system sites is damped by a thermally averaged
Am”>B
bath when the electronic excitation is transferred from
site m to n. Physically, this corresponds to a partial
offset of the the electronic interaction energy by bath re-
organization, similar to the way that environmental po-
larization partially offsets electrostatic interactions in di-
electric media. Indeed, at an atomistic level, electrostatic
screening is one very likely origin of such effects, since po-
larization of the environment is expected to contribute to
electron-phonon coupling.

factor < that reflects the reorganization of the

As in dielectric media, however, electronic screening
depends on the ability of the bath to reorganize on a
faster time scale than the system dynamics. If the elec-
tronic excitation oscillates between two sites on a time
scale much faster than the corresponding bath modes can
respond, there will be no time for the bath to reorga-
nize and, thus, no screening of the electronic interaction.
In the VPT theory, this is reflected by the frequency-
dependence of the variational parameter £ for each mode
or its continuous analog x(€2). The fact that x(Q) — 0
when 2 — 0 means that very low-frequency modes

do not contribute to the rescaling parameter <Amn> ,
B

while the fact that x(2) — 1 when Q — oo means
that high-frequency modes will always contribute to the
rescaling. Which modes qualify as “low-frequency” and
“high-frequency” depends on the system characteristics
through the variational optimization of x/(£2).

To illustrate this effect more precisely, Figure a)
plots the rescaled coupling V as a function of the bare
electronic coupling V' for a molecular dimer calculated
with three different sets of system-bath spectral densi-
ties. Black data points correspond to the full spectral
density used for LvWSCP calculations in Figure [3} blue
stars correspond to only the high-frequency “local vibra-
tion” component of this density; and red ‘4’ marks cor-
respond to only the continuous low-frequency portion of
the spectral density.

For the high-frequency “local vibrations” density, the
effect of the bath is to produce a simple, nearly linear,
rescaling of the bare electronic coupling, with a slope
of roughly %; this reflects the fact that across the en-
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tire range from V = 0 cm™! to V = 200 cm~!, most
high-frequency vibrations are able to reorganize on a time
scale faster than the frequency of electronic energy trans-
fer between the two sites. (Note that the slope of ~ %
here is a consequence of the specific vibrational spectral
density, with no direct relation to the number of sites or
IPR.) By contrast, when only phonons are included, elec-
tronic coupling is damped heavily when V' < 50 cm ™!,
but damping almost completely disappears by V = 100
cm™!, reflecting the fact that the phonon density peaks
around 28 em~! and tends quickly toward zero past 100
em~! (see Figure b))

Rescaling under the full density (black data points)
combines features of both individual densities, though
not in a simple additive or multiplicative manner: here
damping begins to weaken substantially only when V =
100 cm ™, tending ultimately toward the local vibration
damping line. This nonlinearity of the effective damping
strength reflects the fact that, in the VPT, the screen-
ing of electronic interactions by one set of bath modes
tends to enhance the renormalization effect of other bath
modes, since weakened electronic coupling produces fur-
ther bath reorganization, which, in turn, further weakens
the electronic coupling.

Regardless of quantitative accuracy, the trends exhib-
ited in Figure [4 suggest a simple explanation for at least
one open question regarding the LvWSCP Q57K mu-
tant: How is it that a single point mutation is sufficient
to completely eliminate electronic coupling, at least so
far as can be discerned from circular dichroism*® and
fluorescence spectra??3 This experimental result indeed
seems somewhat surprising, since (despite weakened sta-
bility) the complex appears in native gel electrophore-
sis and infrared spectroscopy measurements to remain
largely folded in the same tetrameric structure as the
WTHE From a structural perspective, it seems puzzling
that the Q57K mutant complex is able to accommodate
the same four pigments into a folded tetrameric structure
without allowing them to interact electronically.

The highly nonlinear relationship between V and V
in Figure a) offers a simple resolution to this puzzle:
very likely, the pigments do interact electronically in the
Q57K complex, with only a modest decrease in the bare
electronic coupling energy. Because the effective cou-
pling strength V' drops precipitously around 100 cm™!,
the site-to-site coupling strength need only decrease to
around this value for the effects of excitonic delocaliza-
tion to be almost completely eliminated. Figure [4(b)
illustrates this effect by plotting calculated fluorescence
spectra for a coupled dimer with the full LvWSCP spec-
tral density, a rotation angle of 8 = 45° between the
transition dipole moments, and bare electronic coupling
values of 100, 135, and 170 cm~!. For ease of comparison
(not necessarily for physical accuracy), the dipole angle
of 45° is set here so that the V = 170 cm™! spectrum
matches very closely with the WT experimental data. As
expected, the V = 130 ecm ™! spectrum exhibits a slight
drop in VSB intensity, while the V' = 100 cm ™' spectrum



is already almost identical to that of the Q57K mutant,
with a disorder-averged V value of only 22 cm ™.

Thus we suggest that the most likely explanation for
the behavior of the Q57K mutant is that mutation-
induced distortion of the protein structure produces a
modest drop in the bare electronic coupling, on the or-
der of 70 em™! (a 41% decrease if the WT coupling is
taken to be ~ 170 em™!). Such a decrease is not difficult
to rationalize even within a stable protein structure due,
for example, to small shifts in the inter-pigment spac-
ing or transition dipole orientation, particularly since the
Q57K mutation alters a hydrogen-bonding network that
directly interacts with the Chl a ring-V keto group. Even
such a modest drop, however, brings the electronic cou-
pling frequency into the range that is effectively damped
by the low-frequency phonon sideband, so that the effec-
tive electronic coupling drops much more dramatically,
eliminating the observed delocalization effects in fluores-
cence and CD spectra.

B. Phonon Sideband Shapes

A second advantage of the VPT theory compared to
most numerically exact methods is that it is agnostic as
to the functional form of the spectral density. In contrast,
numerical diagonalization methods rely on a discrete rep-
resentation of the bath density, with computational ex-
pense scaling in a highly nonlinear fashion with the num-
ber of modes ®2324 Conversely, methods based on the hi-
erarchical equations of motion (HEOM) work optimally
for high temperatures and smooth Drude-Lorenz spectral
densities, although (at substantial numerical cost) other
spectral densities can be accommodated 22742 Path inte-
gral methods provide one of very few options for numeri-
cally exact spectroscopy simulations with arbitrary spec-
tral densities, and in future work it should be quite infor-
mative to directly benchmark our VPT approach against
such simulations 3

For the present, we wish to take advantage of the VPT
theory’s flexibility to address only one additional ques-
tion regarding the interpretation of LvWSCP spectro-
scopic data: What is the expected impact of excitonic
delocalization on the experimentally measured shape and
overall coupling strength of the low-frequency phonon
sideband (PSB)? A series of careful AFLN measurements
for the related Cauliflower WSCP (CaWSCP) revealed a
broad PSB with a peak frequency of 28 cm™!, an ap-
parent overall HR factor of S = 0.81, and an unusual
multi-mode structure with peaks at roughly 28, 54, and
90 cm ™14 For illustration, the black curve in Figure
represents the fluorescence line shape for a monomeric
pigment with this spectral density, using the log-normal
functional form of Ref*? and with the time-domain line
shape function damped by an exponential decay over 10
ps to provide a finite line width. (A complete set of high-
frequency vibrations is also included, as in Figure |3 but
is not visible due to the frequency limits.)
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FIG. 5. Comparison of calculated, disorder-averaged single-
site fluorescence spectra for the WSCP dimer (solid lines)
with a monomer-like spectrum (dashed line) parameterized
to mimic the AFLN line shape of the CaWSCP complex.

Although CaWSCP and LvWSCP differ in structural
details, the overall pigment-binding geometry is similar,
leading to the same partial suppression of the lower-
exciton band in absorption and relative enhancement of
the VSB. Since the PSB extends across more than 100
cm~! in frequency, the impact on PSB line shape of the
competing effects of excitonic delocalization and vibra-
tional localization is difficult to predict a priori. For
example, is the measured S factor for the WT CaWSCP
protein likely to be inflated relative to the monomeric pig-
ment due to the excitonic suppression of ZPL intensity?
Or is the experimental S value artificially suppressed due
to excitonic IPR rescaling?

Adolphs et al. examined this question previously us-
ing a non-Markovian line-shape theory that included
IPR suppression of the PSB but not the frequency de-
pendence of vibrational localization offered by the VPT
treatment#9 Two important conclusions of that study
were that (1) the true phonon HR factors for each local
site are somewhat higher (around S = 1.15) than the ef-
fective HR factors (around S = 0.8) measured directly in
experiment; and (2) that the local HR factors vary signif-
icantly as a function of frequency across the inhomoge-
neous pigment ensemble. The immediate question for our
discussion now becomes: to what extent will these con-
clusions be altered by frequency-dependent vibrational
localization and the associated relative enhancement of
higher-frequency modes)?

To address this question, Figure [5| presents calculated
spectra for a model dimer with the same parameters as
in Figure [3] but with a different treatment of site-to-
site disorder. Namely, the spectra in Figure [f] are av-
eraged over 100 different (Gaussian-weighted) values of
the site-energy difference wio = w; — ws, but with all



spectra shifted to the same ZPL frequency before aver-
aging. Although this procedure is by no means a quan-
titative replica of a AFLN measurement (in which the
probability of excitation at a fixed excitation wavelength
depends directly on the asymmetry wi2), it provides at
least a qualitative description of the disorder-averaged
single-site fluorescence spectrum that is measured in a
AFLN experiment 2748 Al spectra are normalized by the
maximum value of the ZPL.

For a monomeric pigment (with suitably weak electron-
phonon coupling), the intensity of the PSB in such a
spectrum is directly proportional to the overall phonon
HR factor S*Y Thus if the calculated curves in Figure
[B] were interpreted within the standard description for
a monomeric pigment, one would incorrectly conclude
that the overall S factor is much larger in the § = 25°
case than the true value. In reality, this “enhancement”
of the PSB is instead due to the strong suppression of
the ZPL by coherent dipole-diple interference. This rel-
ative enhancement is larger for the high-frequency por-
tion of the PSB, which is why the line shape appears
distorted relative to the monomer spectrum. These ef-
fects are less pronounced for the § = 35° case, and for
0 = 45° the overall area of the PSB becomes nearly the
same for monomer and dimer spectra, as the weakened
suppression of the ZPL begins to be just balanced by
the IPR scaling that tends to lower the PSB intensity.
For comparison, the green curve in Figure [3| shows the
dimer spectrum calculated for orthogonal dipoles, i.e.,
with 8 = 90°, where dipole-dipole interference effects are
absent and IPR scaling suppresses the PSB below the ex-
perimental curve. This § = 90° curve is the most directly
comparable (though not identical) to the calculations of
Ref9 since that study included IPR scaling for the entire
PSB but with no mechanism for relative enhancement of
higher-frequency vibrations.

What does this comparison imply with regard to real
CaWSCP AFLN data? Although a complete answer
must wait for more careful simultaneous fitting studies
(as reported by Adolphs et al4%), two qualitative con-
clusions can be drawn. First, the experimentally ex-
tracted PSB density almost certainly over-emphasizes
the higher frequency PSB components relative to the 28
cm~! band. Due to the preferential suppression of low-
frequency modes in the excitonic system, the true inten-
sity of the 28 cm ™! mode in the true “monomer” spectral
density will need to be substantially higher than what
is directly measured experimentally to give the correct
peak-height ratios in the dimer. Indeed, it is tempting
to speculate that the 54 cm™! component observed in
experiment might be a two-phonon overtone of the 28
cm~! component, artificially enhanced due to its rela-
tively higher frequency, though more careful fitting than
we provide here would be necessary to validate this hy-
pothesis.

Second, the overall value of S = 0.81 extracted from
the experimental spectrum is likely an over-estimate, due
to the suppression of the ZPL in the coupled dimer by
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dipole-dipole interference. The magnitude of this effect
depends strongly on the assumed value of 6, but (since
the true value is probably in the range of 30° to 35°), the
true “monomer” HR value is likely to be substantially
lower than the original estimate of S = 0.81. This sec-
ond conclusion is in contrast with the conclusions of both
Adolphs et al*% and Ref™, which anticipated the under-
estimation of PSB HR factors from monomer-like fits to
experimental AFLN measurements. As pointed out in
Ref24 this argument is correct only for the special case
of orthogonal dipole moments. When dipole-dipole in-
terference effects are significant, either overestimation or
underestimation is possible, depending on the degree of
excitonic suppression or enhancement of the ZPL.

Beyond this qualitative assesment, quantitative evalu-
ation of the true HR factor in WSCP must await more
detailed fitting studies and, ideally, validation by compar-
ison to new experimental AFLN measurements on WSCP
mutants that lack electronic delocalization. By compar-
ing spectra from the delocalized WT protein with spectra
from the “localized” Q57K mutant,? it should be possi-
ble to disentangle with some precision which line shape
features are associated with the local HR factors of the
pigment-binding site and which factors are due to exci-
tonic effects.

Our present calculations are likewise too simplistic to
offer detailed insight into the frequency-dependence of
the S factor 4 although it is likely that accurately ac-
counting for vibrational localization will at least partially
offset the trend reported by Adolphs et al 2% In the latter
study, the experimentally observed decrease of HR factor
with excitation wavelength?? was found to run counter
to the trend that the delocalization also decreases with
excitation wavelength — which, according to IPR scal-
ing, should tend rather to increase the effective S factor
at long wavelengths). Hence, it was concluded that the
true local HR factor varies with wavelength even more
strongly than the experimentally observed effective HR
factor. Although we can draw no quantitative conclu-
sions from the simple model calculations of Fig. [5] the
fact that our VPT theory predicts an overall increase
of PSB intensity due to excitonic delocalization (in con-
strast to the decrease predicted by IPR scaling) sug-
gests a different interpretation of the experimental re-
sults: namely, that the loss of excitonic delocalization
with increasing wavelength could result in an apparent
decrease in measured PSB intensity, even if the true local
HR factor is identical for all sites. Whether this mecha-
nism can quantitatively account for the measured exper-
imental trend remains an open question that must await
more detailed experimental and computational studies.

C. Future Prospects

While the VPT approach developed here offers impor-
tant insight into the interplay between excitonic delo-
calization and vibrational localization, there are several



important areas where the theory could be improved in
future work. Perhaps the most important limitation of
the theory presented here is that we consider only pure-
dephasing processes, i.e., the present approach fails to ac-
count for relaxation between polaron states. While this
has little impact on the 0 K - 77 K fluorescence spec-
tra we consider here (where virtually all signal is from
the long-lived lowest exciton state), accurate inclusion
of relaxation processes will be critical for treating not
only time-domain and room-temperature signals but also
frequency-domain measurements like absorption, circu-
lar dichroism, and hole burning, where energy-transfer
broadening in the upper exciton bands strongly impacts
the calculated line shape23**Y Fortunately, a rich liter-
ature of VPT-based methods already exists for treat-
ing such relaxation processes 14 with a recent report
by Jang most closely mirroring the approach we follow
here X2 Merging these two approaches will be technical
but should, in principle, not be difficult, and it will be
critical to accurately describe a wide range of optical phe-
nomena.

Another potential opportunity for improvement
follows from the development in recent years of
multiple numerically exact approaches to treating
vibrational-exciton dynamics, including various HEOM
approaches *?2 path-integral methods,*® and explicit
numerical diagonalization schemes ™% The ability to di-
rectly benchmark VPT calculations against such exact
methods offers an intriguing opportunity to learn which
features of the method fail and under what circum-
stances. For example, in our benchmarking against nu-
merical diagonalization (see Figure , we see the most
significant discrepancies in the case of the degenerate
dimer, with small coupling values. Specifically, the calcu-
lated spectra indicate that the VPT method in these cir-
cumstances under-estimates suppression of the 0-0 band,
suggesting that the variational optimization procedure
used to calculate x(€2) assigns too much polaron char-
acter to the system. With a sufficient body of numer-
ical benchmarking data, it should be possible to estab-
lish under what circumstances such discrepancies occur,
hopefully leading the way toward systematic corrections
(or even numerically trained algorithms) that provide
more realistic predictions across a broad range of phys-
ical parameters. In this regard, it should be empha-
sized that there is no a priori guarantee that the free-
energy-maximization approach!®2? typically used to op-
timize the transform weighting functions y,, (€2) is the op-
timal solution for all types of measurements. Indeed, the
traditional optimization is known to exhibit abrupt and
physically questionable jumps in value as a function of
temperature 2628 supporting the notion that alternative
choices — grounded in new physical arguments, numeric
benchmarking, or some combination of the two — could
improve performance.

Finally, even without reference to outside methods, our
VPT approach could obviously be improved by a higher-
level treatment of system-bath interactions in the po-
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laron frame. In our present approach, we drop entirely
. . =(2) .
the transformed system-bath interaction operator B, in

the polaron frame, and retain only the diagonal compo-

nents of the untransformed interaction operator ny) (see
Eq. ) As examined in detail by Jang, these terms
are essential drivers of energy-transfer dynamics in VPT
theory,X® and (even beyond energy-transfer broadening)
may offer opportunities for systematically improving cal-
culated line shape functions.

To summarize, the introduced VPT approach captures
the essential physics of vibrational-electronic interactions
in various regimes of coupling strength, disorder, and
spectral densities without the heavy computational bur-
den of exact numerical or HEOM models. Future devel-
opments promise to make the VPT approach an essential
tool for understanding energy transfer and dynamics in
open quantum systems.
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Appendix A: Rescaled Coupling Coefficients

In the Polaron frame, the site-to-site coupling con-
stants are rescaled by the coefficients
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Because the bath modes are uncoupled, the trace can
be carried out for each mode independently. For each
mode, the trace has the form (dropping the subscript k



for brevity):
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where L, (z) is the v*® Laguerre polynomial. To obtain
this result, we applied in Eq. ( @ ) the identity
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which holds when both X and Y commute with {X , 37} .

In Eq. (AG6)), we expanded both exponentials in the Taylor

seriese” =)\ ”% and kept only the diagonal terms with
N < v since all other terms are identically zero.

The Laguerre polynomials satisfy the generating func-
tion relation®”
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Applying this result to each bath mode in Eq. gives
Eq. (25).

Appendix B: Emission Line Shape Function

The bath average in Eq. can be factorized into
separate averages over each vibrational mode k, where
the quantity to be averaged has the form

itAT A ez(AtA) oA A ey(AT—A).
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(Here we omit the mode index k for brevity.) The first
term can be written
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This follows from the identities
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Eq. (B2)) can be obtained by noting that for any vibra-
tional eigenstate |v) , with quantum number v,
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Eq. (B3)) follows similarly. Eq. (B4) is obtained by ex-
panding
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and inserting the identity ¢iXe=1X = 1 between each pair
of Y factors.
From Eq. (B1)), we obtain
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by noting that
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and applying Eq. ( ., this time to combine two expo-
nentials into one. Using Eq. ( - the bath average can
now be evaluated directly to produce
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Substitution into Eq. gives
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Appendix C: Variational Optimization

The optimal values of the coefficients & are cho-
sen by adjusting their values to minimize the free
energy 1268129

AB = —% hl’I‘I‘S’B {6_6<HS+HB)} . (Cl)

Minimizing with respect to the & coefficients leads to the
condition
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For uncorrelated baths, each bath mode couples to only one site n, so that gmignk = 0 if m # n. If we let ng be
the index of the site to which mode k couples and let g; = gnx, then

6 - <1 (L2 B, B o, ) - (©8)

Qp,

Numerically, this self-consistency condition can be solved
by preparing an intial guess for the &, coefficients (e.g.,
&x = 1), and then iteratively calculating the quantity on
the right hand side of Eq. , each time replacing the
&, coefficients from the last round with the new calcu-
lated values from the right-hand side of Eq. . For
all spectra calculated in this work, this refinement was

S e Phdny2

KN

(

considered converged with then root-mean-square devia-
tion between the left- and right-hand sides of Eq.
was less than 10719 across a discretely sampled frequency
axis extending from -5000 to +5000 cm ™! with a step size
of 1 ecm™!. (Since the & coefficients are uniformly zero
for negative frequencies, this corresponds to a positive-

frequency tolerance of 2 - 10~10).



Note that two simple limits emerge naturally from this
expression: when € — 0, the Q%c term on the right-

hand-side of Eq. (C8) causes the (%W) term to di-

k
verge, so that £ — 0. Conversely, when €} — oo, this

term approaches zero, and &, — 1.

Appendix D: Numerical Simulations

Fluorescence spectra were calculated in the VPT
method following Eq. under the assumption of un-
correlated baths described in Section[[TE]l Numerical cal-
culations were implemented in Jupyter Notebooks using
the Python language. For spectra depicted Figures|3|and
[ static disorder was included in the form of an uncor-
related Gaussian site energy distribution with o = 100
cm~! for each pigment. In dimer simulations, averaging
was performed numerically by first explicitly calculating
line shapes for 30 distinct values of the inter-dimer split-
ting wi2, covering a range from wis = 0 to % = 600
ecm™!. (Since all monomers are assumed identical apart
from the site energy, line shapes for wys and —wqo are
identical.) These separate spectra were then averaged
together, including a normal-distribution weighting fac-
tor for a Gaussian with standard deviation 20. (The fac-
tor of 2 accounts for the fact that, for uncorrelated site
energies, the wio distribution function is twice as broad
as the distribution function for w; and wy separately.)
Finally, this explicitly averaged spectrum was convolved
with a Gaussian profile with standard deviation § to ac-
count for the variation of the mean frequency 172, See
Ref?3 for further details on this procedure.

Calculations were carried out using two different sets
of model parameters:

1. WSCP Parameters

Simulations reported in all figures other than Figure
use parameters intended to mimic as closely as possi-
ble experimental results for the WSCP complex. (Unless
otherwise noted, system-bath interactions are assumed
to be identical for WT LvWSCP, WT CaWSCP, and the
Q57K LvWSCP mutant.) For the continuous phonon
density, we use the log-normal fit reported in Ref 4 to the
experimental AFLN spectrum of Ref#% For the higher-
frequency discrete mode density, we use a reparameter-
ized density that (starting from the WT CaWSCP den-
sity of Ref*¥) is optimized against the 77 K fluorescence
spectrum of the Q57K LvWSCP mutant. Details on this
procedure and the resulting HR values are reported in
Ref?? Line shape functions for all spectra calculated us-
ing WSCP parameters were multiplied by an exponential
decay with a decay constant of 7 = 10 ps to provide a
finite linewidth to the single-site spectra in the frequency
domain.

18

Frequency, cm~' HR factor

11.38 0.0263
15.78 0.0263
19.67 0.0263
23.44 0.0263
27.25 0.0263
31.19 0.0263
35.35 0.0263
39.81 0.0263
44.65 0.0263
50.00 0.0263
55.99 0.0263
62.81 0.0263
70.73 0.0263
80.16 0.0263
91.75 0.0263
106.64 0.0263
127.08 0.0263
158.45 0.0263
219.73 0.0263
90.26 0.0502
256.13 0.0112
360.12 0.0255
500.00 0.0173
747.01 0.0344
1000.00 0.0467
1192.74 0.0863
1348.04 0.0254
1533.51 0.0389
1684.01 0.0062

TABLE I. Discrete representation of CP29 spectral density.

2. CP29 Parameters

For the numerical benchmarking results described in
Figure 2 we use a simplified spectral density with
a smaller number of discrete vibrations. This choice
is made to ensure convergence of the explicit matrix-
diagonalization calculations, for which numerical cost
scales quickly with both increases in the number of modes
and the overall system-bath coupling strength. The spec-
tral density is represented with 29 vibrational modes
mimicking the AFLN line shape of the CP29 complex 1
The low-frequency PSB was fitted with 19 discrete modes
in Ref”. Positions and HR factors of 10 modes represent-
ing the high-frequency spectrum were optimized by a fit
to the 39 local modes of CP29. The resulting set of vi-
brations utilized both in numerical and VPT modeling
shown in Fig2] is summarized in Table[[}

Numerical simulations were conducted in the home-
built Python code that constructs Hamiltonian of eq[I]in
a vibrational basis, while truncating vibrational quanta



of each pigment’s normal mode based on their estimated
intensity. The intensity of each electronic-vibrational
state is determined using HR factors and populations,
in the approximation that all vibrational modes are as-
signed to a single chromophore. The intensity cut-off of
108 utilized in this work ensures that the fluorescence
spectra in Fig. [2] are converged within a line thickness.
The T = 0 K fluorescence lineshape is obtained by finding
the lowest energy state and its eigenvector of the vibronic
Hamiltonian using the iterative Lanczos diagonalization.
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