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ABSTRACT

Context. Supernova remnants (SNRs) may regulate star formation in galaxies. For example, SNR-driven shocks may form new molec-
ular gas or compress pre-existing clouds and trigger the formation of new stars.

Aims. To test this scenario, we measured the deuteration of NoH™, D?ECH — a well-studied tracer of pre-stellar cores — across the
infrared-dark cloud (IRDC) G034.77-00.55, which is known to be experiencing a shock interaction with the SNR W44.

Methods. We use N;H* and N,D* J = 1-0 single pointing observations obtained with the 30m antenna at the Instituto de Radioas-
tronomia Millimetrica to infer Dy, zé{ towards five positions across the cloud, namely a massive core, different regions across the shock
front, a dense clump, and ambient gas.

Resu/ts We find Dy, 2 in the range 0.03-0.1, which is several orders of magnitude larger than the cosmic D/H ratio (~107 3). The
DN across the shock front is enhanced by more than a factor of 2 (DNZH 0.05-0.07) with respect to the ambient gas (<0.03) and

frac frac
s1m11§r to that measured generally in pre-stellar cores. Indeed, in the massive core and dense clump regions of this IRDC we measure

DM~ 0.1
Cg‘;;clusions. We find enhanced deuteration of N,H* across the region of the shock, that is, at a level that is enhanced with respect
to regions of unperturbed gas. It is possible that this has been induced by shock compression, which would then be indirect evidence
that the shock is triggering conditions for future star formation. However, since unperturbed dense regions also show elevated levels of
deuteration, further, higher-resolution studies are needed to better understand the structure and kinematics of the deuterated material

in the shock region; for example, to decipher whether it is still in a relatively diffuse form or is already organised in a population of

low-mass pre-stellar cores.
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1. Introduction

Infrared-dark clouds (IRDCs) are dense (ny > 10* cm™3; Butler
& Tan 2012) and cold (T < 20 K; Pillai et al. 2006) regions of
the interstellar medium (ISM) that have high column densities
and extinctions and can therefore appear dark against the dif-
fuse Galactic mid-infrared background. IRDCs are the densest
regions of giant molecular clouds (GMCs) and are known to host
the formation of low-, intermediate-, and high-mass stars (e.g.
Tan et al. 2013; Foster et al. 2014; Pillai et al. 2019; Moser et al.
2020; Yu et al. 2020). Despite their importance for the stellar
content of galaxies (e.g. Tan et al. 2014; Hernandez & Tan 2015;
Peretto et al. 2016; Retes-Romero et al. 2020; Morii et al. 2021),
it is still unclear as to how star formation is initiated therein.

One possible scenario that may lead to the initiation of
star formation in IRDCs involves compression due to internal
cloud turbulence (e.g. Krumholz & McKee 2005). Another is
rooted in the decay of turbulent and/or magnetic support, perhaps
associated with the global collapse of a recently formed GMC
(e.g. Vazquez-Semadeni et al. 2011). Yet another scenario is
characterised by triggered compression by galactic-shear-driven
GMC-GMC collisions (Tan 2000), with various numerical sim-
ulation studies of this process carried out by for example Tasker
& Tan (2009) and Wu et al. (2015, 2017). The involvement of an
external agent to a given GMC, such as collision with another
GMC, can help explain the large dispersion in star formation
activity in GMC populations (e.g. Tan 2000; Lee et al. 2016).
Finally, it has also been proposed that IRDC and star formation
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are triggered by stellar-feedback-driven shocks, for example in
HII regions or supernova remnants (e.g. Inutsuka et al. 2015).
In systems like the Milky Way, where the global star formation
rate (SFR) is relatively low compared to the amount of dense gas
available (Zuckerman & Evans 1974; Krumholz & Tan 2007),
stellar-feedback-driven star formation is unlikely to account for
the majority of star formation, because if it did, the SFR would
grow exponentially to large values. Nevertheless, the process
may occur occasionally, and such instances can provide impor-
tant information; for example, as to whether the star formation
process varies when triggered in this way.

There are a number of recent observational studies present-
ing evidence for instances of IRDC and star formation triggered
by SNR-driven shocks (e.g. Cosentino et al. 2019, 2022;
Rico-Villas et al. 2020). Cosentino et al. (2019) investigated
how the shock driven by the SNR W44 affects the physical
conditions of the interacting cloud, the IRDC G034.77-00.55
(hereafter G34.77 or IRDC G from the sample of Butler & Tan
2012). Towards this source, the shock interaction is occurring
at the edge of the IRDC, that is, towards an arch-like ridge with
no signatures of deeply embedded protostars (Cosentino et al.
2018, 2019; Barnes et al. 2021). Using ALMA images of silicon
monoxide (Si0), Cosentino et al. (2019) studied the shocked gas
kinematics and inferred a shock velocity of ~20 km s~!, which
is compatible with that previously estimated by Sashida et al.
(2013), and a shock dynamical age of ~1.5 x 10* yr. From C'80
observations, the authors estimated a density enhancement —
caused by the shock — of a factor of >10; with post-shocked
volume densities of n(H,) > 10° cm™>.

In this paper, we investigate how the SNR-driven shock may
be affecting the chemical properties of the molecular gas. A
well-studied tracer of the chemical conditions at the onset of
star formation is the fraction of deuterium with respect to hydro-
gen lgD/H) measured from NoH* and N,D* emission (hereafter

Dy ). Dgg? , defined as the ratio of the column densities of
the deuterated and non-deuterated species, is highly enhanced
in pre-stellar cores (i.e. with values of ~0.1; Crapsi et al. 2005;
Caselli et al. 2008; Emprechtinger et al. 2009) compared to the
cosmic D/H abundance (of ~107°; Oliveira et al. 2003). This is
due to a combination of low temperatures (7 < 20 K) and high
densities (n(H,) > 10* cm™3), which are typical of the pre-stellar
phase, and lead to high levels of CO freeze-out onto dust grains
(e.g. Caselli et al. 1999). With the CO largely depleted, reac-
tions between Ny and H (and its deuterated form H,D™) can
efficiently occur, boostmg the formation of N,D* (e.g. Dal arno
& Lepp 1984; Caselli et al. 2002; Walmsley et al. 2004). Dfrac
therefore considered an optimal tracer of the evolutionary phase
of both low- and high-mass star forming objects (Fontani et al.
2011; Tan et al. 2013; Giannetti et al. 2019).

Here, we estimate Dfrg? in several reglons of the IRDC
G34.77. To the best of our knowledge, no previous studies have
investigated D .. inshocks driven by SNRs. However, previous
studies have measured D/H in other species in shocks associated
with molecular outflows (e.g. Codella et al. 2013; Fontani et al.
2014; Busquet et al. 2017). In these environments, the shock pas-
sage causes the release into the gas phase of deuterated species
whose formation occurs on the icy mantle of dust grains; for
example, deuterated counterparts of CH3;OH and H,CO (Fontani
et al. 2014; Busquet et al. 2017). The sputtering and grain—grain
collision processes enabled in shocks increase the CO abundance
in the gas phase and the formation of N,D* is therefore expected
to be suppressed. However, at the high densities reached in the
post-shocked gas, gas-phase chemistry can proceed at a much
faster rate and the CO depletion timescales can be shortened
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Table 1. Equatorial coordinates of the five positions analysed in
this work.

Position  RA®J2000) Dec(J2000)
(hh:mm:ss) (dd:mm:ss)
G3 18:56:48.2  01:23:40
Shock 18:56:42.3  01:23:40
Ridge 18:56:43.4  01:23:28
Clump 18:56:45.2  01:23:52
Ambient 18:56:46.0  01:22:30

DEC(J2000)
21:000  22:000 23000  24:000

1:20:00.0

18:56:50.0

450
RA(J2000)

40.0

Fig. 1. Three-colour image of G34.77. Red is 24 pum emission (Spitzer
MIPSGAL; Carey et al. 2009), green is 8 pum emission (Spitzer
GLIMPSE; Churchwell et al. 2009), and blue is 1 GHz continuum
emission (THOR survey; Beuther et al. 2016; black contours from 3 to
27 Jy beam™! by 6 Jy beam™!). The continuum emission probes the gas
associated with the expanding shell of the SNR. The magenta contour
(Ay = 20 mag Kainulainen & Tan 2013) highlights the cloud shape.
Superimposed on the map are the five positions of interest (white cir-
cles; 34 IRAM 30 m beam at the N,D* frequency of 77.112 GHz). The
cyan contours correspond to the ALMA SiO contours from Cosentino
et al. (2019; from 0.05 to 0.3 Jy beam™ by 0.05 Jy beam™).

(Lis et al. 2002, 2016). This may therefore result in enhanced
abundances of N,D*.

This article is organised as follows. In Sect. 2, we describe
the observations and discuss the selection of positions across the
cloud. In Sect. 3, we describe the method applied to estimate
DN In Sect. 4, we report and discuss our results. Finally, in

frac
Sect. 5, we present our conclusions.

2. Observations and target selection

In March 2020, we observed the J = 1 — 0 rotational transi-
tions of NoH" and N,D™* towards five positions across the IRDC
G34.77 (Table 1). These positions (white circles) are shown in
Fig. 1 and listed in Table 1. These were selected to probe dif-
ferent environments across G34.77, namely the known massive
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Fig. 2. N,H"* (black curves, top panels) and N,D* (black curves, bottom panels) obtained towards the five positions. The IRDC G34.77 central
velocity is indicated as a vertical dotted line in all panels. The red curves show the best LTE fitting models obtained by MADCUBA. The green
curves show the Gaussian fitting obtained for the isolated component. For the Shock, Ridge, and Clump positions, we report the SiO(2—-1) spectra
(orange filled) extracted from the ALMA images (Cosentino et al. 2019) towards an angular region consistent with that of our current observations
(34”). In the bottom panels, the SiO spectra have been multiplied by 0.2 to allow a more straightforward comparison with the N,D* spectra.

core G3 characterised by Butler & Tan (2012), unperturbed gas
within the cloud (referred to here as ‘Ambient’), a dense clump
adjacent to the shock front (‘Clump’; Barnes et al. 2021), and
two regions across the shock front seen by ALMA, that is,
the ‘Shock’ and the ‘Ridge’ (Cosentino et al. 2019). The core
G3, first detected as a point-like source, MM4, in the 1.2 mm
images presented by Rathborne et al. (2006), shows no evi-
dence of a central protostellar source. This is indicated by the
lack of point-like 8 (Rathborne et al. 2006), 24 um or 4.5 pm
(Chambers et al. 2009) sources or SiO emission (Cosentino et al.
2018). Towards the Clump, Barnes et al. (2021) report no evi-
dence of 3 mm continuum and IR emission, indicating that the
region is not harbouring deeply embedded protostars. Therefore,
G3 and the Clump may be representative of starless regions.
However, we note that since 1.2 mm continuum emission is
detected towards G3, this may be at an evolutionary stage that is
more advanced than the Clump. The Shock position corresponds
to the region where the higher velocity shocked material (SiO
at ~44-45 kms™") is found. The Ridge position corresponds to
the low-density structure that is almost detached from the main
body of the cloud and into which the shock is plunging (SiO at
~39-40 kms™'). Finally, the Ambient position is representative
of dense unperturbed material within the IRDC.

Towards the five positions, we used the 30 m single-dish
antenna at Instituto de Radioastronomia Millimetrica (IRAM-
30 m, Pico Veleta, Spain) to obtain single-pointing N,H*(1-0)
and N,D*(1-0) spectra in position switching mode (off-position
RAJ2000) = 18"57™01°, Dec(J2000) = 1922™25%). The angu-
lar resolution of the 30 m antenna is 34" and 27" at the N,D*
and NoH* frequencies, respectively. These correspond to a lin-
ear spatial resolution of 0.4-0.5 pc at the distance of G34.77,
of namely 2.9 kpc (Rathborne et al. 2006). The FTS spec-
trometer was used with a frequency resolution of 200 kHz,
which corresponds to a velocity resolution of between 0.7
and 0.8 kms~!. Intensities were measured in units of antenna

temperature, 7;, and converted into main-beam brightness tem-
perature, Ty, using beam and forward efficiencies of 0.81 and
0.95, respectively. The final spectra were produced using the
CLASS software within the GILDAS package' and have a final
velocity resolution of 0.8 km s~!. The achieved rms per channel,
O ms» 18 7 and 5 mK for the NoH* and N,D* spectra, respectively.

3. Method

The NoH* (top panels) and N,D* (bottom panels) spectra
obtained towards the five positions are shown in Fig. 2. The
orange shadows in Fig. 2 correspond to the SiO(2-1) spectra
obtained with ALMA in Cosentino et al. (2019). We detect sig-
nificant N;H* and N,D* emission towards all positions except
at the Ambient position, where no N,D* is observed above a
threshold of 3 X Ay, Where Ans = 0ms X dv X VNehannel, With
dv the velocity resolution of the spectra, and Ncpanne = 4 Was
estimated as the number of channels within a line width of
3 kms™!, which is consistent with that estimated for both the
N>H* and N,D* emission (see MADCUBA values in Table 4).
We note the presence of additional significant line emission
at ~35 km s~' within the N,D* spectrum towards the Ridge.
This component shows a line width of ~2.2 km s~! (~3 chan-
nels), peak intensity of ~0.018 K, and an integrated intensity of
~0.04 K km s7!, that is, ~5 X Ams. We suggest that this line is
either due to emission present along the line of sight or to an
unknown species.

From the shown spectra, we estimate D

pnr _ NON2D?) M
frac N(N2H+) ’

where N(N,D*) and N(N,H") are the total column densities of
these species. To estimate these quantities, we use the software

NoH* .
frac as:

I See http://www.iram. fr/IRAMFR/GILDAS
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MADCUBA? (Martin et al. 2019) to fit the hyper-fine structure of
the two species. By comparing the line emission with local ther-
modynamic equilibrium (LTE) models, MADCUBA provides
estimates of the species excitation temperature, Tex, column den-
sity, N, centroid velocity, v sr, and line width, Av. Initially, we
fit the N,D* and NoH* spectra with just one assumption, namely
that the emission fills the beam (filling factor = 1). However, the
software is unable to produce reasonable models, as indicated by
the high uncertainties in the returned parameters (>200%). This
is likely due to the presence of a complex kinematic structure that
is not well resolved at the velocity resolution of our observations
(0.8 km s~!). We therefore conclude that it is not possible to esti-
mate the excitation temperatures of the two species from a single
rotational transition, and assume all lines to have the same Ty =
9 K, as measured from multiple CH3OH transitions detected
towards the shock peak in G34.77 (Cosentino et al. 2018). How
this assumption affects our results is discussed in Appendix A.

The best LTE fitting models are shown in Fig. 2 (red curves)
for the five regions. In Table 3, N(N,D*) and N(N,H*) are
reported together with the corresponding D, 2? values and the
Herschel-derived mass surface densities, 2 towards the five
positions (Lim et al. 2016). The Herschel-derived image has an
angular resolution of 18", but the X values listed in Table 3 were
extracted from a region with a 34" aperture, consistent with that
of the N,D* observations.

We also estimate the No,H" and N,D* column densities from
Eq. (2), which is Eq. (A4) from Caselli et al. (2002), under the
assumption of optically thin emission:

8m? k o E;/(kTex
No Bk O epE/KT)
Aulguc3 h ] - exp(_hy/kTex) Jv(Tex) - ]v(Tbg)
2
with the partition function, O, defined as:
Orot = i(ZJ + 1ex _—EJ 3)
rot Y KT o .

J=1

In Eqgs. (2) and (3), v is the line frequency, A, is the Einstein
coefficient for spontaneous emission and g,, is the statistical
weight of the upper state. J,(Tex) and J,(Tyg) are the equiv-
alent Rayleigh-Jeans excitation and background temperatures
(Tve = 2.73 K), that is J,(T) = (hv/k)[exp(hv/kT) — 117". J is the
rotational state quantum number and E; = J(J + 1)hB the cor-
responding state energy, which is calculated from the molecular
rotational constant B. Wiy is the integrated intensity of the full
rotational transition J = 1-0. Finally, T is the line excitation
temperature. The spectroscopic quantities for the two species
were obtained from the CDMS catalogue® and are reported in
Table 2.

We performed Gaussian fittings of the N,H* and N,D*
isolated components and calculated the integrated intensity,
Wisolated, @S the area underneath the Gaussian. We then estimate
Wiot by scaling Wiglaea for its relative intensity R; = 1/9. The
best Gaussian fitting are reported in Fig. 2 (green curves), while
Table 3 lists the NoH* and N,D* column densities obtained from
Eq. (2) whilst assumlng Tex = 9 K (Cosentino et al. 2018) and
the associated DN°C values. The best-fitting parameters obtained
with both the MADCUBA and Gaussian fitting analysis are
reported in Table 4.

2 MADCUBA is a software developed in the Madrid Center
of Astrobiology (INTA-CSIC). https://cab.inta-csic.es/
madcuba/

3 Seehttps://cdms.astro.uni-koeln.de/classic/
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Table 2. Spectroscopic information of the targeted species as obtained
from the CDMS catalogue.

Species Frequency Ey, gy Au B

(GHz) (K) (10°s7!)  (MHz)
N,D* 77.109 370 3 2.06 38 554.719
N,H* 93.173 447 3 3.63 46 586.867

From Table 3, the DTZH values obtained from the two meth-
ods (MADCUBA and Gaussian fitting of isolated components)
are in agreement. The only s1gn1ﬁcant discrepancy is found
towards the Shock, where the D ;c value estimated from the
Gaussian fitting method (~0.2) is a factor of 3 larger than that
obtained from the MADCUBA analysis (~0.07). Towards this
position, the ratio between the intensity of the main and isolated
N,D* components is smaller (~1.2) than that seen towards other
positions (~4.5). As a consequence, the N,D* isolated compo-
nent towards the Shock is not well reproduced by MADCUBA.
This could be due to the isolated component being affected
by a random noise spike that coincides with the line position,
making it appear enhanced. Alternatively, the N,D* emission
towards the Ridge may need a non-LTE approach, for which the
collisional coefficients of N,D* are not available and multiple
rotational transitions are needed. Finally, we exclude the possi-
bility that the N,D* is blended with another molecular species
as no other molecular transitions are found at these frequencies.

Finally, in addition to the statistical uncertainty reported by
MADCUBA for the N,H* and N,D* column densities, we also
consider the systematic uncertainty due to the assumption Tex =
9 K. A + 30% variation of T, that is variation within the range
of 6-12 K, would result in a 5-10% variation of the N,H* col-
umn density and 3-10% in the N,D* column densities. Hence,
we assume a systematic uncertainty of 10% and add this in
quadrature to the statistical errors. The obtained total uncertain-
ties on the column density values are then propagated — with
standard Gaussian rules — in order to estimate the uncertainties
on Dg;? . The final values are reported in Table 3.

4. Results and discussion

Towards all positions, we obtain D/H values that are several
orders of magnitude larger than the cosmic D/H abundance. We
find DNZH in the range ~0.05-0.1 towards G3, the Shock, the
Ridge, and the Clump. For the Ambient gas, we estimate an
upper limit of 0.03. These results are shown in Fig. 3, where
we compare the obtained Dfr;? estimates with those typically
observed in low-mass starless cores (LMSCs; Crapsi et al. 2005;
Fontani et al. 2006; Friesen et al. 2013; Cheng et al. 2021), high-
mass starless cores (HMSCs; Fontani et al. 2011; Kong et al.
2016), high-mass protostellar objects (HMPOs; Fontani et al.
2011), low-mass protostellar objects (LMPOs; Emprechtinger
et al. 2009; Friesen et al. 2013) and large-scale regions of IRDCs
(Miettinen et al. 2011; Gerner et al. 2015; Barnes et al. 2016).

In Fig. 4, we show D fm as a function of mass surface den-
sity, ~. From Fig. 4 and Table 3, the Shock and Ridge show an
X value that is lower than or similar to that found for the Ambi-
ent region. Hence, le\i;i{ would be expected to be lower than or
comparable to that measured towards the Ambient region. How-
ever, an opposite trend is seen in Fig. 4. Towards the Shock, the
N(N,H") is similar to that estimated for the Ambient gas, but
the N(N,D™) is enhanced by at least a factor of 2. Towards the


https://cab.inta-csic.es/madcuba/
https://cab.inta-csic.es/madcuba/
https://cdms.astro.uni-koeln.de/classic/

Cosentino, G., et al.: A&A proofs, manuscript no. aa46676-23

column densities and deuterium fraction, Dfrjc s

Table 3. Mass surface density (X), N;H* and N,D*
using both the MADCUBA software and Gaussian fittings of the isolated components.

of the five positions analysed in this work

MADCUBA Gaussian fitting
Position b N(NH")  N(N,D) DI N(NHY)  N(N,D*)  DpIP
(g cm™2) (108 em™2) (102 cm™) (10¥ ecm™) (102 cm™?)
G3 0.09 1.47+0.2 1.33+0.2  0.090+0.02 1.55+0.16 1.4+0.2 0.09+0.01
Shock 0.04 0.36+0.09 0.26+0.1 0.07+£0.03  0.34+0.04 0.7+0.2 0.22+0.06
Ridge 0.05 0.80+0.2 0.42+0.1 0.053+0.02  0.77+0.09 0.4+0.1 0.05+0.01
Clump 0.07 1.17+0.1 1.14+0.1 0.097+0.02  1.24+0.13 0.9+0.2 0.07+0.02
Ambient 0.06 0.40+0.09 <0.1 <0.03 0.38+0.01 <0.1 <0.03
1014 mG3 0.14r = G3
® Sl_“"'k e Shock
® Ridge 0.12f . Ri(lg(?
> Clump ' < Clump
¢ Ambient .}
o LMSCs 0.10k ¢ Ambient
o HMSCs
3 LMPOs £ . 0.08f
i ° HMPOs 7 E
»Q’-" e [RDCs =
;fml’ 0.06}
0.04f
, 0.02}
10" VA S
Tor TR 10 107 o0 002 004 006 008 0.0
N(NoH*) (cm™2) ¥ (g em™2)

Fig. 3. Column density values from the MADCUBA analysis of N,D*
as a function of N,H™ for all the positions analysed in this work, as well
as literature values for LMSCs (Crapsi et al. 2005; Fontani et al. 2006;
Friesen et al. 2013; Cheng et al. 2021), HMSCs (Fontani et al. 2011;
Kong et al. 2016), HMPOs (Fontani et al. 2011), LMPOs (Emprechtinger
et al. 2009; Friesen et al. 2013), and IRDCs (Miettinen et al. 2011;
Gerner et al. 2015; Barnes et al. 2016). The average uncertainties associ-
ated to the data point from the literature are reported in the bottom right
corner. Finally, dotted lines correspond to fixed values of D/H ratios.

Ridge, the No;H* column density is significantly larger than that
reported towards the Ambient gas within the uncertainties, indi-
cating the presence of more dense material towards this region.
At the same time, the N,D* column density towards this posi-
tion is more than a factor of ~3 larger than that measured for
the Ambient gas. As a consequence, D 2? towards the two posi-
tions is enhanced (but within the uncertainty) with respect to
the unperturbed gas within the cloud. These differences indicate
that, towards the Shock and the Ridge, additional processes may
be boosting the production of D-bearing species with respect to
the unperturbed Amblent L gas.

This enhanced D;, NaH may be produced in the fast-cooling
post-shocked gas, where the shock has compressed the gas to
densities of n(H,) > 103 cm™. This high density is expected
to shorten the CO depletion timescale and boost the production
of N,D* (Lis et al. 2002, 2016). For the post-shocked den-
sity n(Hp) > 10° cm™ measured in Cosentino et al. (2019),

Fig. 4. DNjH obtained from the MADCUBA analysis as function of X.
Different symbols correspond to different positions. The uncertainty on
the X values is 0.01 g cm™2, as reported by Lim et al. (2016).

the CO depletion timescale is expected to be <10* yr (Caselli
et al. 1999), which is consistent with the shock dynamical age
(Cosentino et al. 2019). On the other hand, as reported by Codella
et al. (2013) towards the molecular outflow shock L1157-Bl,
N,H"* is expected to be a fossil record of the pre-shocked gas
that has been compressed These two effects together result in
an enhanced Dfrfm towards the Shock and the Ridge. In accor-
dance with this scenario, the CO depletion factor towards the
two positions is in the range of ~4—6. We obtained CO depletion
maps obtained towards G34.77 using '*CO(1-0) and C'30(1-0)
emission maps from the Green Bank Telescope and these will
be presented in a forthcoming paper (Petrova et al., in prep.).
We converted the *CO(1-0) and C'80(1-0) maps into column
densities assuming an excitation temperature of 7.5 K and using
the mass surface density maps derived from Herschel data (Lim
et al. 2016).

Finally, both the N,H* and N,D™ centroid velocities towards
the Ridge (Table 4) are consistent with the velocity of the post-
shocked gas (~40 km s~!: Cosentino et al. 2019). Toward the
Shock, both the No,H* and N, D* emission show higher velocities
of ~42 km s~!, but this still consistent with the lowest velocities
(which are associated with the most downstream post-shocked
gas) reached by the SiO towards that region (Fig. 2). We note
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Table 4. Best-fitting parameters of the N,H* and N,D* emission lines obtained using MADCUBA and the Gaussian fitting of the isolated

COmpOnentS.
MADCUBA Gaussian fitting
N,H* N,D* N,H* N,D*
Position Vo Av Vo Av Vo Av Tpeax vo Av Theax
(kms™h) (kms™)  (kmsH (kms" (kms") *kms) (K (kmsH (kms) (K)
G3 41.50+£0.04  2.5+0.1 41.8+0.1 2.6+0.2 41.2 1.7 0.70 41.3 1.6 0.05
Shock 4221+ 0.05 3.2+0.1 42.3+0.2 2.7+0.5 41.9 2.6 0.11 43.6 1.6 0.03
Ridge 40.89+ 0.04 3.1x0.1 41.4+0.2 3.1+£0.4 40.5 2.4 0.25 40.4 1.6 0.02
Clump 41.67+0.03  2.8+0.1 42.08+0.04 3.0+0.1 41.4 2.1 0.48 41.9 1.9 0.03
Ambient 42.79+0.03  3.1+0.1 e 42.8 2.6 0.11 e e e
43.00 4.00 -
= G3 p=0980 p=0399
42.75r e Shock 3.75}
* Ridge
42,50} s 3.50}
< Clump
= 42.25¢ T 3.5
n = -
£ .
= 42.00} , = 3.00} +
Z 41.75} 2275 1
41.501 2.501
41.25 2.25}
41'0190.0 40.5  41.0 415  42.0 42,5 430 2’08.0 2.5 3.0 3.9 4.0

UN,H+ (km Sil)

Avy,g+ (km s™1)

Fig. 5. N,D* centroid velocities (left) and line widths (right) as a function of the corresponding N,H* quantities. The Pearson’s correlation

coefficients are indicated within each panel.

that the N;H* column density towards the Ridge is a factor 1.5
larger than that measured towards the Shock. This may simply
reflect the decreasing amount of dense gas at the cloud outskirts
(from the Ridge to the Shock) and/or a larger compression of the
gas towards the Ridge. Indeed, here the shock velocities probed
by SiO reach even lower values (down to 39 km s~1: Cosentino
et al. 2019). .

The high DI;;? across the shock front may also be explained
by the presence of a population of starless cores. In this parallel
scenario, we speculate that the denser cooled-down post-shocked
material is not diffuse but is rather organised into low-mass
cores, whose formation may have been triggered by the shock
passage that compresses gas to high densities (Cosentino et al.
2019).

Furthermore, as shown in Fig. 4, the le\r];? estimates towards
the Shock (blue circle) and the Ridge (blue plus) are consistent
with those previously measured towards LMSCs (orange circles
Crapsi et al. 2005; Fontani et al. 2006; Friesen et al. 2013) and
LMPOs (Emprechtinger et al. 2009; Friesen et al. 2013, green
circles). However, as no evidence of deeply embedded proto-
stars has been found towards these regions (Cosentino et al. 2019;

A190, page 6 of 9

Barnes et al. 2021), we exclude the possibility that this putative
low-mass population could have already reached the protostellar
phase.

We note that the timescale required for a core to reach
le\r];? ~ 0.1 may be as short as 10* yr (Kong et al. 2015)
under the physical conditions of density and cosmic ionisation
rate similar to those estimated towards the shock in G34.77
(n(Hy) ~ 10° ecm™ and ¢ ~1071 s7!; Cosentino et al. 2019)
and if the H, ortho-to-para (OPR) ratio is <0.1. However, at
the relatively low angular resolution of our observations, it is
not possible to distinguish between the two scenarios described
above, namely of cooled-down diffuse post-shocked gas or a
population of low-mass pre-stellar cores.

Towards the Clump, we measure Dg;z[ ~0.09, which is con-
sistent with that measured towards G3 and previously reported
towards LMSC, HMSCs, and LMPOs (Fig. 3). The Clump
also has a relatively high mass surface density of 0.07 g cm™!
(~60 M, within the 34" beam), which is consistent with that of
G3. Towards this position, Barnes et al. (2021) report a NoH*
emission peak. As the source shows no signatures of point-like
emission at 4.5, 8, or 24 pum (Chambers et al. 2009) nor 1 mm
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(Rathborne et al. 2006) or 3 mm continuum emission (Cosentino
et al. 2019; Barnes et al. 2021), we exclude that the Clump may
be hosting deeply embedded protostars. Due to its mass, density,
lack of IR and mm continuum signatures, and high DfmcH value,
we speculate that the Clump may still be evolving into the state
of a centrally condensed pre-stellar core. However, it remains to
be established whether or not the gas is gravitationally bound
or whether or not it will fragment. We note that the Clump is
located in the immediate vicinity of the shock front, where the
shocked gas seen in SiO (Fig. 1) has already decelerated down
to 40 km s~!. However, the N,H* and N,D* centroid veloci-
ties are not consistent with that of the post-shocked material.
They indeed appear more in agreement with those measured
towards the inner cloud, that is, G3. We therefore speculate that
the Clump may have existed before the interaction with the SNR
and has only been marginally affected by the shock.

The NoH* and N»>D* line profiles

Table 4 shows the No,H* and N,D* centroid velocities, line
widths (full width at half maximum) and line peaks obtained
from the MADCUBA analysis and the Gaussian fitting method,
respectively. The two sets of parameters agree within the velocity
resolution of our observations (0.8 km s™). Figure 5 shows the
correlation plots between the NoH* and N,D™* centroid veloci-
ties (left) and line width (right) obtained from the MADCUBA
analysis. We see that the centroid velocities of the two species
are in agreement within the 0.8 km s~! velocity resolution. This
is also the case for the line widths of the species. The only
exception may be represented by the Shock, where the N,H*
emission is slightly broader (3.2 km s~!) than the correspond-
ing N,D* emission (2.7 km s™!). In the proposed scenarios, this
may be due to the fact that the N,H™ also probes gas in the act
of being compressed, while the N,D* does not. These putative
complex kinematics are marginally seen in the velocity wings in
the NoH* spectrum, but cannot be fully resolved at the current
velocity resolution. The presence of this additional unresolved
N,H* velocity component would result in the N,H* column den-
sity being slightly overestimated. Therefore, the Dy} N:H towards
the Shock may be even larger than what is reported.

5. Conclusions

We report observations of the N;H* and N,D* J = 1-0 emis-
sion towards five positions across the IRDC G34.77, namely a
massive core (G3; ‘Core’), different positions across the shock
front driven by the nearby SNR W44 (‘Shock’ and ‘Ridge’), a
dense clump (‘Clump’), and unperturbed cloud material (‘Ambi-
ent’). We measured D ;C across the cloud and compared the
obtained results with those typically measured in star-forming
regions at different evolutionary stages We find that towards
the Core, Shock, Ridge, and Clump, fraf is s1gn1ﬁcantly larger
than that measured towards the Ambient region (D ', 03)
and is several orders of magnitude greater than the cosmic D/H
ratio. We report enhanced Dg;? towards both the Shock and the
Ridge, where the gas is being compressed by the SNR-driven
shock. Towards these regions, we suggest that the N,H* emis-
sion may be a fossil record of the pre-shocked material that is
now being compressed by the shock passage. We also suggest
that the enhanced N,D* column densities — with respect to the
Ambient region — towards these regions may be associated with
the fast-cooling, much denser post-shocked material. Here, the
previously reported high densities enable a faster chemistry that

quickly causes CO to be depleted and boosts the formation of
D-bearing species in the gas phase. We also speculate that
the shock passage may have triggered the formation of a low-
mass starless core populatlon in the dense post-shocked material.
Here, the measured D, ZH may be produced towards these cores.
High-angular resolutlon 1mages are necessary to distinguish

between the possible scenarios. Finally, we measured Dgﬁ? ~0.1

towards the Clump, which is similar to that observed towards
starless cores, including G3. The source also has a mass sur-
face density similar to that typically observed in clumps with
the potential to harbour star formation. We speculate that this
clump may represent a starless core in the making but we find no
evidence that this formation was triggered by the shock passage.
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Appendix A: The HFS GILDAS fitting method

The HFS method in GILDAS is a fitting procedure that repro-
duces the NoH* and N,D* hyperfine structures in the regime
of optically thin and thick lines. In the case of optically thick
lines, the excitation temperature can be estimated together with
the total line optical depth and the centroid velocity. We applied
the HFS method to the N,H" and N,D* spectra in Figure 2. For
all the N,D* spectra, the HFS method indicates that the lines are
optically thin towards all positions. It is therefore not possible
to estimate Tex for this species. For the NoH* spectra, the HFS
method indicates optically thin lines towards all position except
the core G3. Furthermore, towards the Shock, Ridge and Clump,
the method also returns a poor fit. This is likely due to the pres-
ence of a complex kinematic structures not resolved at the low
velocity resolution of our observations. As a consequence, it is
not possible to estimate T, of NoH™ towards these positions.
The only spectrum for which the HFS is successful is the NoH*
emission towards the core G3, for which we report the best fitting
parameters in Table A.l.

Position T4 X7 v Av Timain
(GHz) (K) (kms™1) (kms™)
G3 5.5+0.1 41.600+0.005 2.1+0.1 1.48+0.1

Table A.1. Best-fitting parameters from the HFS method in GILDAS
applied to the N,H* spectra towards the core G3.

From these parameters, we estimate the excitation temperature
using the following equation (e.g. Punanova et al. 2016):

_hy (hv/k) -
Tex =7 [ln((TA <07+ I (Tog) 1)] : (A-D)

where v is the frequency of the component used as a reference
in the HFS fitting; J, (T, ) is the equivalent Rayleigh-Jeans back-
ground temperature (7Tp,=2.73 K); and 7 is the optical depth of
the main component. In the case of optically thick lines, T4 X T is
the total optical depth times the difference between the Rayleigh-
Jeans equivalent excitation and background temperatures, while
for the case of optically thin lines it corresponds to the main
beam temperature of the main component. From Equation A.1,
we estimate the excitation temperature to be Tx=7 K. This value
is consistent with that reported in other low-mass (Friesen et al.
2013) and high-mass cores (Fontani et al. 2011; Kong et al. 2016)
and towards other IRDCs (Barnes et al. 2016). Assuming 7Tex=7
K would lead to le\r];? values lower by less than 10% with respect
to those reported in Table 3 for Tex = 9 K.
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