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Keywords: We develop a Design and Analysis of the Computer Experiments (DACE) approach to the
Unit commitment stochastic unit commitment problem for power systems with significant renewable integration.
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For this purpose, we use a two-stage stochastic programming formulation of the stochastic unit
commitment-economic dispatch problem. Typically, a sample average approximation of the true
problem is solved using a cutting plane method (such as the L-shaped method) or scenario
decomposition (such as Progressive Hedging) algorithms. However, when the number of scenarios
increases, these solution methods become computationally prohibitive. To address this challenge,
we develop a novel DACE approach that exploits the structure of the first-stage unit commitment
decision space in a design of experiments, uses features based upon solar generation, and trains a
multivariate adaptive regression splines model to approximate the second stage of the stochastic
unit commitment-economic dispatch problem. We conduct experiments on two modified IEEE-57
and IEEE-118 test systems and assess the quality of the solutions obtained from both the DACE
and the L-shaped methods in a replicated procedure. The results obtained from this approach
attest to the significant improvement in the computational performance of the DACE approach
over the traditional L-shaped method.

1. Introduction

Renewable energy is a critical resource in power system planning and operations, accounting for more than half of new U.S. power
capacity installation [1]. As the fastest-growing energy resource in the United States [2], it offers several benefits for dispatch over
conventional resources. The growth is attributed to consistently decreasing installation and operating costs over the past decade.
Despite the economic and environmental benefits of renewable resources, their integration on a large scale brings forth several
challenges. For instance, the availability of intermittent renewable resources, namely solar and wind, depends on environmental
conditions. Consequently, the power generation from these sources exhibits large fluctuations over short time periods. Due to their
variability and intermittent nature, predicting generation from solar and wind resources is challenging. Therefore, deterministic
optimization frameworks that consider a single-point forecast of uncertainty as input [3] fail to capture the inherent stochasticity of
renewable resources. In this regard, Stochastic Programming (SP) approaches have been the subject of interest as they have proved
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to provide more realistic solutions while addressing the stochasticity of wind and solar [4]. However, an SP approach exacerbates
the computational challenges of optimizing large-scale power system planning and operations problems.

The Unit Commitment (UC) and the Economic Dispatch (ED) models are the main components of planning and operations in
power systems. The day-ahead UC problem determines the following day’s generation and operating reserve schedules. Formulating
UC problems as Mixed-Integer Linear Programming (MILP) models is a common practice. After the commitment decisions are set
for the generators and the reserve requirements are met, the dispatch levels of the generators are established as the actual operating
interval approaches by solving the ED problem. The dispatch levels are determined while maintaining a balance between supply and
demand and adhering to the physical constraints of the power systems components. ED models are typically formulated as linear
programming problems [5].

The techniques used to solve Stochastic UC (S-UC) problems have evolved since initially proposed by [6]. Decomposition tech-
niques for S-UC were pioneered by [7] using scenario-based schemes such as the progressive hedging algorithm [8] and later updated
by [9] with an augmented Lagrangian. Column generation algorithms, such as the work in [10] have been considered for small-scale
test instances with a small set of scenarios. Benders Decomposition (BD) has been applied in a deterministic scheme [11] and for
a robust formulation [12]. We refer the interested reader to [13] and [14] for a full review of the S-UC problems. Stochastic ED
(S-ED) problems have been frequently modeled with deterministic [15] or probabilistic [16] constraints, and solved using decompo-
sition methods such as Stochastic Decomposition (SD) [17]. Several articles leverage the decomposition-based SP framework to study
the combined stochastic unit commitment-economic dispatch (S-UCED) problem [18]. In these works, the UC problem is included
in the first stage to determine the commitment decisions. In the second stage, the ED problem is solved in response to a selected
commitment decision and a realization of the uncertainty. More recent research in [19] presents a stochastic and simulation-based
framework that uses the L-shaped method [20] to solve the S-UCED problem.

The SP models for S-UCED aim to identify commitment decisions that are well-hedged against uncertainty, primarily due to de-
mand and renewable generation. The S-UCED models use continuous random variables to model demand and renewable generation.
Therefore, the resulting expectation-valued objective function involves high-dimensional integration. For computational tractability,
a suitable representation of the underlying random variables is generated using sampling-based methods (e.g., Monte Carlo sampling)
a priori to optimization. A finite and fixed sample of scenarios represents the continuous random variables. The resulting optimization
problem is the Sample Average Approximation (SAA) [21]. Once the SAA problem is generated, decomposition (stage or scenario)
methods can be employed to solve the approximate problem. This approach has been used in several S-UC [22] and S-ED [23]
problems.

Traditional cutting-plane algorithms, such as the L-shaped method, generate affine lower bounding functions or cuts to approxi-
mate the expected recourse function value. These cuts are added to the master problem as constraints. As the algorithm progresses,
the size of the master problem grows linearly, and therefore, the computational difficulty grows significantly as the number of itera-
tions increases. In contrast to the stage-decomposition approach of the L-shaped method, the progressive algorithm involves solving
individual scenario problems, a primal aggregation, and a dual multiplier update step. However, the performance of progressive
hedging, particularly on S-UC problems, is known to be sensitive to the parameters used in the dual multiplier update step [24].
These decomposition methods apply only when the underlying support is finite or when the SAA problem is being solved. Given
the notoriously challenging NP-hard nature of stochastic MILP problems, solving realistically large-scale S-UCED problems remains
challenging.

An alternative approach to ease the computational effort is to apply design and analysis of computer experiments (DACE). The
DACE approach was first proposed by [25] and later suggested by [26] for SP models to accelerate the convergence over the
traditional methods. The use of the DACE approach has shown to be appealing in solving certain two-stage SP models, such as the
work studied in [27]. This approach exploits a metamodel as a surrogate to approximate the expectation-valued objective function
of the SP model given the design parameters. An optimally equivalent value function using MARS is presented in [28]. Several other
papers have also benefited from a DACE-based optimization approach to solve their complex models [e.g., 29,30].

To construct the metamodel, one must implement two primary steps: (1) use an experimental design to select a set of sample
points that cover the parameters’ feasible region known as the design space, and (2) fit a statistical model to the output of the
observed sample points [31]. The common Design of Experiments (DoE) techniques that can be used to fill the design space include
Latin hypercubes, orthogonal arrays, and number-theoretic methods. The Latin hypercube design was first proposed in [32]. Later,
[33] extended the design for the case of a continuous range of each variable using a uniform distribution over each interval. For a full
review on selecting an appropriate experimental design and statistical model for constructing a metamodel, we refer the interested
reader to [34].

In an optimization model, such as SP models, constraints form a feasible region that is not a hypercube, unlike the aforementioned
DoE approaches. Consequently, developing a DoE approach to represent the design space in an SP model is not straightforward and
requires exploiting properties of the first-stage decision space. The authors are aware of only one other research paper that develops
a DoE approach over a feasible region that is more complicated than a hypercube. Specifically, [35] develops a mixed design that
handles the specific constraints in the commercial airline fleet assignment problem.

As for the statistical modeling step, common statistical methods include but are not limited to regression trees and Multivariate
Adaptive Regression Splines (MARS). MARS as a non-parametric algorithm was first proposed by [36], which creates a piecewise
linear model to discover the relationships between a response value and the predictors that are additive or involve predictor inter-
action effects. To our knowledge, our suggested approach is the first DACE-based optimization that considers the actual structure of
the UC decision space to create a DoE algorithm. Moreover, our DACE-based optimization provides a flexible approximation of the
UC model, which can be globally optimized [30].
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It is worthwhile to note that unlike the decomposition methods (L-shaped and progressive hedging), the DACE approach does not
rely on the finiteness of the underlying stochastic process. In this regard, DACE approaches may aim to solve problems that do not
necessarily approximate the uncertainty with a finite discrete support set.

Compared with existing literature, the main contributions made in this research are as follows:

+ We present a heuristic DACE-based optimization approach that uses a metamodel to approximate the expected recourse function
in the two-stage S-UCED model. The first stage of the formulation corresponds to the unit commitment. We determine these deci-
sions before observing a realization of the uncertainty in renewable generation. Subsequently, we model the dispatch procedure
in the second stage. The second stage responds to a fixed commitment decision and a realization of the uncertainty in renewable
generation. To the best of our knowledge, our work provides the first application of the DACE approach to the S-UCED problem.
Moreover, we customize our approach to take advantage of the special structure in the first stage to generate the DoE for the unit
commitment problem. We utilize these features to predict the second-stage recourse function value. Although this approach is
developed for the S-UCED problem, it is likely applicable to other systems with a finite set of machines or devices with minimum
and maximum on and off periods.

We fit our statistical model for the expected recourse function using MARS. This model controls the number of subproblems
to solve in the second stage, which is impossible to track in traditional cutting-plane algorithms such as the L-shaped method.
In addition, our model develops an understanding of the relationship between the recourse function and the input space. In
particular, the relationship between commitment decisions favors developing special features on how long the generators operate
and their status in certain periods based upon changes in renewable generation. This can also assist in identifying the generators
that have the most impact on the potential operating costs.

We compare our results with the well-recognized L-shaped method. Using the DACE approach reveals a significant reduction
in the computing time over the traditional L-shaped method on two standard test instances with a large set of scenarios. This
allows the system operators to make planning and operational decisions within the tight time frame in the electricity market.

The rest of the paper is organized as follows. In Section 2, we present the UC model. Section 3 provides a general framework of
the S-UCED model, a comprehensive description of the DACE-based approach used to solve the problem, followed by presenting the
numerical results in Section 4. Finally, we conclude the paper in Section 5 with a brief discussion on future trends.

2. Problem formulation

This section presents the first stage problem, i.e., the UC problem formulation. For our purpose, we consider a power system
with buses (nodes) denoted by /3 and transmission lines denoted by w. We denote the subset of nodes that connect to loads by
D. Finally, we denote by G and R the sets of conventional and renewable generators, respectively. We use 7 to denote the set of
decision epochs within the problem horizon. The presented UC formulation is based on [37]. This formulation uses a state transition
concept that emphasizes the transition of the generator status between two consecutive time periods, leading to better performance
in longer planning horizons with variable demand patterns compared with those in the literature. Our DACE approach exploits this
formulation to obtain reliable information on the potential operating costs and the detailed status of the generators in extensive
horizons. For a generator g € G, we define the state decision variable x, ,. It takes a value of one if the generator remains operational
in time period 7 € T'; otherwise, it takes a value of zero. Binary variables s,, and z,, denote the generator start-up and shut-down
variables, respectively. These variables take a value of one if the generator is switched on (or off) in time period ¢ € 7, and zero
otherwise. Using these variables, it is possible to represent the transition of the generator state in one period to the next on a network.
With this perspective, the state transition is captured by the following flow balance equation:

Sgio1FXg 1 = Zg Xy, Vgeg, teT. (@)

The common constraints incorporated in the UC problem capture the restrictions imposed by the underlying physics. The mini-
mum downtime/uptime constraints enforce the requirement for a unit to stay on/off for a minimum amount of time. These are given
by

t—1

Y e SXg, Vgeg, teT, (2a)
i=t—UTg+l
t
> seiS1=xgpr, Vgeg, 1eT. (2b)
i=t—DT,

g

Here, UT, and DT, are the minimum uptime and downtime limits, respectively, that are characteristic of a generator g. Constraint
(2a) ensures that a generator that is operational in time period 7 — 1 and continues to be operational in time period 7 (i.e., x,, = 1)
could have been turned on at most once in the previous UT, — 1 time periods. Similarly, constraint (2b) suggests that if a generator
remains operational, it cannot be switched on again in the current time period ¢ or the next DT, time periods. In our formulation,
the generator cannot be turned on and off simultaneously; therefore, UT, > 1 and DT, > 1.

We define two variables to capture the generation amount in the UC problem. The use of two separate generation variables allows
us to capture all necessary information to formulate the system reserve requirement. Specifically, the first variable, denoted by G;J,

3
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captures the amount of generation beyond the minimum capacity of an operational generator (denoted by C,). Since we consider a
stochastic setting, we may revise the generation amount determined in the UC stage during dispatch. Furthermore, the committed
generators can also act as spinning operating reserves to cover the discrepancy between the forecast and actual renewable generation.
The second variable captures the maximum generation that a generator can produce to cover any shortfall in renewable generation.
We denote this variable as Eg,t. Typically, the power system operators require a certain minimum amount of spinning reserves to be
committed to the UC problem. We denote the required reserve amounts by p,. These maximum generation decision variables must
satisfy

2 G2 < LD éi,,> +p, ViET -

geg ieD i€ER

where CU},-,, is the forecast of renewable generation from i € R, and D, is the demand at node i € D. The term in parentheses on the
right-hand side of the inequality (3) is often referred to as the net demand that represents the amount the generation expected to be
met by the conventional generation resources.

The maximum generation Eg,, and the generation amount G{’U are variables related to the on and off status of the generator
through the following constraints:

Gy 2 Gé,t +§g(sg,f + xg,r) Vg eqg, te T, (42)

gt =
Gy <Cy(sg,+ X )+ (S, — Czp i Vgeg, teT. (4b)
In the above, Eg is the maximum generation capacity when g is operational. Additionally, Eg and S, respectively, denote the max-

imum and minimum capacity that a generator must meet upon startup and before it is shutdown. The following demand constraints
ensure the expected net demand is met by the committed conventional generators and is presented as follows:

D (Gl +Cylsg, +x, ) 2 ( DTEDY G“,,,>Vt eT. (5)

g€g i€D ierR

Finally, the ramping constraints relate the generation amounts from one time period to the next for all the committed conventional
generators. These constraints are given by:

Gy =Gl | S Sgsg,+ Ry +Cpxy, VgEG tET, (6a)
Gl =Gl S(Sy—Czg, + Ryxy, VgeC. teT, (6b)

where ﬁg and R, are the ramp-up and ramp-down limits. Constraint (6a) ensures that the increase in the generation output of the
remain-on generator is limited by ﬁg. On the other hand, the generation of a generator that is switched on is bounded by gg. Notice

the use of the maximum generation variable Eg,, in formulating the ramp-up constraints. This is done to ensure that there is sufficient
ramping capability even when reserves are needed. The constraint (6b) ensures that the decrease in the generation of a remain-on
generator is limited by the ramp-down limit R,. The constraint also ensures that a generator that is switched off in time period ¢
does not generate more than §, in the previous time period.

Once the commitment decisions are made, these decisions are passed to the second stage, where an ED problem is solved. Notice
that we only use the commitment decisions w = (x, .S, ;s Z, Jvgecser @S the linking variables, and generation decisions can be
revised in response to the observed scenarios of the renewable generation. We refer the reader to Appendix A for the full table of the
parameters and decision variables, and Appendix B and Appendix C for the formulation of the ED as well as the detailed combined
S-UCED problem.

3. The DACE approach

For the purpose of illustrating our DACE solution, we use the following general two-stage SP form with a mixed-binary first stage
and a continuous recourse.

min f(u,v) :=c(u,v)+E{Q, &)} (7a)
stue VU :={u satisfy (1) and (2)}
wv) ey ={W,v) satisfy (3) — (6)},

where the uncertain demand and renewable generation is represented by &, and the recourse function is the optimal value of the
following problem:

O(u, &) =min d(y, &) (7b)
stWy=r()—Tu, y€ Rff.
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Step 1. Identify a numerical
feature space to represent the
commitment decisions u

Step 1. Identify the region of
study x

Step 2. Create the
experimental design

Step 2. Experimental design on
the commitment decisions u

Step 3. Run the computer Step 3. Solve the second stage
experiments to obtain y problem Q

Step 4. Estimate the output
function from the experiments
with y

Step 4. Estimate the expected
recourse function with @

Step 5. Use ¥ to make a Step 5. Solve the master
decision problem /(u,v)

(a) DACE approach (b) DACE ap-
procedure proach for SS-UCED

Fig. 1. The detailed steps of the DACE approach.

In the above general form, we distinguish between the binary commitment decision variables, u = (X, ;, S . Z 1Jygeg e7» and first-
stage continuous decision variables captured by v = (Gz/z,t’ G, vgecier - The second-stage continuous decision variables, denoted by
y, are determined adaptively after the realization of the random vector & denoted by ¢ is revealed. We assume that the £ is defined
over the probability space (£, F, P), where E is the sample space and corresponds to the set of random variable outcomes, F is the
sigma-algebra, and P is the probability measure function. Notice that the two-stage SP form of S-UCED satisfies fixed and relatively
complete recourse. The former implies that the recourse matrix W is deterministic. The latter implies that the second-stage program
is feasible for any first-stage decision (u,v) € V and observation & € E. The feasibility of the ED problem is attributed to the ability
to shed excess generation and curtail load (see (B.4) and the subsequent discussion). Relatively complete recourse is desirable in
DACE as it allows us to utilize most of the design points generated by the experimental design, as we will see later in the section.
Design of experiments is typically conducted using variables in which every permutation of the variables has a numeric response.
Consequently, when using DACE for two-stage stochastic programming, we wish to have a design of experiments over a large subset
of the first-stage variables such that both stages are feasible and that the recourse function yields a numeric response value. Relatively
complete recourse will yield a numeric response value for each design point that is feasible in the first stage. In S-UCED, notice that
only the right-hand side of the second-stage constraints has random elements (random demand and renewable generation). However,
determining a design of experiments in which every design point is feasible in the first stage may be challenging. In this research,
we construct a design in which every point satisfies (1) and (2) but may be infeasible for (3) - (6).

A high-level DACE framework is introduced in [26] that describes a rigorous numerical solution method for high-dimensional SP
models. In general, computer experiments involve adapting the original physical experiment with the same concepts that consist of
defining the study region, identifying the appropriate experimental design method, collecting the data, conducting the data analysis
and ultimately drawing conclusions based on the analysis. We refer the interested reader to [38] for more details on design and
analysis of experiments. However, the applicability of this general framework to the S-UCED problem is not straightforward, so
in this research, we exploit the special structure of the S-UCED problem to develop a customized DACE-based approach. Fig. 1a
illustrates the high-level framework, and Fig. 1b summarizes the adapted version of this approach applied to the model in (7). One
challenge of applying the DACE approach to the S-UCED problem is that the input (x) and output (y) of the algorithm in the DACE
approach are generally assumed to be numerical. In our case, the region of study in the first stage (7a) is a binary space. To tackle the
intractability of modeling over a high-dimensional binary space, we introduce a numerical feature space to represent the commitment
decisions. In addition, the numerical feature space allows us to use the MARS statistical model as an approximation. Further, DoE
ideally desires an orthogonal space, which includes no multicollinearity in the feature space to enable causal modeling. Since the
constraints in (7) directly impose collinear structure, DoE is conducted over a more controllable space from which the commitment
decisions are derived and then used as input to the second stage optimization problem to obtain feasible recourse values for Step 3 in
Fig. 1b. These recourse values are then used to obtain the predicted value of . The resulting MARS statistical model that estimates
the expected recourse function can then be globally optimized.

3.1. Defining the feature space

In this section, we describe Step 1 of the flowchart in Fig. 1b. For the DACE process, the feature space must be appropriately
specified to enable a good estimate of the recourse function in Step 4. In our case, the most straightforward feature space consists
of (xg,,sg,, zg,) for every unit g at time period ¢ that satisfies the first stage constraints of (7a). However, there are three concerns
with employing the commitment decisions directly as the DACE feature space. First, the original binary space is high-dimensional,
involving 3|G||T | variables. Second, these features are binary, and while it is possible to conduct DoE for a binary feature space, this
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generator 1 status

0 5 10 15 20
Time period

Fig. 2. Commitment status for generator 1 in a 24-hour period.

will not enable a good approximation in Step 4 in the DACE approach. Finally, as previously mentioned, the commitment decisions
are collinear variables. This is specifically noticeable in the state transition constraints (1) that link these variables and the minimum
downtime and uptime constraints (2). The inevitable multicollinearity of such a large number of predictors renders a good DoE
impossible and would result in an unstable approximation model in Step 4 [39,40]. To overcome these challenges, we partition the
day into time intervals denoted by . For each interval i € T, we use 7; to denote its time periods. For any time interval i, we define
a numerical input space by introducing nonnegative integer features w,; that capture the number of time periods at which unit g
remains on within that interval. The new commitment linking feature space has |G||I| variables. These variables are mapped to the
first-stage variable space through the following constraint in the optimization model.

wy=Yx, VgEC Viel ®
teT;

Moreover, because power system problems, particularly solar generation, typically have daily cyclical characteristics, the partitioning
of the day into time periods can be done with consideration of a daily cycle. We present such a partitioning in Section 4.

3.2. Generating the experimental design

This section details Step 2 of the flowchart in Fig. 1b. In general, the DoE procedure, which selects a set of sample points, requires
specification of the range on the feature space over which the DoE is constructed as input to the optimization model. Given our
feature space defined by the commitment linking variables w,;, the challenge here is identifying a reasonable range as is normally
determined in a traditional DoE procedure. Specifically, a DoE for the first-stage S-UCED problem that selects sample values of
w,; without regard to the UC decision constraints, namely (1)-(2), will likely lead to many points that violate these constraints.
Consequently, instead of directly constructing DoE over the w,; variables, the available generator data can be utilized to identify
the consecutive periods of uptime and downtime. DoE is then used to sample hypothetical sequences of uptime and downtime
for each generator, and the commitment linking variables w,; can then be calculated based on these sequences. Let the minimum
length of consecutive periods required for generator g to remain on and off be MinUT, and MinDT,, respectively. This definition
is synonymous with minimum uptime and downtime discussed in the UC problem. Subsequently, let the maximum number of
consecutive time periods that generator g requires to remain on and off be MaxUT, and MaxDT,, respectively, over the course of the
24-hour horizon. In our experiments, we have set MaxUT, = T,Vgeg, and MaxDT, = T,Vgeq.

For each generator g, we use MinUT, and MinDT, data to identify the maximum number of changes in the commitment status
of each generator from remaining on to remaining off and vice-versa. For instance, if MinUT, is two hours and MinDT, is one hour,
then there can be at most fifteen status changes in a 24-hour horizon, with at most seven switch-on and eight switch-off changes.
We denote by Q, to be the maximum number of switch on or switch off status changes. Furthermore, we introduce w, and @, to
denote random variables in the experimental design process that correspond to the uptime and downtime, respectively. The random
variable 5g is defined over the support [MinUT,, MaxUT,]. Similarly, @, is defined over the support [MinDT,, MaxDT,]. We can
generate a sequence of 2 X Q, outcomes using these random variables. If the generator remains on during a current time period 7,
and is off in the next time period 7 + 1, the unit must have been switched off at the beginning of period 7 + 1; i.e., z,,.; = 1. We can
obtain the switching on of the unit g denoted by s,, in a similar manner. Therefore, the corresponding values of z,, and s,, can
be derived from the value of x,, for the unit g at a particular time ¢. We leverage this fact in constructing the LHS design. Notice
that an observation is a realization of the duration of uptime and downtime sequences for a generator. Given an observation, we
can construct the features (UC decision vector) of (xg,,, Sgs zg’,) for the entire 24-hour horizon. We capture this construction using a
mapping ¢ which we illustrate through an example. Consider the following observation (9g =(2,5,12,5,0,0). The feature values are
shown in Fig. 2. Notice since w, ; =2, the generator remains on for the first two time periods, and it’s switched off in the third time
period; therefore, Zg3= 1. Since w,. = 5, the generator remains off until t = 7. It is then switched on, resulting in sg7=1

We simulate Q, outcomes of @, and w, and arrange them in an alternating order. We refer to the resulting sequence as an

g

observation. If {w are the simulated outcomes of @, and {@, |, @, 7, --. ,qugg} are the outcomes of ,, then an

0@ 20 Lo 1
observation will have the following form:
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O = (@, 1, @g 1, @ 5, Dy, ’Qg,szg’a’g,ﬂg)~

We use Latin Hypercube Sampling (LHS) design [33] to generate a set of N observations. An experimental design is a matrix,
with columns representing the different dimensions of the design space and the rows representing the realized sequences. Here,
the dimension of the design space is 2 Y, ¢ to accommodate both the observations for all the generators. For our LHS design, we
generated N observations (N rows in the design matrix). The experimental design is standardized to a range of values between 0
and 1. For a column representing uptime for a specific generator, the value is scaled to its support, i.e., [MinUT,, MaxUT,]. Similarly,
if a column represents downtime, the value is scaled to its support [MinDTg,MaxDTg]. Since we consider one-hour time steps, we
round the resulting realization to the nearest integer. We summarize these steps in Algorithm 1.

Algorithm 1: Experimental design with LHS.

Input: Generator data MinUTg,MaxUTg,MinDTg,MaxDTg, Qg for {g € G}; the number of observations, N.

for {g € G} do
Step 1. Construct a LHS design with dimension 2Q,; with interval [MinUT,, MaxUT,], [MinDT,,MaxDT,] for random variables @, and @y respectively;
N discritizations (levels).

Step 2. Construct observations (‘);.
Step 3. Compute d)((‘);) = (x;r, S;r’ z;,).

Output: Features (UC decisions) for all generators and time periods.

The final sampled set of DoE points must lie within the feasible region of the first stage (7a). Specifically, while a DoE point, say
u, generated in Step 1 of Algorithm 1 lies in U, we need to verify that the set ¥V # @ with u = . To ensure that DoE points satisfy
the above requirement, we solve the following mean value problem, which provides optimistic solutions for (7).

min_ f(u,v) :=c(u,v)+ 0w, &), 9
(wv)ey

where E{} = . The optimal objective function value of the mean value problem provides a lower bound for the expected recourse
value. This follows from the fact that Q is a convex function in &, allowing us to invoke Jensen’s inequality [21]. Hence, we use the
optimal commitment solutions of (9) as a baseline for our DoE procedure to identify the conventional generators that always remain
on (i.e., Xg = 1 for t € T). This approach retains feasibility of commitment decision u with respect to (1) and (2) that are specific
to individual generators. Therefore, these solutions are used to initialize the DoE approach. Note that solutions that are first-stage
feasible and yield non-empty second-stage feasible region can serve as DoE points. Nonetheless, while this approach may encourage
first-stage feasibility of constraints in (3) — (6), it does not guarantee that every design point is feasible. Approaches alternative to
the mean value solution are worth a complete discussion and are recommended for future research.

3.3. Approximating the recourse function

This section describes Steps 3 and 4 of the DACE flowchart in Fig. 1b. Once we simulate the design points and map them to the
commitment decision space of (x,s,z) in Step 2, we solve the second stage problem (7b) to obtain the corresponding recourse values
Q for each observation » in Step 3. Similarly, for each observation n, w" is calculated using (8). Consequently, the data defined by
the tuples {w", OQ(x", s",z")}nN: | are used to estimate an approximate recourse function O(w) in the w domain. The MARS approach
provides an accurate approximation of the relationships between the predictor variables for complex optimization models [29,41].
To approximate the second stage problem in Step 4, we use the MARS approximation to fit to the recourse response values, Q,
with the aforementioned data. Because MARS is non-interpolating, we need not be concerned with multiple w-vectors with different
associated second-stage objective values.

The MARS statistical model is a weighted sum of basis functions We can write the MARS model for the expected recourse function
accordingly:

J

O(w)= " a;B;(w), (10)

Jj=0
where B (W) and a ; are the j-th basis function and the coefficient, respectively. The basis functions can be the form of a constant,

a univariate hinge function, or a product of two or more univariate functions. In our case, we can write the j-th basis function as
follows:

M;
B;(wW) =[] bW, an
m=1

where M is the number of univariate hinge functions b,, ;. The univariate hinge functions have a cutpoint value (or knot) k at which
the O function bends and modeled as

bm,j(w) = maX{O, i(wgi(m,j) - km,])} (12)
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To train the model in the MARS procedure, a single point across the range of the input values, w, is selected where two different
relationships between the commitment values and the recourse function yield the smallest error. The set of candidate basis functions
is chosen iteratively, basically a collection of the predictor variables w,; and the knots. Truncated linear basis functions are added
until the MARS model that best fits the data is achieved using a lack-of-fit criterion and also a specified maximum number of basis
functions. Subsets of basis functions are explored until we reach a balance of bias and variance in the model. For more information

on MARS, see [27] and [36].
3.4. Optimization of the approximated S-UCED model

Consider the S-UCED problem in (7) again. The derived predicted model in Step 3 is an approximation of the expected recourse
function, i.e., O(w) ~ E{Q(u, )}.

The last step in the DACE approach is to optimize the resulting model, which consists of the first stage cost function as well as
the MARS approximation O(w) for the second stage.

min f(u,v) :=c(u,v) + O(w) 13)
stuel,(u,v)eV

wy=Y X, VEEG Viel
teT;

It can be shown that if Q(w) is constructed using a non-smooth and Two-way Interaction Truncated Linear (TITL) form of the MARS
function, (13) can be formulated as a Mixed-Integer Quadratic Programming (MIQP) model and therefore, globally optimized. For
each univariate basis functions, b, the MIQP uses a binary variable indicating whether the w term is above or below the knot k
and a continuous variable to represent the value of the basis function. In general, the complexity of both the MARS model and the
corresponding MIQP is based upon the complexity of the recourse function Q. For a full description of using MIQP to formulate and
solve Q(w), we refer the interested reader to [30].

3.5. Solution quality assessment

Let us revisit the S-UCED problem in (7). For computational tractability, the expectation in the objective function is often replaced
by a sample average computed using a set of random scenarios Z,; C = of demand and renewable generation. Here, ' is the size of
the random sample. The resulting problem is the SAA of the S-UCED and is written as

. |
fr@,v)= Jmin_ {cm,v)+ = g{ Ou,&)}. 14)

We denote the optimal value of the true two-stage SP model and the SAA by ¢* and a:,, respectively.

Since the sample is generated randomly, the resulting solutions and values are stochastic. Therefore, assessing the quality of
the solutions obtained from the optimization process is necessary. A multiple replication-based procedures was introduced in [42]
for assessing the quality of solutions obtained from a sampling-based approach. Later, the term SAA was proposed by [43]. As
presented in [42], in an M -replicated procedure, we generate M samples of independent identically distributed (iid) observations
{ 5;",5;", 5;'} }, each of size n’. Using these observations, we construct and solve (14) to obtain (u:;m,v:;m ) and a:;'" , which denote
the optimal solution and value for each sample, respectively. An estimate of [E{a:, }, which is a lower bound for the true optimal
value a* can be estimated by L,/, given by

M
1
Ly=+- > ain. (15)
m=1
The upper bound, E{ f (i, ¥)} with a suboptimal solution (i, ¥), can be estimated using an evaluation sample of n”” iid observations

m gm ..,&Mm ) simulated independently of the optimization set of n’ scenarios. In particular, for u*;",v*;" at the m-th replication we
1 2 Vl” y n/ n!
have

n/!
Uy = ey v + =5 3 0, v, &), (16)
Jj=1

It is preferred that the evaluation sample size be significantly higher than the optimization sample size, i.e., n’/ > n’. For M replica-
tions, the upper bound estimate can be immediately computed as

M
1 m
Up =52 Unhe a7
m=1

Let ai and 0'12/ be the standard sample variance of L,, and U,, respectively. We can compute a (1 — a)-confidence interval (CI)

on the lower bound and the upper bound estimates as:
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Fig. 3. Power at solar generators for the IEEE-118 system vs time.
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VM
where {,, is the (1 — a/2) quantile of the standard normal distribution. We can define the worst-case optimality gap, which we refer

to as the pessimistic gap, as the difference between the upper end of CI;; and the lower end of the CI;. If the pessimistic gap is
acceptably smaller than a threshold, then the SAA procedure is terminated with a statistical guarantee on the optimal objective value.

Cl=[L,+ (18)

; Cly=[Upx

4. Numerical results

For our case study, we conduct experiments on two modified IEEE-57 and IEEE-118 bus systems. The data for these bus systems
are available online in [44]. The IEEE-57 system has 7 generators of which 5 are conventional, and the remaining 2 are renewable
(wind) generators. The IEEE-118 bus system has 54 generators of which 36 are conventional, and the remaining 18 are wind and solar
generators. The scenarios of wind and solar generation are a simulated sample with size n = 1000. These scenarios were generated
using a Vector Autoregressive (VAR) model whose parameters were estimated based on the historical data provided in [45]. The
model parameter estimation and simulation were conducted on the R platform using vars and MTS packages. The LHS algorithm
as well as fitting the MARS model is also performed in R. The optimization procedures for both the DACE approach and L-shaped
method are conducted on a C/C++ platform with CPLEX 12.9 as the solver on a Linux-based server running Ubuntu version 20.04.4
with a 3.60 GHz 8-Core Intel processor with 64 GB RAM.

In the original x space for the modified IEEE-57 bus system, there are 360 features for the 5 conventional generators, and the
modified IEEE-118 bus system contains 2,592 features, which represent the 36 conventional generators over the 24-hour planning
horizon. For the dimension of the w variables, we observe the patterns at the energy output of the simulated time series for different
renewable generators that have a direct impact on whether conventional generators have to be operational or renewable units are
adequate to meet the demand at that certain time period ¢. As illustrated in Fig. 3, solar power forecasts demonstrate a pattern of
zero from time period r =1 to t = 7. The peak of solar power is shown to be between t =8 and ¢ = 17, and finally from ¢ = 18 to
t =24, we observe zero power once more. Based on these patterns, we set I =3 at different time lengths of |7;| =7, |7,| = 10 and
| 75| =7 for each generator g. This results in 108 features in the w space for the modified IEEE-118 bus system and only 15 features
for the IEEE-57 system. Specifically, the dimensionality reduction procedure allows the implementation of the LHS algorithm on 15
and 108 features instead of the original 360 and 2592 decision values for IEEE-57 and IEEE-118, respectively.

4.1. DoE procedure

In order to implement Algorithm 1, we consider 2 X Q, = 6 as the overall number of remain-on and remain-off time periods for
generator g. We have also set MaxUT, = 24 and MaxDT, = 24. As a rule of thumb, one might start with at least 2-3 times the number
of features for the number of observations. For the commitment linking space, we initially consider » = 300 observations in the DoE
process. Eliminating the observations that represented infeasible first-stage solutions in the IEEE-118 bus system due to constraints
in (3) - (6) leaves us with 205 feasible design points. We noticed that out of the 108 predictors for this system, at most 20 of them
were selected to appear in each MARS model. This means the required dimension was greatly reduced, and the 205 observations that
were employed in our feasible experimental design were more than enough. The IEEE-57 bus system had no infeasible first-stage
solutions, so all the design points were used. Once the sampled commitment decisions are obtained via the experimental design, we
conduct the experiments in the following sections with M = 30 replicated scenarios of sample size n’ = 1000.
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Fig. 4. Number of interaction terms for 30 replicated MARS models for the IEEE-118 system.

4.2. Optimization of the expected recourse function

The second-stage problem (7b) is solved using n’ = 1000 generated random scenarios using the 300 design points for the IEEE-
57 system and the 205 sampled design points as first-stage solutions for the IEEE-118 system. The expected recourse function is
estimated to be the average of the second-stage recourse value over these scenarios.

4.3. MARS models

We use the earth package in R, Version 1.2.5033, to conduct the MARS algorithm in order to predict the expected recourse
function. In our procedure, we observe that the replications merely differ in the interaction terms and not the main effects (i.e.,
the hinge functions are the same). Fig. 4 illustrates the number of interaction terms for the 30 replicated MARS models. While the
average “R-squared” remains around 0.98 across the replications, the number of interaction terms varies between 13 and 19. The
MARS procedure automatically chooses which variables are the most important ones to use, the positions of the knots in the hinge
functions, and how the univariate hinge functions are combined.

4.3.1. Interpretability of MARS models

The constructed 30 MARS models help us interpret how the committed generators impact the operating costs as mentioned in
the contribution. In particular, Fig. 5 captures the solution found using the first replicated MARS model at different time periods in
the 24-hour horizon for IEEE-118. This figure shows that 11 of the conventional generators (out of 36) remain offline in the second
part of the day (75) in the presence of renewable energy. By contrast only 5 generators are offline in the first part of the day (7;), and
no generator is offline in the third part of the day (73). The presence of online generators in the first and third parts of the day is
to compensate for the absence of renewable generation as seen previously in Fig. 3. For an example of the interaction terms at this
replication and the plots of the one-way and two-way interactions, we refer the reader to Appendix D.

4.4. Optimization of the S-UCED model

Once we obtain the predicted recourse function, we can set O as an approximation to the second stage problem (7b) and
alternatively solve (13). Across M = 30 replications, we use the resulting optimal solutions as an input to solve the original S-UCED
model using (14). This is our lower bound estimate, which we refer to it as the predicted value.

Since (14) has finite support, we can use the L-shaped method to solve the SAA problem. We use the results as a basis of
comparison for our DACE-based approach. The SAA instance is solved using a sample size of n’ = 1000 across the M replicated
scenarios terminated at ¢ as the optimality gap. This gap is defined as the difference between the in-sample upper and lower bound
within the acceptable tolerance of ¢ in the L-shaped optimization process. The results of solving the IEEE-57 and IEEE-118 instances
with the two methods are summarized in Table 1. This table presents the predicted value, L,/, for n’ = 1000 which prescribes a
solution for S-UCED, and the out-of-sample bound, U,», which we refer to as the validated value for n”" = 10,000, along with their
standard deviations. We set ¢ = 5% for the IEEE-57 instance. During the experiment, we noticed that the L-shaped method for this
instance led to termination of all replications before it reached optimality, even with an imposed time limit of 12 hours for each
replication; hence the results are reported with an average optimality gap of 17% for this example. The last column of Table 1 shows
the average computational time. This time includes the overall time of executing each step of the two methods. Notice that the
DACE approach reduces the overall computational time significantly compared to the L-shaped method for this example. We have
also reported the pessimistic gap percentage in Table 1. As observed in the table, DACE does not necessarily offer a cheaper solution
which is evident in the IEEE-57 results. However, DACE yields more consistent solutions in both instances compared to the L-shaped
method as the lower standard deviations and lower pessimistic gap suggests. In other words, although the quality of the average
solution measured by the validated value seems better in L-shaped for the IEEE-57 instance, the pessimistic gap percentage suggests
that there is a much larger difference between what the optimization process in the L-shaped method predicted for the objective value
and what was validated. For the IEEE-118 instance we noticed that within 5% of optimality, the DACE approach not only presents
a lower predicted value than the optimal predicted value using the L-shaped method, the validated value for the DACE approach is
on average 2% better than the L-shaped method, which is nearly 2 standard deviations. The pessimistic gap percentage for IEEE-118
is also significantly larger than the DACE approach. In this case, in order to allow the L-shaped method to find solutions that were
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Fig. 5. Operational status of the conventional generators for replication 1 in the three time parts of the day (IEEE-118 bus system).

Table 1

Results from DACE vs. L-shaped for IEEE-57 and IEEE-118.
Algorithm Predicted value (L,,) Validated value (U,) Pessimistic Avg. time (H:M:S)

(std. dev.) (std. dev.) gap (%) (std. dev.)

IEEE-57
DACE $1,366,288.073 (1263.72) $1,366,086.32 (1169.22) 0.05 01:22:04.86 (00:02:08.99)
L-shaped (¢ = 5%) $1,251,309.07 (12995.34) $1,357,886.94 (77086.66) 10.22 12:00:34.02 (00:00:10.67)
IEEE-118
DACE $ 20,342,422.56 (3758.87) $20,313,343.16 (3,184.38) 0.12 03:48:42.43 (00:00:55.75)
L-shaped (¢ = 5%) $ 20,405,894.14 (46023.65) $ 20,705,285.06 (209,893.44) 1.89 01:23:33.17 (01:06:02.14)
L-shaped (e = 1%) $ 20,358,113.92 (34,892.90) $20,630,973.13 (209,050.50) 1.75 07:29:39.26 (04:24:58.67)

more competitive with those of the DACE approach, we additionally solved the problem using L-shaped with ¢ = 1%. Despite setting
a substantially lower optimality gap, the L-shaped method failed to outperform the solutions of DACE. This resulted in significantly
longer computational times for each replication where half of them timed out after 12 hours, and the best average gap of 1.03%
across all the replications was reported. As mentioned, the solutions obtained from the DACE approach show closer predicted and
validated values as well as lower variability compared to the L-shaped solutions for both examples. This can be attributed to the fact
that the replicated MARS models have low sensitivity toward the 30 replicated scenario sets as demonstrated in Fig. 4.

Next, we report the detailed average time results for each step of the DACE and L-shaped procedures in Table 2 and Table 3. Note
that in both test systems, for the L-shaped method, solving the subproblems accounts for a considerable portion of the computational
time. Since in the DACE approach, the commitment decisions in the first stage are generated using the proposed experimental design,
the computational time to solve the recourse function is highly consistent with very little standard deviation, and in the cases of the
IEEE-57 instance and the IEEE-118 instance with ¢ = 1%, considerably shorter on average compared to the L-shaped method (refer
to Step 2 of average time for the DACE approach and the L-shaped method).

As depicted in Fig. 6, the mean differences of the IEEE-118 system’s out-of-sample estimate (validated value) for the L-shaped
method (e = 1%) show a large variability across the 30 replicated values. This figure further demonstrates the consistent performance
of the solutions using DACE.

5. Concluding remarks and future work
In this paper, we presented the first application of a DACE-based statistical approach to optimize the S-UCED with uncertainties
in renewable generation. We proposed a creative, experimental design sampling specifically developed to simulate the first-stage

decisions and solve the second-stage continuous recourse values. We presented a MARS approximation to predict the second-stage

11
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Table 2
Computational Time for the DACE and L-shaped procedures (IEEE-57).

EURO Journal on Computational Optimization 12 (2024) 100089

Step  Description Avg time (H:M:S) (std. dev.)

DACE

1 Generate LHS using Algorithm 1 00:00:15.20 (00:00:0.00)

2 Generate recourse function values 01:21:44.94 (00:02:08.81)

3 Fit a MARS approximation 00:00:04.62 (00:00:0.93)

4 Optimization to obtain the first stage solution ~ 00:00:00.10 (00:00:0.04)

L-shaped (e=5%)

1 Optimization of the Subproblems 08:03:09.69 (00:32:52.33)

2 Optimization of the Master problem 03:46:37.22 (00:33:34.71)
Table 3

Computational Time for the DACE and L-shaped procedures (IEEE-118).

Step Description Avg time (H:M:S) (std. dev.)
DACE
1 Generate LHS using Algorithm 1 00:00:22.21 (0:0:0.00)
2 Generate recourse function values 03:48:19.40 (00:00:55.74)
3 Fit a MARS approximation 00:00:0.77 (00:00:0.02)
4 Optimization to obtain the first stage solution ~ 00:00:0.48 (00:00:0.08)
L-shaped (e=5%)
1 Optimization of the Subproblems 01:19:19.26 (01:02:03.01)
2 Optimization of the Master problem 00:03:22.87 (00:03:22.77)
L-shaped (e=1%)
1 Optimization of the Subproblems 06:50:27.46 (03:57:55.06)
2 Optimization of the Master problem 00:34:38.78 (00:24:55.65)
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Fig. 6. Mean differences of out-of-sample estimate for DACE vs L-shaped (IEEE-118).

recourse function. This approach demonstrates great efficiency in approximating complex functions within optimization. In particu-
lar, the computational results on a large-scale test system (IEEE-118) and a medium-sized test system (IEEE-57) verify the significant
computational improvement over the conventional L-shaped method where we use a multiple replication procedure to assess the
quality of our stochastic solutions obtained from both methods. In addition, as a result of the significant reduction in the computa-
tional time of optimizing the SP model, this approach can be used as an alternative method to solve SP problems arising in power
systems planning and operations applications within the common dedicated time frame considered in the electricity market. Future
work will address additional approaches to tackle the challenge of generating DoE points that violate the valid inequalities in the UC
model. Nonetheless, the design of experiments developed in this research can be used for a general system of devices or machines
that either turn on or off with fixed lower and upper bounds on the on and off period. Consequently, another topic of future research
is to apply the design of experiments approach to other applications with similar system characters, such as pre-timed control traffic
signal timing with fixed cycle length [46]. In addition, the second stage ED model is known to be convex, so the efficient optimization
of the MARS approximation with enforced convexity and using derivatives of the MARS function to generate cuts is also topics of
future research.

Utilizing SAA in the optimization process necessitates the selection of the samples a priori. Since one subproblem is solved for
each scenario, their relative performance is often problem-dependent. This often results in an increase in the computational time by
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increasing the sample size. Sequential sampling algorithms such as the SD method [47] have been prevalent in tackling this issue.
SD uses a sequence of approximations built by introducing new scenarios in every iteration. However, the SD method cannot handle
discrete variables in the first stage. The development of a customized SD method is a subject for future work. Other approaches such
as a decomposition method across scenarios in addition to the time periods can provide more information about the status of the
generator when solving problems with varying scenarios. In our future research, we will investigate improvements to address these
challenges in solving S-UCED models.
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Appendix A. Nomenclature

Sets

T Time scale decision epochs
B Buses

L Transmission lines

D Demand

g Conventional generators
R Renewable generators

Generator Parameters

gg/cg
R./R,
Se/S,

W el
fg /g

Cg
<
Yo

Yg)

Minimum/maximum required generation when g is operational
Ramp-up/ ramp-down limit at generator g

Start-up/ shut down limit at generator g

Minimum uptime/ downtime limit at generator g

Incurred startup/shutdown cost for generator g at time ¢

No-load cost at generator g

Variable cost of the xth piece for generator g

Shedding penalty at generator g

Production amount of the xth piece at generator g, k = {1,..,k™*}
Aggregated cost of generating Y, units of output

Bus and Line Parameters

|4

gmin_ gmax
prin

X

max

Bus voltage

Angle limits of the connected buses
Line capacity limits

Line reactance

Other Parameters

D
Py

it

Demand at demand node i at time ¢

The required reserve amount at time ¢

Value of lost load at demand node i

Total amount of available renewable energy at
the renewable generator g at time ¢

UC Decision Variables

ng

S g.l/ Zgi
!

Eg.t

G

gt

1 if g remains operational at period 7, 0 otherwise

1 if g is turned on/off, 0 otherwise

Day-ahead production amount beyond C, provided by generator g at time ¢
Maximum day-ahead generation amount that g can supply at time ¢

ED Decision Variables

G,,
P jya
Is

it
g5
gt

Hour-ahead generation level at generator g at time ¢
Power flow on line (i, j) at time ¢

Load curtailment at demand node i

Generation curtailment at generator g at time ¢

Angle of the node i at time ¢

Day-ahead generation cost amount of generator g at time ¢
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Appendix B. Economic dispatch problem formulation

In the ED model, the system responds to a realized demand and renewable generation outcome by adapting actual generation
levels of all generators committed in the UC solution. While the UC model ensures that the generation and demand quantities are
balanced at a system-level, the ED problem incorporates a more detailed representation of the power network. For this purpose, we
additionally define variables for power flow on a line (i,j) € L, denoted p; ;;, and phase angle 6;, for a node i € B for all time
periods ¢ € 7. In this stage, the generation resources are adjusted to the prevailing conditions, which may be different from the
forecasts used in the day-ahead UC stage. The ED model that we present here is based on [17].

For generator g at each time period 7, we assume that the hour-ahead generation cost v, is a piece-wise linear convex function
of the dispatch amounts. Variables for the load curtailment at demand node i, rf,‘ , and generation curtailment at generator g, rif, at
time ¢ are other components of the objective function given below.

min )’ < Dovgt Y, B+ d}frﬁft). (B.1)
teT \geg gEGUR i€eD
Here, dgs and dfs are the shedding penalties for generator g and load at node i.

Since only committed generators are capable of generating within their capacities in the ED problem, they must satisfy the
following constraints:

ColXg +5,) <Gy SCylxg,+55,) VgeG, teT, (B.2)
where G, is the hour-ahead generation level at generator g at time 7. Similar to the UC model, ramping constraints are imposed on
generation as follows:

Gy = Gor1 <S8, + Ryx,, VgeG, teT, (B.3a)

8

Gyio1 = Gyt < Sz, + Ry, VgeGC. 1eT. (B.3b)

gt—1
Notice that the variable G, in ED is analogous to Gél + C, in the UC model, but G, and G"g, are determined separately.

At each bus in the network, flow balance equations guarantee that the demand is satisfied through the available generation or
through power flows on lines connected to the bus. The flow balance equations are presented below.

2 Djis— Z Pijut Z <Gj,r_’fj> + Z (Gj,t(g)_’fj>

jiU.HEL jG.)EL JEG; JER;

=) <Dj,,—rj.f,> VieB, teT. (B.4)
JED;

In the above, we use G; C G to denote the subset of generators that are connected to bus i € B. Similarly, D; € D and R; C R denote

the subset of loads and renewable generators connected to bus i, respectively. In our model, we allow the excess generation (from

both conventional and renewable resources) to be shed and demand to be curtailed. The amount of generation shed is captured by

r% and demand curtailment by rﬁ.ft.

The power flow on a transmission line (i, j) € L depends on the voltage set at the connected buses i and j. These quantities (power
flows and voltages) are complex numbers that are connected through nonlinear relationships. In practice, a linear approximation
that ignores the imaginary (reactive) part of power flow and line losses is commonly employed. We adopt such a linear or direct
current (DC) approximation of the power flows. These are given by

—2(0,-0;) Vij)ELIET, (B.5)

Xij

Pijt =

where parameter V; is the voltage magnitude at bus i and parameter X; is the reactance of line (i, j).

The power flows, the voltage angles, the generation shedding, and load curtailment variables are bounded as follows:

p,';"" <P < pl'.'J'.“X vi,j)eL,teT, (B.6a)
0r'" <0, <O VieBteT, (B.6b)
0<r’ <Dy, VieD, teT, (B.6¢)
0<rf, <Gy, ViEGUR, 1€T, (B.6d)

where #™" and #™%* are the voltage angle limits, and p"™" and p™“* are line capacity limits.

The generation cost is a piecewise affine function of the generation amounts. If there are ™** pieces for a generator g € G, then we
denote the coefficient and the breakpoint by cg and yg , respectively, for an individual piece k =1, ... ,K;“‘”‘. The coefficients satisfy

1 2 max . se s . & .
g << <cp . The aggregate cost of generating G, , units is represented by the function V' (G, ). These costs are incorporated
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Fig. D.7. The univariate terms of generators 7 and 25 in the third part of the day (IEEE-118).

in the model by using auxiliary variables v, ;. With these definitions, we enforce the piecewise generation costs using the following
constraints:

Vg 2 K (Gyy =S+ V(i) =V(C) VgeG teT, x=1,.. k" (B.7)

The above ensures that the unit generation cost within interval [yg R 7§+1] is cg .
Appendix C. Decomposed multi-period two-stage S-UCED model

Using the UC and ED model components introduced in the previous sections, we next present the decomposed multi-period two-
stage S-UCED models. In this model the UC problem constitutes the first stage, and the ED problem is the second stage. The two-stage
S-UCED is given as

min Y X (F5Vs0i+ ISP 200+ OCse+ %0 ) +Elhx,5,2.8) we)

te7 \ g€
5.t (1)-(6), (x,5,2) € {0,191 (G',G) >0,

where,

h(x, s, z,&) = min Z < 2 Vg, + Z dgsrgft + Z df%’ﬁi) (ED)

teT \geQG gEGUR ieD
s.t (B.2) — (B.7).

Appendix D. MARS interaction terms

Let us consider generator 25 from the IEEE-118 test system as an example. For this particular generator, the interaction terms of
the first replicated MARS model have the following form:

1167.52 % max(0,6 — w; ) * max(0,5 — wys 3)+
1464.66 * max(0, w; , — 6) * max(0,5 — wys 3)

Moreover, Fig. D.7 depicts the univariate terms for variables w; 3 and w,s ; with knots at k =6 and k =5, respectively. Since
the objective of the second stage is to minimize the ED problem, the recourse function would be minimized with generators 7 and
25 remaining offline in the third part of the day as shown in the univariate terms in Fig. D.7. However, in order to fulfill the
demand in the second part of day, generator 7 should remain online since the costs decrease as its number of remaining online time
periods increases. This is indicated in the first interaction term. However, due to its minimum uptime as well as the shedding penalty
restrictions, this generator cannot remain online for more than 6 consecutive time periods. While having generator 25 online for
more than 5 hours will reduce the interaction terms, it will increase the expected cost of shedding in the third part of the day due
to the large coefficients of the univariate terms. Each graph in Fig. D.8 shows the interaction terms in the MARS model between two
predictor variables at different periods of the day. For example, we observe the predicted value of Q, as w,;, and wy; ; vary, with
other variables fixed at their median values.
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