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Abstract

This computational study addresses the question of how large membrane-bound

proteins of electron transport chains facilitate fast vectorial charge transport. We

study electron transfer reactions following ultrafast initial charge separation induced

by absorption of light by P800 primary pair and leading to the electron localization

at the A0 cofactor. Two subsequent, much slower, reactions, electron transfer to the

iron-sulfur cluster Fx and reduction of the menaquinone (MQ) cofactor, are studied

by combining molecular dynamics simulations, electronic structure calculations, and

theoretical modeling. The low value of the electronic coupling between A0 and Fx

brings this reaction to the microsecond time scale even at zero activation barrier. In

contrast, A0-MQ electron transfer occurs on a sub-nanosecond time scale and might

become the preferred route for charge transport. We elucidate mechanistic properties

of the protein medium allowing fast, vectorial charge transfer. The electric field is

high and inhomogeneous inside the protein and is coupled to high polarizabilities of

cofactors to significantly lower the reaction barrier. The A0-MQ separation puts this

reaction at the edge between the plateau characterizing reaction dynamical control and

exponential falloff due to electronic tunneling. A strong separation in relaxation times

of the medium dynamics for the forward and backward reactions promotes vectorial

charge transfer.
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Introduction

Enzymes catalyze chemical reaction and, according to the widely accepted Pauling’s paradigm,1

catalytic action is related to lowering (stabilization) of the transition-state free energy com-

pared to a reference reaction. A recent support of this idea has arrived from measurements

of electric fields in active sites of enzymes. An inhomogeneous distribution of charge in a

folded protein creates an electric field of " 1.4 V/Å sufficient to stabilize the transition state

with a dipolar character.2,3 Despite significant supporting evidence, Pauling’s idea clashes

with another highly successful theory of chemical reactivity when applied to protein electron

transfer. The Marcus theory4 stipulates that only equilibrium properties, which are the first

and second statistical moments of the energy-gap reaction coordinate5 at two charge-transfer

equilibrium configurations are required to determine the activation barrier. No calculations

or measurements of the solvation free energy in the transition-state configuration enter the

theory which specifies the barrier from equilibrium configurations that can be quite distinct

from the transition state. This fundamental difference in approaching the free energy of

activation is of general significance for the understanding of mechanisms and efficiency of

biological energy chains,6 but also presents a conceptual challenge to the quest to interro-

gate physical foundations of enzyme catalysis.7 The general issues involved are whether the

equilibrium statistics is always adequate8 and whether dynamical identities of proteins affect

enzymatic reaction rates.9–11 These issues are related since the position of the reaction rate

within the frequency spectrum of the protein-water fluctuations specifies the non-equilibrium

free energy of activation which is distinct from the corresponding Gibbs energy.8

Proteins are clearly capable of significantly lowering the activation energy for electron

transfer through the reduction of the Marcus reorganization energy of electron transfer rel-

ative to reference reactions in solution.12 The reorganization energy thus becomes a key

parameter for biological electron transport given that reaction driving forces are often low

for individual electron hops in biological electron transport chains.6 Another significant pa-

rameter is the electronic coupling13 V entering the pre-exponential factor of the nonadiabatic

3
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electron-transfer rate constant,14–16 kNA ∝ V 2.

Early attempts to fit Marcus theory to rates measured in bacterial photosynthesis re-

sulted in a “universal” reorganization energy of " 0.8 eV for protein electron transfer,17

leaving V and the reaction Gibbs energy ∆G as the only parameters to tune and optimize

biological charge transport. With the growing sophistication of protein computer simu-

lations, an increasing number of recent studies have reported reorganization energies for

protein electron transfer.18–20 These calculations, based on the statistics of Coulomb inter-

actions between the transferred electron and the protein/water medium,4,21 often produce

numbers much higher than the values derived from measured reaction kinetics, reaching the

magnitudes of 1.0 − 2.0 eV for different systems.22 It was suggested that the discrepancy

lies in the neglect of screening of Coulomb interaction by induced electronic polarization in

standard simulation protocols employing non-polarizable force fields.23 However, modeling

of electronic polarization effects22,24 requires a reduction of the reorganization energy from

nonpolarizable force fields only by a factor of " 0.8. This correction cannot account for the

differences between empirical and calculated reaction barriers. Moreover, protein thin-film

electrochemistry25–27 and electrochemical atomic force microscopy28,29 have consistently re-

ported reorganization energies far below the anticipated “universal” value, in the range of

0.1− 0.5 eV. To summarize, the standard framework of evaluating the reorganization energy

from the statistic of electrostatic interactions21 consistently yields activation barriers which

are too high to explain observations. Apart from technical challenges of developing better

calibrated force fields, this discrepancy calls for an inquiry into fundamental mechanisms

for lowering barriers for electron hops in the protein thermal bath. One wonders if nature

has prepared more tricks than one would anticipate solely from the statistics of electrostatic

interactions. This study is a step to address these challenges.

The inquiry of what is special about proteins as conduits for charge transport is far

from resolved. Clearly, natural photosynthesis relies on fast charge separation following

photoexcitation to avoid wasteful recombination pathways.30,31 The challenge to understand
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physical mechanisms behind catalysis and overall efficiency of charge transport is not lim-

ited to natural energy chains, but extends to a recently posed puzzle on an unusually high

conductivity of proteins lacking redox cofactors32–34 and high conductivity of cytochrome

nanowires enabling extracellular electron transport in anaerobic bacterial respiration.35,36

Figure 1: Electron transfer cofactors of the H. modesticaldum reaction center (HbRC). The
upper panel shows the MD simulation setup. The lower left panel shows the pathway of elec-
tron transport in the HbRC following photoexcitation. The right lower panel zooms in to
cofactors considered in this paper, also showing the distances between A0 and menaquinone
(MQ) cofactors for the forward electronic transition. The Tyr residue potentially participat-
ing in superexchange coupling to the iron-sulfur cluster (Fx) is also shown.

This paper presents high-performance molecular dynamic (MD) simulations, theoretical

quantum calculations, and formal modeling of two electron-transfer steps in bacterial H.

modesticaldum reaction center (HbRC) the X-ray structure of which has recently became

available.37 HbRC contains an iron-sulfur cluster, characteristic of Type I reaction centers

(RCs) also common to Photosystem I in cyanobacteria and plants.37 Heliobacteria share a

common ancestor with cyanobacteria and Chlorobi (green sulfur bacteria), and their RCs are

viewed as earliest evolved.38 Given these factors, and due to its relatively simple structure
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compared to other organisms, HbRC offers valuable insights into the evolution of natural

photosynthesis.

The simulation model is complex (Figure 1), including 275,000 atoms, of which about

20,000 belong to the protein made of 1,252 residues (Supporting Information, SI). There are

additionally " 70 cofactors in the protein core, including 38 Bchl-g, -g’ and two 8(1)-OH-

chlorophylls aF, and one iron-sulfur cluster Fx.37 Two menaquinones (MQ) were manually

added to the system, replacing analogs that were potentially present there during the purifi-

cation process. The MD simulations are classical, in contrast to many existing algorithms

of polarizable embedding.39–41 The polarizabilities of the cofactors are added at the analysis

stage, through the gas-phase polarizabilities of the cofactors calculated separately (SI) and

the electric field of the medium calculated from classical MD trajectories (see below).

This study asks the following question: What are the generic properties of the protein-

water-membrane thermal bath promoting efficient vectorial charge transport? We start our

analysis with outlining key concepts of protein charge transfer that are implemented in

specific calculations. The focus here is on physical mechanisms rather than on technical

aspects presented in the SI.

Results

Physical Concepts. Calculations for two electron-transfer reactions are presented in this

study. The cofactor A0 (Figure 1) is viewed as the electron donor (D) delivering the electron

to two acceptor (A) cofactors: Fx and MQ. The initial states (1) for these two reactions are

A−
0 − Fx and A−

0 −MQ. The final states (2) are A0 − F−
x and A0 −MQ−. Two reactions and

four electron-transfer states are considered and modeled by the molecular dynamics (MD)

simulations

(1) A−
0 + Fx −→ A0 + F−

x (2),

(1) A−
0 +MQ −→ A0 +MQ− (2)

(1)

6
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For both reactions, two charge-transfer states are specified by the index i = 1, 2 as shown in

the reaction scheme.

Given high intensity of internal electric fields, " 1.4 V/Å, inside proteins,2,3 our first

question is how can it contribute to lowering the activation barriers for electronic hops.

Such a mechanism is indeed offered by combining strong electric fields with high electronic

polarizability of electron-transfer cofactors.42–44 Our MD simulations show that the electric

field magnitude at one of the cofactors, A0, is comparable to those found in active sites of

enzymes2,3 (Figure 2a). Below we present quantum calculations of cofactors polarizabilities,

which are combined with the statistics of the electric field from MD to estimate the effect of

the protein electric field on the activation barrier. Many cofactors present in biological en-

ergy chains (porphyrins, hemes, bacteriochlorophylls, etc30) are highly polarizable conjugate

molecules. It is still not entirely clear whether high polarizability, coupled to strong protein

electric fields,45 is essential for the charge-transfer function, but we arrive to an affirmative

answer in the case of electron transfer between A0 and MQ cofactors (Figure 1).

(a)

Figure 2: (a) Normalized distributions of the electric-field magnitude at A0 and MQ cofactors
of the RC. The solid lines indicate forward transition and the dashed lines refer to backward
transitions. (b) Rate constant between A0 and MQ cofactors vs the distance R between
them calculated with the parameters from MD simulations and quantum calculations. The
red point indicates the rate at the average distance between A0 and MQ for the forward
transition.

The appearance of molecular polarizability in the description of electron transfer alters

the basic Marcus phenomenology of reaction activation4 operating in terms of a single reor-

ganization energy λ and the reaction free energy (negative of the driving force) ∆G. This

7
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description is sufficient for the picture of shifted crossing parabolas. In contrast, polarizable

systems make free energy surfaces of electron transfer non-parabolic,42 thus requiring more

than one reorganization energy.

Polarizable systems are formally described by the Q-model of electron transfer,42,46 which

is based on three parameters, in contrast to two parameters (λ and ∆G) in Marcus theory.

The Q-model recognizes that a single reorganization energy of Marcus theory has to be

replaced with three different reorganization energies. The first one comes from the separation

of two minima of the electron-transfer free energy surfaces. Being closely related to the Stokes

shift in spectroscopy, it carries the name of the Stokes-shift reorganization energy λSt. It is

specified by the difference between average values 〈X〉i of the energy gap X (defined below)

between states 1 and 2

λSt =
1

2
(〈X〉1 − 〈X〉2) (2)

Two other reorganization energies λi are specified by variances of the energy gap in two

charge-transfer states

λi =
1

2kBT
〈(δX)2〉i, δX = X − 〈X〉i (3)

One arrives at free-energy surfaces of electron transfer in terms of three distinct reorga-

nization energies. Crossing of these surfaces at the tunneling configuration, X = 0, specifies

the activation barrier. The Q-model46 requires λSt to fall between two λi and needs only two

out of three reorganization energies for full modeling. Charge transfer in proteins involves

more potential sources of nonlinearity than just polarizability of the cofactors and we do not

expect full mapping of simulations on the Q-model. However, the general phenomenology

of non-parabolic free energy surfaces with non-equal reorganization energies is confirmed by

our analysis.

Another essential parameter specified by the architecture of biological energy chains is

the distance R between the cofactors. It limits the length of electronic tunneling through

electronic coupling Vi(R), i = 1, 2, which decays exponentially13 with R as specified by the

8
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distance decay parameter γ

Vi(R) = Ve,ie
−
1
2
γδR, δR = R−Re,i (4)

Here, Re,i = 〈R〉i is the equilibrium donor-acceptor distance and Ve,i = V (Re,i) is the equi-

librium coupling. The exponential falloff of the tunneling probability limits the distance

between the cofactors to the Dutton radius47 RD " 14 Å for activated transition and to

" 21 Å for activationless electron transfer.48

The standard Golden-rule (non-adiabatic, NA) reaction rate is proportional to electronic

coupling Vi squared,14 kNA,i ∝ V 2
i . However, the tunneling rate competes with the rate

of energy dissipation at the top of the activation barrier,49–52 modifying the rate constant

pre-exponential factor in the region of dynamical control of electron transfer, when the rate

constant becomes proportional to the inverse medium relaxation time. When the picture of

dynamical medium control is extended to reactions in proteins, one has to consider at least

two medium modes with competing dynamics: Stokes-shift dynamics (dynamics of electro-

static interactions53) and the dynamics of the donor-acceptor distance.15,54,55 To obtain the

rate constant of electron transfer kET, the nonadiabatic rate constant kNA is modified with

the dynamical correction factor 1 + g

kET = (1 + g)−1kNA ∝ V 2

1 + g
e−β∆F † (5)

where β = (kBT )
−1 is the inverse temperature and ∆F † is the activation free energy of

electron transfer; the subscript “i” specifying the state has been dropped for brevity. The

crossover parameter

g ∝ V 2τeff (6)

is proportional to the product of V 2 and the effective medium relaxation time τeff affected

by the Stokes-shift and distance dynamics. When g > 1, either because of a large electronic

9
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coupling or because of slow relaxation, V 2 cancel out in the nominator and denominator in

eq 5. The reaction dynamics enters the regime of Kramers kinetics,56,57 kET ∝ τ−1
eff , when the

rate is unaffected by electronic tunneling and becomes independent of the donor-acceptor

distance. The crossover distance R∗, determined by the condition g(R∗) = 1, turns out55 to

be close to the empirically determined Dutton radius47 RD " 14 Å. If this estimate is correct,

most intraprotein electron-transfer reactions should fall either in the crossover region between

dynamical control and tunneling or entirely in the regime of dynamical medium control.

We find below that the rate of electron transfer between A0 and MQ is indeed controlled

by the medium dynamics. The average distance between them (11.0 Å center-to-center) puts

the reaction rate right at the “edge of the cliff” (red dot in Figure 2b): this is the largest

distance that does not sacrifice the reaction rate. We now turn to the specifics of calculations

leading to the rate constant shown in Figure 2b.

Free energy surfaces of electron transfer. The free energy surfaces of electron

transfer are potentials of mean force along the reaction coordinate X equal to the energy

separation between the final state when the electron is on the acceptor and the initial state

with the electron on the donor.19,21,42 The probability densities Pi(X) produce two free

energy surfaces for the forward, i = 1, and backward, i = 2, transitions

Fi(X) = F0i − kBT lnPi(X) (7)

where F0i are equilibrium free energies in two electron-transfer states. Since F0i are not pro-

vided by simulations, the functions −kBT lnPi(X) in eq 7 are vertically shifted to reproduce

the experimental reaction Gibbs energy ∆G0 = F02 −F01 supplied by experiment. The free-

energy surfaces are also shifted horizontally to cross at the tunneling configuration X = 0.

This horizontal shift accommodates an unknown non-polar energy gap ∆Enp entering X

X = ∆Enp +XC − 1

2
∆α

D : ED
E

D − 1

2
∆α

A : EA
E

A (8)
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Here, XC is the standard Coulomb component of the energy gap typically sampled in simu-

lations of protein electron transfer18,19,58

XC =
∑

j

∆qDj φ
D
j +

∑

j

∆qAj φ
A
j (9)

The difference charges ∆qDj = qD,2
j − qD,1

j and ∆qAj = qA,2
j − qA,1

j provide changes of the

atomic partial charges at the donor and acceptor in electronic transition. They interact with

site electrostatic potentials φa
j ; a = D,A. The second-rank tensors of polarizability difference

between two oxidation states in eq 8, ∆α
D = α

D
2 − α

D
1 and ∆α

A = α
A
2 − α

A
1 , have to be

considered separately since they depend on orientations of cofactors in the protein matrix

(see SI). They are contracted with electrostatic fields E
a at each site.

The appearance of two polarization terms in eq 8 is what distinguishes the present cal-

culation of the reaction activation barrier from standard protocols18,19,42 of electron transfer

simulations based on eq 9. The calculation of cofactors polarizabilities at different levels

of quantum chemistry is discussed in SI. The formalism outlined here is applied below to

calculate the free-energy surfaces for two reactions listed in eq 1. The results for the reorga-

nization energies (eqs 2 and 3) in polarizable and nonpolarizable models (eq 8 vs eq 9) are

compared in Table 1. One finds λSt < λ = (λ1 + λ2)/2 for polarizable cofactors.

Table 1: Average values of the energy gap and reorganization energies of electron
transfer (eqs 2 and 3, eV).

Reactiona,b 〈XC〉1 〈XC〉2 λSt λ1 λ2 λ/λSt

No polarizability corrections
A0−-Fx (dry) −2.10 −3.81 0.85 1.29 1.16 1.44
A0−-Fx (wet) −2.10 −4.90 1.40 1.29 1.17 0.88
A0−-MQ 0.96 −1.93 1.45 1.71 1.49 1.10

Polarizability included
A0−-MQc 0.46 −2.30 1.38 2.36 1.68 1.46

aForward reaction indicated. bλ = (λ1 + λ2)/2. cThe reorganization energies change upon
∆α → 4∆α rescaling to λSt = 1.18 eV, λ1 = 8.5 eV, and λ2 = 5.0 eV.

Electronic coupling. The electronic coupling Vi was calculated from 100 frames in
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vacuum and in the protein environment as described in detail in SI. It was found to strongly

fluctuate with changing protein configurations.15 The standard deviation of V exceeds the

mean, which thus becomes poorly defined. We therefore specify the effective coupling as the

rms value

Veff,i =
√

〈V 2〉i (10)

where the average is taken over configurations along the simulation trajectories (Table S3).

Figure 3: Ve,i vs the center-to-center donor-acceptor distance from ref59 compared to the
Voityuk equation (solid line, eq 12).60 The red points indicate the results from ref55 and the
green square refers to QA-QB coupling in the bacterial reaction center.61 The black points
refer to the vacuum calculations listed in Table S3.

One can assume that the main effect of protein fluctuations is through altering the donor-

acceptor distance. With Gaussian fluctuations of R, one recovers the equilibrium coupling

Ve,i as

Ve,i = Veff,i exp

[

−1

4
γ2〈(δR)2〉i

]

(11)

This equation was used to compare our calculations to reported values of the electronic

coupling for protein electron transfer55,59,62 (points in Figure 3). These results were also

compared to an interpolation relation provided by Voityuk60 (solid line in Figure 3)

log10 Ve(R) = 1.73− 0.42(R/Å) (12)

The parameter γ = 1.934 Å−1 from this equation was adopted in calculations of the dy-
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namical crossover parameter discussed below. With some scatter, the calculated values of

Ve,i are consistent with the trend prescribed by eq 12 (Figure 3). Calculations of coupling

between π-conjugated organic homo-dimer cations have shown that the fragment orbital

density functional theory (FODFT) adopted in our calculations can underestimate coupling

by " 40 %.63 This level of uncertainties in the electronic coupling does not strongly affect

the rate calculations as we find below that the A0-MQ reaction (eq 1) falls in the regime of

dynamical control and its rate is weakly affected by the coupling magnitude (Figure 2). The

coupling value affects only the distance R∗ of the crossover from the dynamical control to

rate’s exponential decay at larger donor-acceptor separations.

A0-Fx reaction. The trajectories for the energy gap between A0 and Fx cofactors

indicate a transition between two stationary states for the backward transition from F−
x to

A0. These two configurations correspond to dry and wet states of F−
x , which gains " 3 water

molecules within the radius of 3 Å after " 160 ns of MD simulations (Figure 4a).

The free energy surfaces were calculated from energy-gap distributions in dry and wet

configurations of the F−
x site. The average value of the energy gap includes the Coulomb

component 〈XC〉i from MD and an unknown nonpolar energy gap ∆Enp (eq 8)

〈X〉i = ∆Enp + 〈XC〉i (13)

The nonpolar component ∆Enp can thus be calculated from the experimental reaction free

energy ∆G = −0.351 eV (Table 2) and the mean Coulomb energy gap sampled by simulations

∆G = ∆Enp +XC
m, XC

m =
1

2

(

〈XC〉1 + 〈XC〉2
)

(14)

This procedure applied to the wet (equilibrium) state of the cofactor results in the free

energy surfaces Fi(X), i = 1, 2 of ET shown in Figure 4b. Assuming that ∆Enp has the

same value for the nonequilibrium water configuration, one can estimate ∆Gneq from the

above equation with XC
m taken from the equilibrium (wet) and nonequilibrium (dry) parts of
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(a)

Figure 4: (a) Water molecules around the Fx cofactor taken from a 300 to 500 ns part of
the trajectory. Blue dots indicate oxygen atoms of water within 5 Å form the Fx cluster
atoms. Calculations are done for the forward (left) and backward (right) trajectories. (b)
Free energy surfaces of electron transfer in the nonequilibrium (dry) and equilibrium (wet)
water configurations. The free energy surface F1(X) (black) crosses the free energy surface
F2(X) at X = 0 to produce the reaction Gibbs energy of −0.351 eV (Table 2), which requires
∆Enp = 3.15 eV. The points indicate results obtained from the analysis of the simulation
trajectories and solid lines are fittings to shifted parabolas.
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the energy gap trajectory. This procedure yields nonequilibrium free energy surface F2(X)

shown in Figure 4b (labeled “wet”). The crossing point with the initial (dry) surface is

slightly off the anticipated zero value, which indicates a small error of the assumption of

a constant ∆Enp. The energy gap ∆Enp includes an invariant gas-phase component and a

shift due to induction interactions.58 It is not entirely unreasonable to anticipate a small

change in that latter component. Also note that the reaction becomes endergonic in the dry

configuration, with the reaction Gibbs energy ∆Gneq " 0.25 eV. The barrier for the forward

reaction is about the same in both cases (Table 2).

Table 2: Activation barriers and non-adiabatic (NA) reaction times.

Reaction ∆G, eV ∆F †, eVa τNA, ns τNA
b, ns

A0−-Fc
x −0.351 0.20 1.3× 107 5.8× 103

A0−-MQc,d −0.390 0.117 0.299 0.001
A0−-MQe −0.390 0.074 0.021 0.001

aCorrection for electronic polarization screening fe = 0.8 is applied to the activation
barrier. bAt ∆F †

1 = 0. cNo polarizability corrections. dCalculations are done with Veff = 6
meV (Table S3 and Figure 3). eWith polarizabilities of A0 and MQ included.

A0-MQ reaction. A full calculation of the energy gap statistics including polarizability

corrections is done for the A0-MQ reaction. The distributions of electric field magnitudes

are shown in Figure 2: the RC is characterized by strong electric fields with the average

magnitude " (1− 2) V/Å. A stronger field at the A0 cofactor is aligned with a much higher

polarizability of A0 compared to MQ (SI). Therefore, the main effect of polarizability on the

energy-gap statistics comes from the A0 site.

The electric field alters the electron-transfer energy gap through the free energy of donor

and acceptor polarization in the two last terms in eq 8. This term, quadratic in the field,

makes the statistics of the energy gap non-Gaussian and leads to non-parabolic free energy

surfaces of electron transfer (Figure 5b) characterized by three reorganization energies (Table

1): λSt and two λi (eqs 2 and 3). All reorganization energies are equal within statistical

uncertainties for nonpolarizable cofactors (Table 1), as expected from the canonical Marcus

theory.4 The activation barrier is the free energy difference between the crossing point at
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X = 0 and the free-energy minimum (Figure 5 and Table 2).

Figure 5: Free energy surfaces of A0-MQ electron transfer (a) without and (b) with po-
larizability corrections for the electron-transfer cofactors. The free energy surfaces for the
forward, F1(X) (blue), and backward, F2(X) (green), electron transfer are calculated from
the simulation trajectories and shifted to accommodate ∆G = −0.390 eV (Table 2). The
points indicate results obtained from the analysis of the simulation trajectories and dashed
lines are fittings to polynomials. The activation barriers to the forward reaction are 0.183
eV (a) and 0.074 eV (b) (Tables 2 and 3). Pluses in (b) indicate the results obtained by
rescaling the polarizability difference ∆α → 4∆α (see text for discussion).

The calculations of electric fields (Figure 2a) and of the corresponding free energy sur-

faces for electron transfer (Figure 5b) have been done here with the point-charge force field

for all components of the thermal bath (protein, lipids, and water). A recent study of Boxer

and co-workers compared electric fields produced from point-charge force fields with exper-

imentally measured electric fields to conclude that point-charge models severely, at least

by a factor of two, underestimate electric fields inside proteins.64 This recent result agrees

with previous similar estimates.65 The theory-experiment disagreement is a deficiency of

currently adopted force fields since AMOEBA force field is consistent with experiment. The

average underestimate of the electric field by a factor of two projects, in our formalism, to a
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polarizability change multiplied by a factor of four: ∆α → 4∆α. To indicate how the field

correction can affect the free energy surfaces of electron transfer, Figure 5b shows the result

of this rescaling. The activation barrier of the reaction disappears in this calculation. The

presence of the barrier in our calculations can be another indicative of inaccuracies of present

force fields since reactions between the primary acceptor and quinone cofactor are typically

activationless in bacterial reaction centers.66,67 Nevertheless, we acknowledge limitations of

current schemes of polarizability calculation (Table S4)20 putting the activation barrier in

the range between the limit of ∆α = 0 and no barrier obtained from polarizability rescaling.

Stokes shift and distance dynamics. The Stokes-shift dynamics are defined by the

energy gap time auto-correlation function (see SI for details)

CX(t) = 〈δX(t)δX(0)〉, δX(t) = X(t)− 〈X〉. (15)

Figure 6a shows the normalized time correlation functions SX(t) = CX(t)/CX(0) calculated

from the trajectories of the Coulomb energy gap XC(t) (eq 9) and the total energy gap X(t)

(eq 9) for the forward A0-MQ electronic transition. We find the dynamics of the energy gap

X(t) to be faster than of its Coulomb component XC(t) (Figure 6a). In addition, there is

substantial anisotropy between the forward and backward transitions: the dynamics for the

latter are much slower (Figure 6b).

Similarly to the Stokes-shift dynamics of electrostatic interactions, the dynamics of the

donor-acceptor distance are anisotropic between the forward and backward transitions (Fig-

ure 6c) as indicated by the time auto-correlation function

CR(t) = 〈δR(t)δR(0)〉, δR(t) = R(t)− 〈R〉 (16)

This asymmetry can have the static origin since electronic transition results in a substantial,

" 1.5 Å, shortening of the donor-acceptor distance (Figure 6d). In addition, the variance of

the donor-acceptor distance is about five times higher for A0-MQ compared to A0-Fx (Table
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Figure 6: (a) Normalized time correlation functions SX(t) for the Coulomb component of
the energy gap XC(t) (blue) and the total energy gap (eq 8) with polarizability corrections
included (red) for the forward transition. (b) The normalized Stokes-shift time correlation
function for the forward (green) and backward (blue) A0-MQ transition. (c) Normalized
time correlation functions of donor-acceptor distances. (d) Distributions of donor-acceptor
distances for forward (blue) and backward (green) transitions. Points are correlation func-
tions obtained from simulation trajectories and dashed lines are fits (see SI). The average
relaxation times calculated from the fits are listed in Table 3.
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S5) indicating loose binding of MQ compared to Fx.

Rates. The activation barrier ∆F † found from crossing of the free energy surfaces (Figure

5) is combined with the effective electronic coupling Veff in the non-adiabatic rate constant

calculated according to the standard golden-rule expression14

kNA = ANAe
−β∆F † (17)

The pre-exponential factor in the rate constant is given as follows

ANA =
V 2

eff
!

(

πβ

λ

)1/2

(18)

The coupling for the A0-Fx reaction is very low, Veff = 3.4×10−6 eV at the average donor-

acceptor center-to-center distance of 18.4 Å (Table S3). Even if the activation barrier is

neglected, the activationless golden-rule reaction time τET = k−1
NA at this coupling magnitude

becomes equal to 5.8 µs. This reaction thus cannot contribute to electron transport in HbRC

by the virtue of a too low electronic coupling. The inclusion of the activation barrier of

∆F †
1 = 0.20 eV for the forward reaction (Figure 2) further increases the reaction time (Table

2). Superexchange electronic coupling through the Tyr residue on the electron-transfer path

(Figure 1) can potentially be higher in magnitude, but cannot produce many orders of

magnitude acceleration of the rate.61,68 Our preliminary estimate of superexchange coupling

puts in the range consistent with direct coupling.

Dynamical Control of Electron Transfer. The rate of electron transfer combines

the nonadiabatic rate in eqs 17 and 18 with the dynamical factor (1+g)−1 according to eq 5.

The dynamical cross-over parameter g arises from the coupling of the Stokes-shift dynamics

of the electron-transfer energy gap X(t) with the dynamics of the donor-acceptor distance

R(t) modifying the electronic coupling. Accounting for both effects leads to the following

equation54

g =
√
2πANAτeff (19)

19

Page 19 of 31

ACS Paragon Plus Environment

The Journal of Physical Chemistry

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60



Here, the nonadiabatic pre-exponential factor is according to eq 18 and the effective relax-

ation time is

τeff = eγ
2〈(δR)2〉

〈

τX
√

2β∆F † + 4(τX/τR)γ2〈(δR)2〉

〉

τ

(20)

In this equation, 〈. . . 〉τ specifies the average over the relaxation times τX and τR in multi-

exponential relaxation dynamics determined by MD simulations (SI).69 The index i = 1, 2

identifying the direction of electronic transition is dropped here for brevity.

A number of parameters are required for the calculation of g. The parameter γ is the in-

verse length of the exponential distance decay of the electronic coupling V ∝ exp(−(γ/2)R).

Given a good agreement with direct coupling calculations (Figure 3), the value γ " 1.93

Å−1 from Voityuk’s equation (eq 12) was adopted. The relaxation times for the Stokes-shift

and distance dynamics, τX and τR, were taken from fits of the time correlation function (SI).

Note that the effective relaxation time is enhanced by an exponential dependence on the

variance of the donor-acceptor distance 〈(δR)2〉 in eq 20.

The rate constants for forward and backward electron transfer have been calculated by

combining the activation barriers ∆F † from crossing the free energy surfaces (Figure 5)

with the dynamic correction according to eqs 5, 19, and 20. MD simulations performed

here employ non-polarizable force fields and a correction for the screening of the Coulomb

interactions by the electronic medium polarization is required. An empirical factor fe = 0.822

is used here to scale the activation barrier as fe∆F †.

Table 3: Reaction times for forward and backward electronic transitions between
A0 and MQ: ∆G = −0.39 eV and V = 6 meV.

Reaction ∆F †, eVa,b τX , ps τR, ns τNA, nsc g τET, ns
A−

0 -MQ 0.074 3.7 369 0.021 7.7 0.182
A0-MQ− 0.39 282 161 6406 68.0 334× 103

aCorrection for electronic polarization screening fe = 0.8 is applied to the activation
barrier. bWith polarizabilities of A0 and MQ included. cCalculations are done with Veff = 6

meV (Table S3 and Figure 3).

The rate calculations (Table 3) show that electron transfer between A0 and MQ is in the

regime of dynamical control when the pre-exponential factor of the reaction rate constant is
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specified by coupled dynamics of the energy gap and the donor-acceptor distance. A large

value of the crossover parameter slows the reaction down compared to the golden rule (nona-

diabatic) prediction. The reaction times is thus " 182 ps for the forward transition. The

value of the crossover parameter g is much greater for the backward transition, contributing

to a large asymmetry between the forward and backward rates.

Discussion

This study of protein electron transfer aims at two goals: (i) to clarify the mechanism of elec-

tron transfer in HbRC and (ii) to address a more general question of what might potentially

be special about proteins, and specifically reaction centers, allowing fast vectorial electron

transport. In particular, the issue of a specific direction of electron flow is relevant to con-

ditions of low driving forces typically found in natural charge-transfer systems.6 According

to thermodynamics, such reactions should be fully reversible and no specific directional-

ity of charge transport can be allowed. A related question is how proteins accomplish low

activation barriers required for biological electron transport70 and high conductivity of pro-

teins.32 From a more technical perspective of protein electron transfer studied by computer

simulations,19 one has to address the disconnect between high activation barriers typically

found in force-field simulations and much lower barriers extracted from kinetic data.25–29 A

number of general mechanistic features have been identified in this study of HbRC, which

can potentially be extended to other reaction centers of natural photosynthesis and protein

complexes of respiration chains.

We have argued71 that high intensity inhomogeneous electric fields typically measured

inside proteins3 can combine with conjugate (and polarizable) cofactors of bacterial photo-

synthesis to lower activation barriers for electronic transitions. We indeed find here that

the most polarizable cofactor A0 is strategically positioned at the protein site with an in-

tense electric field much higher than the field at the less polarizable MQ cofactor. This new
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physics leads to highly non-parabolic free-energy surfaces of electron transfer (Figure 5).

The activation barrier for the forward transition between A0 and MQ is strongly reduced

due to polarizability effects. The presence of strong inhomogeneous electric fields at cofac-

tors of electron-transfer chains can potentially be viewed as a design principle contributing

to lowering of otherwise high activation barriers.

Our calculations of the electronic coupling involved in two electron-transfer reactions

between A0 and two acceptors, MQ and Fx, are consistent with the results presented in the

literature and follow a generic exponential falloff with the donor-acceptor distance (Figure 3).

A large distance between A0 and Fx (Figure 1) effectively eliminates this reaction channel

from the reaction mechanism. In contrast, electron transfer between A0 and MQ occurs

on the reaction time of ∼ 200 ps, consistent with the reaction time of ∼ 200 ps between

the primary acceptor and the quinone cofactor in bacterial reaction centers.31,67 The rate

constant falls close to the end of the rate constant plateau as a function of the donor-acceptor

distance (Figure 2). This observation might imply that the distance between A0 and MQ

in the reaction center is the largest separation permitting a sufficiently fast reaction, before

slowing down with increasing separation due to less probable tunneling.

The appearance of a plateau in the distance dependence of the reaction rate (Figure

2) is the consequence of dynamical control of electron transfer, when friction outcompetes

the rate of tunneling in the reaction activated state.57 The dynamical crossover parameter

governs the turnover at the effective distance R∗ specified by the condition g(R∗) = 1 (eq 5).

The value of g(R) is affected by electronic coupling and coupled dynamics54 of electrostatic

interactions (Stokes-shift dynamics) and of the donor-acceptor distance (Figure 6).

A surprising finding of this study is a substantial dynamical anisotropy between the for-

ward and backward electronic transitions: the Stokes-shift dynamics are much slower for the

backward transition. Correspondingly, the dynamical crossover parameter g is much higher

for the backward reaction (Table 3). This dynamical anisotropy promotes vectorial charge

transfer, which is achieved by a combination of thermodynamic (driving force) and dynam-
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ical factors. The detailed balance between forward and backward reaction rates requires an

effective reaction free energy ∆Geff

∆Geff = ∆G0 − kBT ln [g2/g1] (21)

This relation predicts about " −59 mV additional reaction Gibbs energy originating from

an order of magnitude difference between the backward and forward crossover parameters

(Table 3).

One can speculate about specific mechanisms behind such dynamical anisotropy in pro-

tein media. Proteins are closely packed systems similar to low-temperature liquids (packing

fraction " 0.672). The dynamics in such media can be strongly affected by relatively small

structural changes.73 Our simulations show that the arrival of the electron to a redox co-

factor can produce structural changes altering the medium relaxation times by potentially

orders of magnitude. The corresponding effect on the reaction rate constant, through the

factor g−1 in the reaction rate pre-exponential factor, makes the backward reaction much

slower than anticipated from solely thermodynamic arguments.

The mechanism of charge transport in HbRC is not fully established at this moment.37

Consistent with charge transport in other bacterial reaction centers,31,67 we predict the

transition from the primary acceptor (A0) to the menaquinone (MQ) cofactor with the

reaction time of ∼ 200 ps. The backward reaction is predicted to have the reaction time

of " 0.3 ms (Table 3). The next step in the electron transport chain, currently unknown,

should thus happen within a sub-ms reaction time to compete with the backward MQ-A0

transition.

Supporting Information Available

Simulation protocol, derivation of equations, and the analysis of time correlation functions

from MD simulations.
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