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Abstract—Link prediction is a crucial research area in knowl-
edge graphs, with many downstream applications. In many real-
world scenarios, inductive link prediction is required, where
predictions have to be made among unseen entities. Embedding-
based models usually need fine-tuning on new entity embeddings,
and hence are difficult to be directly applied to inductive link
prediction tasks. Logical rules captured by rule-based models
can be directly applied to new entities with the same graph
typologies, but the captured rules are discrete and usually
lack generosity. Graph neural networks (GNNs) can generalize
topological information to new graphs taking advantage of deep
neural networks, which however may still need fine-tuning on
new entity embeddings. In this paper, we propose SialL.P, a
path-based model for inductive link prediction using siamese
neural networks. Our model only depends on relation and path
embeddings, which can be generalized to new entities without
fine-tuning. Experiments show that our model achieves several
new state-of-the-art performances in link prediction tasks using
inductive versions of WN18RR, FB15k-237, and Nell995. Our
code is available at https://github.com/canlinzhang/SialLP.

Index Terms—Inductive Link Prediction, Siamese Neural Net-
work, Knowledge Graph Reasoning, Machine Learning

I. INTRODUCTION

Link prediction is a crucial task in network analysis that
involves predicting the existence or likelihood of a connection
between two nodes in a network [1]—[3]. It has various applica-
tions, including social network analysis [4], recommendation
systems [5], and biological network analysis [6]. In recent
years, there has been a growing interest in the inductive
approach to link prediction, which involves predicting links
between nodes that are not present in the training knowledge
graph [7]-[10].

Compared to the transductive link prediction scenario where
models are trained and evaluated on a fixed set of entities, the
inductive link prediction scenario is more challenging. This is
because inductive link prediction models need to generalize
to unseen entities for evaluation [7]. Due to this reason,
traditional embedding-based link prediction models [1]-[3],
[11], [12] cannot be directly applied to the inductive scenario,
where new entities do not possess trained embeddings. In
contrast, many rule-based link prediction models [13]-[15]
explicitly capture entity-invariant topological structures from
the training knowledge graph. The learned rules can then be
applied to unseen entities with the same topological structures.

2" Xjuwen Liu
Department of Computer Science
Florida State University
Tallahassee, US
liux @cs.fsu.edu

However, the learned rules are discrete and usually suffer from
sparsity, making rule-based models lack of generosity [7].

Graph neural networks (GNNs) [16], [17] can implicitly
capture the topological structures of a graph into network
weights, and hence can be generalized to larger and more com-
plicated graphs containing unseen entities. A series of GNNs-
based inductive link prediction models have been developed in
recent years, achieving promising performances [7], [9], [10],
[18], [19]. However, most GNNs-based models still rely on
entity embeddings [18], [20], which can be problematic when
fine-tuning on new entity embeddings is forbidden.

In this paper, we present novel inductive link prediction
models based on siamese neural networks. Our models are
path-based in order to capture entity-invariant topological
structures from a knowledge graph. To be specific, our
connection-based model predicts the target relation using the
connecting paths between two entities, while our subgraph-
based model predicts the target relation using the out-reaching
paths from two entities. Both of our models exclude entity
embeddings, which therefore can be directly applied to new
knowledge graphs of the same topological structures without
any fine-tuning. Experiments show that our models achieve
several new state-of-the-art performances on the inductive ver-
sions [7] of the benchmark link prediction datasets WN18RR
[21], FB15K-237 [22] and Nell-995 [23].

Our models apply siamese neural network for inductive link
prediction, therefore are named as SialLP. Briefly speaking,
we recognize two advantages from our models:

1. Strictly inductive: Our models are path-based excluding
entity embeddings, which can be directly applied to new
entities for link prediction without fine-tuning.

2. New state-of-the-art: We apply our models to the induc-
tive versions [7] of link prediction datasets WNI18RR [21],
FBI15K-237 [22] and Nell-995 [23]. Experiments show that
our models achieve several new state-of-the-art performances
compared to other benchmark models.

In the following section, we will briefly introduce related
work for link prediction. Then, we will present our models
in Section 3, after describing some basic concepts of link
prediction. After that, experimental results will be provided
in Section 4. Finally, we conclude this paper in Section 5.
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II. RELATED WORK

In this section, we would introduce benchmark models pub-
lished in the recent years for both transductive link prediction
and inductive link prediction.

Transductive Link Prediction: The field of knowledge
graph representation learning has gained significant attention
in the last decade. Inspired by the success of word embeddings
in language modeling [24], [25], various link prediction mod-
els have been created based on entity and relation embeddings,
including TransE [1], Distmult [3], ComplEx [11], RotatE [2],
and ConvE [12]. However, these models often treat each triplet
independently and do not consider the topological structure
of the knowledge graph. Recently, graph neural networks
(GNNs), such as graph convolutional networks (GCNs) [17]
and graph attention networks (GATs) [16], have been designed
to capture global topological and structural information inher-
ent in knowledge graphs. Models like CompGCN [18], RGCN
[20], WGCN [26], and VR-GCN [27] apply GCNs to the
link prediction problem using the topological structure from
a knowledge graph, achieving new state-of-the-art results on
benchmark datasets such as WN18RR [21], FB15K-237 [22],
and Nell-995 [23].

Inductive Link Prediction: Rule-based models like RuleN
[13], Neural-LP [28], and DRUM [15] use logical and sta-
tistical approaches to capture knowledge graph structures and
topology as explicit rules for inductive link prediction, but
these rules often lack generality. In contrast, graph neural
networks (GNNs) implicitly capture knowledge graph struc-
tures into network parameters, offering greater adaptability.
GralL [7] is a typical application of GNNs on inductive link
prediction, along which the inductive versions of WNI18RR
[21], FB15K-237 [22] and Nell-995 [23] datasets are presented
as benchmark evaluation on inductive link prediction models.

Following GralL, CoMPILE [10] uses communicative
message-passing GNNs to extract directed enclosing sub-
graphs for each triplet in inductive link prediction tasks. Graph
convolutional network (GCN)-based models like ConGLR [9],
INDIGO [29], and LogCo [19] are also applied to inductive
link prediction. ConGLR combines context graphs with logical
reasoning, LogCo integrates logical reasoning and contrastive
representations into GCNs, and INDIGO transparently encodes
the input graph into a GCN for inductive link prediction.
Lastly, TACT focuses on relation-corrupted inductive link
prediction using a relational correlation graph (RCG) [8].

Beyond these models, NBFNet [30] takes advantages of
both traditional path-based model and graph neural networks
for inductive link prediction, which is very similar to our
model: Instead, we combine traditional path-based models
with siamese neural networks other than GNNs for inductive
link prediction, which is described in the next section. All the
inductive link prediction models mentioned in this section will
serve as our baselines.

III. METHODOLOGY

In this section, we will first describe the problem of link
prediction and its related concepts. Then, we will introduce

the structures of our connection-based model as well as our
subgraph-based model for inductive link prediction. After that,
we will provide details on our recursive path finding algorithm.

A. Description on the Problem and Concepts

A knowledge graph can be denoted as G = (£,R,T),
where £ and R represent the set of entities and relations,
respectively. A triple (s,r,t) in the triple set 7 indicates
that there is a relation r from the source entity s to the
target entity t. We say that there is a path ri Ara A---Arg,
from entity s to ¢, if there are entities ey, --ep_1 in € such
that (s,71,e1), (e1,72,€2), -+, (ex—1, 7k, t) are known triples
in 7. We use the letter p to denote a path. We use |£], |R| and
|T| to denote the number of entities, number of relations, and
number of triples in G, respectively. In this paper, we recognize
a path p only by its relation sequence ry ArgA---Arg. The
on-path entities eq, - - - ex_1 are ignored.

Then, knowledge graph completion, or link prediction,
means that given the known graph G, we need to predict (in
probability) whether an unknown triple (s,r,t) is correct. To
be specific, transductive link prediction guarantees that both
s and t exist in &, while inductive link prediction assumes
either s or ¢ to be unknown. For inductive link prediction, an
inference knowledge graph Giny = (Eing, R, Ting) is given
with new entity set &;,,; and new triples 7;, ¢, but the relation
set R and graph topology are invariant. Then, the model will
predict the correctness of (s, 7,t) based on Gy, .

Besides, in most knowledge graphs, the relation r is di-
rected. For instance, (monkey, has_part, tail) is a known triple
in WordNet while (zail, has_part, monkey) is not [31]. Then,
the inverse relation 7! can be defined for each relation r € R,
so that (t,r~! s) is a known triple whenever (s,r,t) is.
Accordingly, we can expand the relation set to be R U R ™!
with R™t = {r='},cx; and the triple set becomes 7 U T !
with 71 = {(t,771,5)}(s,r1)e7- Hence, the inverse-added
knowledge graph will be G = (E,RUR, T U T ). To
minimize confusion, we still use the symbol G.

In this paper, we always work with inverse-added knowl-
edge graphs. We always expand the relation set to R U R~}
and triple set to 7U7 ~1. In this way, a path can be formed by
connecting both initial and inverse relations. For example, we
can have a path p = 7"1/\7"2_1/\7"3 from s to t, where 1,73 € R
and 75 L' R~ (or in other words r5 € R). Moreover, given
a path p =71A---Ar, from s to ¢, we can always obtain the
inverse path p~' = r,;l/\- A rfl, which is from ¢ to s.

B. Structure of the Connection-based Model

Suppose we have an inverse-added knowledge graph G =
(E,RUR™L, TUT ~1). Inspired by the Word2Vec model [24],
we apply the input and output embeddings to the relations in G.
That is, we will generate both the input embedding v,. and the
output embedding ¥, for each relation r € RUR~!. This gives
us the input embedding matrix (vq,--- 7V2\7€|) € RDP*2IR|
and the output embedding matrix (v, - - , Vo) € RP*ARI,
where D is the dimension size of the embedding and |R| is
the number of initial relations.
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Fig. 1. The architectures of our proposed models. (a): Given the connection paths from s to ¢, our connection-based model will predict the target relation r.
(b): Given out-reaching paths from s and ¢ respectively, our subgraph-based model will predict the target relation r. (c): The architecture of one stack in our
siamese neural network. (d): The architecture of our connection-based model. (e): The architecture of our subgraph-based model.

Given two entities s and ¢ in the graph G, suppose there are
three different paths, p; = ry A---A g, p2 = 77 A---A rfg,
and ps = r{ A---Ar},, from s to t. Here, the path length and
the composing relations of each path can be different. Then,
the framework of our connection-based model is very simple:
Given p;, ps and p3 from s to ¢, the model will predict (in
probability) whether the triple (s,r,t) is correct with respect
to a target relation » € R. Figure 1 (a) briefly indicates this
framework.

Before continuing, note that we only need to consider r €
R, i.e. an initial relation, as our target relation. This is because
predicting the correctness of (s,r~!,¢) given paths p;, po and
ps from s to ¢ is equivalent to predicting that of (¢, 7, s) given
the inverse paths p; ', p; * and p3 ' from ¢ to s.

We obtain embedding sequences Vi = (v, ,Vg), Vo =
(Vll7 ce- ,V/k/) and V3 = (V”l7 ce- ,V”k//) for paths P1, D2,
and ps, respectively. Each v; represents the input embedding
of the relation at the corresponding path position. We construct
a connection-based model using a Siamese Neural Network
(SNN) framework. This involves three stacks of deep neural
networks, sharing the same parameters and weights during
training. Stack one takes V; as input, stack two takes Vg,
and stack three takes V3.

Each stack, as shown in Figure 1 1 (c), consists of
two layers of bi-directional LSTM (bi-LSTM) layers [32]
and one max-pooling layer, denoted as frsrar,, frsTm,
and f,qz, respectively. Within a bi-LSTM layer, the hid-
den vectors from forward and backward LSTM networks
are concatenated at each time step. Suppose (hy,-- -, hy)
frsras, (frsran ((Vi, - -+, vi))) are the output hidden vectors
from the second bi-LSTM layer when V; is the input. We
will make sure h; € R? for i = 1,---, k. Then, we will
do dimension-wise max-pooling: 40 = fimae(hy, - hy)

where each dimension h<

max

to obtain h,,,, € RP,

max(h{,--- ,h¢) ford=1,---,D.
We use hVL  to denote the output vector from the stack im-

plementing on V. Similarly, we will obtain hY2 and hY3
from the stacks implementing on Vo and V3, respectively.
After that, we concatenate these three output vectors into one
vector heoneqr € R3P. Then, a feed forward network frpn
is applied: h,c, = frrn(Beoncat), Where h,.., € RP is the
vector representation of the three paths pi, p2 and ps. One can
regard h,., as the ‘connection embedding’ for p1, pa, ps.

Finally, given a target relation » € R, we will obtain its
output embedding v,.. We will further normalize the magnitude
of h,., and v, to unit length: ||h,¢,||2 = ||¥,||]2 = 1, where
|-]]2 is the L-2 norm. Then, we calculate h,,-V,, the inner
product between h,.., and v,., which is the final output value
of the connection-based model. We denoted this output value
as P((s,r,t)|p1,p2,p3) or P(CS"’;L”;)““O", which is the evaluated
probability for (s, r,t) to be correct, given paths py, po and
ps between s and t. Figure 1 (d) describes the architecture of
the connection-based model.

However, there could be less than three different paths
between two entities s and £. Then, we will need the subgraph-
based model for link prediction.

C. Structure of the Subgraph-based Model

Given two entities s and ¢ in the graph G, suppose there
are three different paths pj, p5 and p3 from s to some other
entities; also, suppose there are three different paths p¢, p} and
pé from ¢ to some other entities. Then, we build another model
to predict (in probability) whether the triple (s, r,t) is correct
with respect to a target relation r € R, given p3, p3, p§, pt, pb
and p}. Figure 1 (b) briefly indicates this framework. Since the
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out-reaching paths essentially represents the subgraph around
an entity, we refer to this model as the subgraph-based model.

Again, we only need to consider r € R, an initial relation,
as our target relation in the triple (s,r,¢). This is because
predicting the correctness of (s,771,t) given p3, p§, p§ from
s and p!, pb, p% from ¢ is equivalent to predicting that of
(t,r,s) given p}, ph, p} from ¢ and p§, p§, p§ from s.

Similarly, we obtain embedding sequences V{, V3, V3, Vi,
Vi and VY for paths p§, p5, ps, pl, pl and pi, respectively
as in the connection-based model. The source and target paths
share the same input embedding matrix, which is independent
from the embedding matrix in the connection-based model.
Again, we build SNN stacks to perform on the embedding
sequences: Given V7§, V3 and V3 as input, each stack in the
SNN will path them through two bi-LSTM layers and one
max-pooling layer to obtain hyis € RP, hyz, € RD and
hyi. € R, respectively. Then, he, .., € R3D is obtained
by concatenating these three vectors, which is the output of
the SNN. Note that there is no topological difference between
source entity subgraph and target entity subgraph. Hence,
the same SNN is performed on Vi, Vi and V% to obtain
h! ... € R3P. Then, we further concatenate h?_, ., and
h!_, ... into vector ht(;’:;)mt € RSP, After that, a feed forward
network frry will be applied: hiS) = frpn(hiS) ),
where hq(fl’;) € RP can be viewed as the ‘subgraph embed-
ding’ of p§, p3. p3. pi. ph and ph.

Finally, given r € R, we normalize the magnitude of h&“;ﬁ)
and v, to unit length. Here, v,. is the output embedding of r,
independent from the connection-based model. Then, we cal-
culate the inner product between h&i’,? and v,., which is the fi-
nal output of the subgraph-based model as described in Figure
1 (e). We denote this value as P((s,r,t)|p5, ps, ps, ph, ph, ph)
or P(S;ff%“p " which is the evaluated probability for (s, r,t) to
be correct, given paths p5, p5, p§ from s and pt, ph, p} from
t.

We can see that both our models are path-based, depending
only on the topological structure in a knowledge graph. No
entity embeddings are involved in our models.

D. Recursive Path-finding Algorithm

Given an entity s in the graph G, we use a recursive
algorithm to find out-reaching paths from s. Intuitively, if s
reaches ¢ via path p, we will further extend p by reaching
out to each direct neighbor of ¢ recursively. Here is a more
detailed description:

Suppose at the current step, we possess a path p = r1 A- - A
r starting from s and ending at another entity ¢. Also, suppose
the on-path entities are {s, ey, ,ex_1,t}, which are unique
so that the path is acyclic. Also, we set the upper bound on
the length of a path to be L. Also, we denote C} to be the
number of recursions already performed from s on paths of
length [. Then, we set the upper bound on C} to be C, for
l=12,--- ,L—1.

We define @ to be the qualified entity set given the initial
entity s. If entity ¢ at current recursion step does not belong

to Qs, we will not record the discovered path p. In this paper,
Qs can be the entire entity set £, or the set containing all
the direct neighbors of s, or the set containing only one given
entity %g.

Define N/ to be the number of discovered paths from
s to t. Again, in this paper, paths are only differed from
each other by their relation sequences, rather than their on-
path entities. We stop recording discovered paths from s to
t when N! reaches N, our pre-defined upper bound. Also,
suppose the direct neighbors (“one-hop” connections) of ¢ are
{t, - ,tl,}, where each t is connected with ¢ via a triple
(t,ri,t;). Again, v} may be either an initial or an inverse
relation.

Finally, we will decide whether to continue the recursion
for each direct neighbor ¢, of the current entity ¢. That is,
if the path length |p| < L, the current number of recursions
‘Sp‘ < C, and the direct neighbor ¢, does not belong to the
current on-path entities {s, ey, - ,ex_1,t}, we will proceed
to the next recursion step with respect to source entity s, path
p =11 A--- AT AT, target entity t; and on-path entities
{s,e1, -+ ,ex_1,t,t;}. In the meanwhile, Cli’l will increase
by 1. Here, on-path entities are considered to guarantee an
acyclic path for next recursion.

Again, this path-finding algorithm depends on the starting
entity s, which is summarized below.

Algorithm 1: Recursive Path-finding from entity s
Initialize L, C, N.
Func (p =71 A+ Arg, t, {s,e1, -
if t € Qs and N} <N then
Record the path p from s to ¢;
Nf +— N/ + 1L

; Ck—1, t}’ Qs):

end
for 7, t; in the direct neighbor of t do
if |p| < L and C’fp‘ < C and
t. ¢ {s,e1, - ,ex_1,t} then
Func (p =71 A---ATp ATt

{57 €1, 7ek—l7t7t;‘}» Qs)a
S S
d ol < Cppr +1-
en
end

Run Func (p = 0, s, {s}, Q).

Here, we use Func(z,y,---) to represent a function with
input z, y, etc. Also, p = () means that the path p starts from
empty, or none, or length-zero. If s reaches out to a direct
neighbor ¢ by 7, then p recursively becomes p = r.

In the next section, we will introduce how to implement
our models and path-finding algorithms on inductive link
prediction datasets, as well as the performances of our model
on these datasets.

IV. EXPERIMENTAL RESULTS

In this section, we will first introduce the commonly used
datasets for inductive link prediction model evaluation, as well
as other published models providing baselines for comparison.

Authorized licensed use limited to: Florida State University. Downloaded on February 05,2025 at 15:12:37 UTC from IEEE Xplore. Restrictions apply.



Model WNI18RR FB15K-237 Nell-995
vl v2 v3 v4 vl v2 v3 v4 vl v2 v3 v4d
Neural-LP 86.02 8378 6290 82.06 | 69.64 76.55 7395 75.74 | 64.66 83.61 87.58 85.69
DRUM 86.02 84.05 6320 8206 | 69.71 7644 7403 7620 | 59.86 8399 87.71 8594
RuleN 90.26 89.01 7646 85.75 | 7524 88.70 91.24 9179 | 84.99 8840 87.20 80.52
GralL 9432 94.18 8580 92.72 | 84.69 90.57 91.68 9446 | 86.05 92.62 93.34 87.50
TACT 9543 9754 8765 96.04 | 83.15 93.01 92.10 9425 | 81.06 93.12 96.07 85.75
CoMPILE 9823 99.56 93.60 99.80 | 85.50 91.68 93.12 9490 | 80.16 95.88 96.08 85.48
ConGLR 99.58 99.67 93.78 99.88 | 85.68 9232 9391 9505 | 8648 9522 96.16 88.46
LogCo 9943 9945 9399 98.75 | 89.74 93.65 9491 9526 | 91.24 9596 96.28 87.81
SialLLP solo 8746 8439 79.78 7771 | 88.03 9495 9275 9542 | 8358 87.65 91.22 8198
SialLP hybrid | 93.10 91.57 85.61 87.35 | 88.64 9339 9281 9320 | 76.35 8820 89.88 81.03
TABLE 1

THE AUC-PR METRIC VALUES (IN %) OF INDUCTIVE LINK PREDICTION ON TWELVE DATASET VERSIONS. THE BEST SCORE IS IN BOLD AND THE
SECOND BEST ONE IS UNDERLINED.

Model WN1SRR FB15K-237 Nell-995

vl v2 v3 v4 vl v2 v3 v4 vl v2 v3 v4
Neural-LP 7437 6893 46.18 67.13 | 5292 5894 5290 5588 | 40.78 78.73 8271  80.58
DRUM 7437 6893 46.18 67.13 | 5292 58.73 5290 5588 | 1942 7855 8271 80.58
RuleN 80.85 7823 5339 7159 | 49.76 77.82 87.69 8560 | 53.50 81.75 7726 61.35
GralL 82.45 78.68 5843 7341 | 64.15 81.80 82.83 89.29 | 59.50 9325 9141 73.19
CoMPILE 83.60 79.82 60.69 7549 | 67.64 8298 84.67 87.44 | 5838 93.87 92.77 75.19
ConGLR 85.64 9293 70.74 9290 | 68.29 8598 88.61 89.31 | 81.07 9492 9436 81.61
LogCo 90.16 86.73 68.68 79.08 | 73.90 84.21 8647 89.22 | 61.75 9348 9444  80.82
NBFNet 9480 90.50 89.30 89.00 | 83.40 9490 95.10 96.00 - - - -
SialLP solo 7926 7544 7322 71.14 | 88.29 9519 96.88 96.77 | 78.00 89.08 97.40 81.94
SialLP hybrid | 84.32 83.03 77.41 7648 | 8195 9289 9399 95.03 | 67.00 79.62 9096 75.02

TABLE II

THE HITS @ 10 METRIC VALUES (IN %) OF INDUCTIVE LINK PREDICTION (ENTITY-CORRUPTED RANKING) ON TWELVE DATASET VERSIONS. THE BEST
SCORE IS IN BOLD AND THE SECOND BEST ONE IS UNDERLINED.

Then, we will introduce the training methods and evaluation
metrics we applied. The performances of our models are pro-
vided right after. Finally, an ablation study will be conducted
to see if the existing structure reaches an optimism.

A. Datasets and Baseline Models

We work on the benchmark datasets for inductive link
prediction proposed with the GralL model [7], which are
derived from WNI18RR [21], FB15k-237 [22], and NELL-
995 [23]. Each of the WN18RR, FB15k-237 and NELL-995
datasets are further developed into four different versions for
inductive link prediction. Each version of each dataset contains
a training graph and an inference graph, whereas the entity
set of the two graphs are disjoint. Detailed statistics on the
number of entities, triples and relation types of the datasets are
summarized in many papers, such as [7]-[9]. For simplicity,
we do not repeat the statistics in this paper again.

We adapt benchmark inductive link prediction models pub-
lished in recent years as baselines in this paper. They are
Neural-LP from [14], RuleN from [13], DRUM from [15],
GralL from [7], R-GCN from [20], CoMPILE from [10],
ConGLR from [9], INDIGO from [29], NBFNet from [30],
LogCo from [19] and TACT from [8]. Performances of these
models will be given in subsection 4.4.

B. Training Protocols

Suppose we obtain the inverse-added knowledge graph
G=(&,RURL, TUT™!) for training. For the connection-
based SialLP model, we implement the recursive path-finding
algorithm on each entity s € £ to discover paths from s to
its direct neighbors. Specifically, we use L = 10, C = 20000,
N = 50, and set Q)5 to be the direct neighbors of s. For more
details on this algorithm, please refer to subsection 3.4. We
repeat this algorithm ten times for each s € £ to enrich the
discovered paths.

Afterwards, we train the connection-based model using
contrastive learning (negative sampling) with the discovered
paths. We randomly select three paths p;, p2, and p3 from s to
t and provide their corresponding input embedding sequences
Vi, Vo, and V3 to the connection-based model. We also
provide the model with the output embedding of the target
relation, which is either the ground-truth relation r in a training
triple (s, r,t) (where @5 being the direct neighbor of s ensures
the existence of such a triple), or a randomly selected relation
r’ € R. The connection-based model calculates the inner
product as described in subsection 3.2, with a label of 1 for
the true relation r and O for the random relation 7.

Here is the training strategy for the subgraph-based model:
For each triple (s,7,t) € T, we randomly select two additional
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Model WNI18RR FB15K-237 Nell-995
vl v2 v3 v4 vl v2 v3 v4 vl v2 v3 v4
Neural-LP 54.80  23.60 3.00 19.50 7.30 3.60 3.90 4.10 5.00 5.70 3.30 3.20
DRUM 27.70 3.40 14.10  26.00 5.40 3.40 2.70 2.60 17.00 5.50 3.80 1.80
GralL 7490 62.80 37.70 61.00 1.60 1.30 0.30 1.70 14.60 1.00 0.70 1.70
TACT 99.50 97.80 8520 98.20 | 7410 7170 7220 4090 | 77.60 53.30 3540 44.40
SialLP hybrid | 85.11 85.26 75.70 82.44 | 70.73 82.64 8243 81.04 | 8500 70.38 6539 68.81
TABLE III

THE HITS@ 1 METRIC VALUES (IN %) OF INDUCTIVE LINK PREDICTION (RELATION-CORRUPTED RANKING) ON TWELVE DATASET VERSIONS. THE
BEST SCORE IS IN BOLD AND THE SECOND BEST ONE IS UNDERLINED.

Model WNI18RR FB15K-237 Nell-995
vl v2 v3 v4 vl v2 v3 v4 vl v2 v3 v4
R-GCN 2.10 11.00 24.50 8.10 2.40 3.40 3.50 3.30 26.00 0.80 1.40 3.00
GralLL 0.60 10.70  17.50 22.60 1.00 0.40 6.60 3.00 0.00 7.40 2.50 0.50
INDIGO 98.40 9730 9190 96.10 | 53.10 67.60 66.50 66.30 80.00 5690 64.40 45.70
SialLP hybrid | 99.47 97.05 91.24 98.46 | 81.95 9351 9329 93.68 | 100.00 81.30 83.31 81.12
TABLE IV

THE HITS @3 METRIC VALUES (IN %) OF INDUCTIVE LINK PREDICTION (RELATION-CORRUPTED RANKING) ON TWELVE DATASET VERSIONS. THE
BEST SCORE IS IN BOLD AND THE SECOND BEST ONE IS UNDERLINED.

entities s’ and ' from £ and a random relation ' € R. We
apply the recursive path-finding algorithm separately from s, t,
s',and ¢, using L = 3, C = 20000, and N = 50. However, for
comprehensive subgraph representation, we set Qs, ¢, Qs,
and Q4 to be the entire set £. Similarly, the training is based
on contrastive learning, which creates four triples: (s,r,t),
(s,7',t), (s,7,t'), and (s, r,t). For each triple, we randomly
select three out-reaching paths from each entity as input paths.
The model calculates the inner product as described in section
3.3, with a label of 1 for a true triple and O for a corrupted
triple.

We set the dimension of each relation embedding to be D =
300 in both models. We set the number of hidden units to be
H = 150 in each forward and backward LSTM layers in all
siamese neural network stacks. The learning rate is 1075, the
batch size is 32 and the training epoch is 10 across all models
on all datasets. The models are trained on an Apple M1 Max
CPU.

C. Evaluation Metrics

We apply both classification metric and ranking metric
to evaluate the performance of our model. For classification
metric, we use the area under the precision-recall curve (AUC-
PR) following GralL [7]. That is, we replace the source or
target entity of each test triple with a random entity to form
a negative triple. Then, we score the positive test triples with
an equal number of negative triples to calculate AUC-PR.

For the ranking metric, however, there seems to be two
different settings. The first setting is purposed in GralL [7]
and followed by CoMPILE [10], ConGLR [9], INDIGO [29],
NBFNet [30] and LogCo [19], where each test triple is ranked
among other 50 negative triples whose source or target entities
are replaced by random entities. Accordingly, Hits@10 (the
rate of true test triples ranked top-10 in all performed rankings)

is calculated with respect to all test triples. We refer to this
setting as entity-corrupted ranking. This setting coincides
with that in the AUC-PR metric.

The second setting is proposed both in TACT [8] and
INDIGO [29], where each test triple is ranked among other
negative triples whose relation is replaced by other relations in
the graph. Accordingly, Hits@1 is calculated with respect to
all test triples in the paper presenting TACT [8], while Hit@3
is calculated in the paper presenting INDIGO [29]. Here, the
number of candidate triples depends on the number of relations
in the graph. We refer to this setting as relation-corrupted
ranking. To comprehensively evaluate our models, we apply
both settings as our ranking metrics.

D. Performances

The AUC-PR and entity-corrupted Hits@10 scores of
Neural-LP, RuleN and DRUM are obtained from [7], while
the relation-corrupted Hits@1 score of these three models are
obtained from [8]. The AUC-PR and entity-corrupted Hits@ 10
scores of TACT are obtained from the re-implementations by
[9], whereas the relation-corrupted Hits@1 scores of TACT
are still obtained from the initial paper [8]. R-GCN is only
used as relation-corrupted Hits@3 baselines, obtained from
[29]. Performances of the remaining models are obtained from
their initial papers.

The AUC-PR results for the selected models are in Table I,
while their entity-corrupted Hits@ 10 performances are shown
in Table II. Here, “SialLP solo” refers to using only the
subgraph-based model. “SialLLP hybrid” refers to combining
both connection-based and subgraph-based models, with the
output score from each model being averaged on an input
triple. Table I and Table II show that our models achieve
several new state-of-the-art results. To be specific, one can
see an interesting tendency in our models’ performances: Our
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Model WN1SRR FB15K-237 Nell-995
vl v2 v3 v4 vl v2 v3 v4d vl v2 v3 v4d
SialLP basic solo 87.46 8439 79.78 77.71 | 88.03 9495 9275 9542 | 83.58 87.65 91.22 81.98
SialLP basic hybrid | 93.10 91.57 85.61 87.35 | 88.64 9339 9281 9320 | 7635 88.20 89.88 81.03
SialLP large solo 87.80 83.72 7793 7832 | 86.63 9495 9362 9442 | 86.96 88.16 89.83 81.79
SialLP large hybrid | 88.29 87.29 83.25 84.51 | 8244 9471 9398 9385 | 77.09 8537 90.05 7091
TABLE V
ABLATION STUDY: AUC-PR PERFORMANCES FROM FOUR DIFFERENT SETTINGS OF SIAILP MODELS.
Model WN18RR FB15K-237 Nell-995
vl v2 v3 v4 vl v2 v3 v4 vl v2 v3 v4
SialLLP basic solo 7926 7544 7322 71.14 | 88.29 9519 96.88 96.77 | 78.00 89.08 9740 81.94
SialLP basic hybrid | 84.32 83.03 7741 7648 | 8195 9289 9399 95.03 | 67.00 79.62 90.96 75.02
SialLP large solo 76.58 7853 7245 71.87 | 8293 9456 9491 9586 | 82.00 87.18 97.15 82.08
SialLP large hybrid | 74.70 83.03 76.39 7642 | 81.95 9205 9434 9596 | 76.00 76.52 91.89 63.56
TABLE VI

ABLATION STUDY: HITS@ 10 PERFORMANCES FROM FOUR DIFFERENT SETTINGS OF SIAILP MODELS.

models are dominant on the inductive FB15K-237 datasets,
with new state-of-the-art performances in almost every metric
category. On contrast, when performing on the inductive Nell-
995 datasets, our models achieve fewer new state-of-the-art
performances (yet still be competitive). Finally, our models are
less competitive when performing on the inductive WN18RR
datasets, with only one second best performance achieved.

According to the statistics in [7], inductive WNI18RR
datasets have fewest relation types yet densest relation con-
nections among these three inductive dataset series. On con-
trast, inductive FB15K-237 datasets have most relation types
yet sparsest relation connections, while inductive Nell-995
datasets are relatively ‘intermediate’ regarding the relation
type and density. Intuitively speaking, the fewer the types
of relations and the denser the connections made by these
relations in a knowledge graph, the more similar the sub-
graphs will be to each other. One can imagine an extreme
situation: There is only one relation type in a knowledge
graph, whereas each entity is connected to all the other entities.
In this case, path-based subgraphs with the same topological
structure among different entities are totally indistinguishable.
Accordingly, here is our explanation: Comparing to those in
the inductive FB15K-237 datasets, path-based subgraphs in the
inductive Nell-995 datasets are more similar to each other, and
hence less distinguishable to our models. This issue becomes
most severe in the inductive WN18RR datasets, leading to the
indicated tendency in the performances of our models.

This tendency, in fact, represents a trade-off, wherein pre-
diction accuracy is sacrificed in favor of the capacity for strict
inductive link prediction. This is because a strict inductive link
prediction model has to depend purely on path-based topolog-
ical information in a knowledge graph. Therefore, it appears
acceptable for our SialLP models to be less competitive in
certain scenarios compared to entity-involved models.

Then, the relation-corrupted Hits@1 and Hits@3 perfor-
mances of all models are shown in Table III and Table IV,
respectively. Here, we only apply SialLP hybrid setting, since

performances by each single model are less satisfying. We
can see that our SialLP model performs especially well on
relation-corrupted rankings, which outperforms the baselines
by a great margin on the inductive versions of FB15K-237
and Nell-995. Here, our models can directly use relation
embeddings in relation-corrupted ranking scenarios. To our
models, this is more straightforward than in entity-corrupted
ranking scenarios, where entities are indirectly represented by
path-based connections or subgraphs. Hence, our models be-
come competitive when performing on the inductive WN18RR
datasets for relation-corrupted inductive link prediction tasks,
regarding-less the relation type and connection density issue
mentioned in above.

E. Ablation Studies

Throughout our experiments, both our connection-based
model and subgraph-based model are performed with different
numbers of paths to discover the optimized setting. We dis-
cover that three paths connecting the source and target entities,
or three out-reaching paths from each of the source and target
entity are in general enough to represent the sub-graphic
topology among a source-target entity pair. To testify this
statement, beyond selecting three out-reaching paths (‘basic’)
from each entity, we also select six out-reaching paths (‘large’)
from each entity in the subgraph-based model. In order to
control variability, the number of connecting paths between
two entities in the connection-based model is always three.
The models are evaluated using AUC-PR and entity-corrupted
Hits@10 ranking, with solo and hybrid settings to be the
same. The corresponding scores are shown in Table V and
VI, respectively.

We can see that the best performances in general come
from selecting three out-reaching paths for each entity in the
subgraph-based model (‘basic), whereas models with solo and
hybrid settings possess different advantages. This observation
leads to the default setting in this paper.

Correspondingly, we also set the number of connecting
paths to be three and six in the connection-based model, while
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keeping the number of out-reaching paths in the subgraph-
based model to be always three. Similar results are obtained
showing that three connecting paths in general leads to better
performance than six paths. To reduce redundancy, we do not
provide corresponding scores again.

In addition, we discovered that the dense relation con-
nections in inductive WN18RR datasets lead to many ‘pop-
ular’ entities: About 14% entities have more than 5 times
direct neighbors than average. Consequently, our path-finding
algorithm can easily pass through the popular entities and
capture from their out-reaching connections the relatively
limited relation types, making the established path-based sub-
graphs even harder to distinguish. To mitigate this issue, when
working on inductive WNI8RR datasets, we modified our
path-finding algorithm to avoid popular entities as much as
possible. Hence, the discovered paths are involved with more
‘rare’ entities, making the established subgraphs contain more
diverse relation types, and hence more distinguishable. This
modification increases the performances of our models by
about 6% on the inductive WN18RR datasets, compared to
our early stage results.

However, this modification fails to significantly improve our
models’ performances on the inductive FB15K-237 and Nell-
995 datasets. We believe that this is because there are less
popular entities in these two dataset series. For instance, only
about 2% entities have more than 5 times direct neighbors than
average in the inductive FB15K-237 datasets. As a result, the
impact of avoiding popular entities in path-finding is limited
when working on inductive FB15K-237 and Nell-995 datasets.
To reduce redundancy, we will not provide more tables to show
the corresponding performance scores.

Besides, we find that applying both models to the relation-
corrupted link prediction tasks but only applying the subgraph-
based model to the entity-corrupted tasks will achieve the best
performance. Finally, the upper bounds on path lengths in both
models are chosen in balance of performance optimization and
computational complexity. Due to the vast array of parameter
setting combinations, it is not feasible to present all perfor-
mance results in this section.

V. CONCLUSION

In this paper, we proposed path-based inductive link pre-
diction models. We only employ relation embeddings and
paths embeddings to capture the topological structure of a
knowledge graph, excluding entity embeddings. We apply
siamese neural network architectures to further reduce the
number of parameters in our models. These designs make the
size of our models be negligible compared to graph convolu-
tional network based models, when applied to large knowledge
graphs. Experimental results show that our models achieve
several new state-of-the-art performances on the inductive
versions of the link prediction datasets WN18RR, FB15K-237
and Nell-995.
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