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Abstract—The widespread use of social media has led to
an increase in false and misleading information presented as
legitimate news, also known as fake news. This poses a threat to
societal stability and has led to the development of fake news de-
tectors that use machine learning to flag suspicious information.
However, existing fake news detection models are vulnerable to
attacks by malicious actors who can manipulate data to change
predictions. Research on attacks on news comments is limited,
and current attack models are easily detectable. We propose two
new attack strategies that instead use real, pre-existing comments
from the same dataset as the news article to fool fake news
detectors. Our experimental results show that fake news detectors
are less robust to our proposed attack strategies than existing
methods using pre-existing human-written comments, as well as
a malicious synthetic comment generator.

Index Terms—misinformation, adversarial machine learning,
machine learning robustness

I. INTRODUCTION

The widespread use of social media has led to the rise of
fake news, or false and misleading information presented as
if it is legitimate. Misinformation and disinformation erode
trust in the press, promote conspiracy, exacerbate polarization,
and can also lead to poor policy decisions. The increased
prevalence of fake news poses a threat to societal stability
and has led to the development of fake news detectors. These
detectors use machine learning to mitigate the problem of
fake news by using news content and in some cases user
comments to flag suspicious information. While many fake
news detection models have been developed, it is possible for
malicious actors to manipulate data to change the predictions
of fake news detectors [1]–[3]. Several attacks have been
developed to fool detectors into misclassifying news pieces,
for instance by modifying the news content [3]–[5].

Research that considers attacks on comments made by
readers of the news is extremely limited. To the best of our
knowledge, only one such attack model, MALCOM [6], has

been developed, where malicious comments are synthetically
generated based on headlines and user comments to fool fake
news detectors. However, these machine-generated attacks
are easily detectable. Our goal is therefore to study the
effectiveness of attacks that use pre-existing, human-generated
comments on fake news detection models.

In this paper, we propose two new attack strategies by using
comments from the same dataset as the target article, rather
than generating text to do so. Our proposed attack strategies
retrieve comments from the dataset that are either relevant
to the content of the targeted news article (topic-specific
comments) or generic. In both cases, we take into account the
influence of the selected comments in the fake news detection
process. Because the comments are genuine, such attacks
are less likely to be flagged as adversarial examples. In our
attack scenario, the attacker aims to change the classification
result of the victim fake news detection model, by adding a
single user comment. The attack comment should be selected
while limiting the number of queries made on the victim
model. Hence, in our work, we also perform experiments using
surrogate models, to eliminate the need for querying the target
model directly.

Experimental results show that fake news detectors are
less robust to our proposed attack strategies than existing
methods that consider attacks based on pre-existing human-
written comments and machine-generated comments.

II. METHODOLOGY

We use the GossipCop and PolitiFact datasets from the
FakeNewsNet [7] repository and attack three fake news de-
tectors: dEFEND [8], TextCNN [9], and RoBERTa [10]. Our
data preparation methods and model training are consistent
with the work of Le et al. [6]. To understand the relationship
comments have with the classification of news articles, we
define the influence of each comment c, individually, on its
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respective news article a, as the difference in the model’s
confidence that a is fake when a has no comments present
and when a has only the comment c.

To fool the fake news detector, we use real comments
sourced from the dataset itself, as opposed to generating syn-
thetic comments, which can be identified with 99% accuracy.
Attacking a classifier involves adding comments to correctly
classified articles in the test set: this includes true positives
(correctly identified fake news) and true negatives (correctly
identified real news). An attack is successful if it causes the
classifier to change its prediction from correct to incorrect,
either from fake to real or real to fake. We consider two types
of attacks: fake news promotion (i.e., forcing misclassifications
of true positives as real news articles), and real news demotion
(i.e., changing the prediction of true negatives).

We propose two approaches to retrieve comments to per-
form the attack: (a) retrieving topic-specific comments, i.e.,
comments that are thematically similar to the targeted news
article; and (b) retrieving generic comments, which are highly
dissimilar from their respective news articles. We selected h
comments of the desired type (topic-specific or generic) from
news articles with the opposite ground truth classification (real
or fake) of the target (victim) article. This was done to avoid
variation caused by selecting just one comment at random (as
done in [6]), and increase the attack’s chance of success.

In both approaches (topic-specific or generic comments) we
first filter for comments with an individual influence in the de-
sired direction of change. For instance, if we want to promote
fake news, then the target article will have a ground truth of
fake, and the set of attack comment candidates will consist
of real comments that make their respective articles less fake,
a negative percent change in individual comment influence.
We can also find comments with a more pronounced effect
on the classification of their original article by selecting those
with individual influence above a given threshold magnitude
θ (i.e., within one tail of the histogram). We use this approach
to create a list of candidate comments to use in an adversarial
attack. Other existing methods for retrieving real comments to
attack a fake news detector, i.e., CopyCat and its variants [6],
do not consider individual comment influence and thus may
be less effective.

III. EXPERIMENTAL RESULTS

We compare the success of an attack of our proposed topic-
specific and generic comments attack-based procedures against
CopyCat and MALCOM [6] state-of-the-art methods. The
success of an attack is measured by the attack success rate,
defined as the percentage of articles correctly classified before
the attack for which the classifier changes its prediction after
the attack.

Results show that our proposed topic-specific or generic
comment attacks match or outperform CopyCat and MAL-
COM in nearly all the considered cases. As expected, we found
out that models with lower fake news detection accuracy (in
particular, TextCNN with 69% accuracy) are easier to fool.
Moreover, despite RoBERTa and dEFEND having comparable
classification performance (more than 80% accuracy), results
show that a classifier specially designed to detect fake news
such as dEFEND is more robust to adversarial attacks than a
generic model such as RoBERTa. We also observe that topic-
specific comments are particularly effective for fake news
promotion, and attacks are more effective when there are no
initial comments (which is expected, as the classifier accuracy
is lower in this case).

Another way to perform an attack is to perform a black box
attack through a surrogate model. Hence, we performed further
experiments considering RoBERTa, TextCNN, and an RNN
(Recurrent Neural Network) based model as the surrogate fake
news detection models and assume the adversary has access to
the datasets. To perform the attack with a surrogate model, we
generated comments assuming the surrogate as the fake news
detection model and then measured the attack success rate of
such an attack on the considered fake news detectors (dE-
FEND, TextCNN, and RoBERTa). Our experimental results
clearly show that using the surrogate model when computing
topic-specific or generic attack comments achieves an attack
success rate higher or comparable to CopyCat and MALCOM
in nearly all the considered cases.
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