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Abstract: Mobile robot navigation is a critical aspect of robotics, with applications spanning from
service robots to industrial automation. However, navigating in complex and dynamic environments
poses many challenges, such as avoiding obstacles, making decisions in real-time, and adapting to
new situations. Reinforcement Learning (RL) has emerged as a promising approach to enable robots
to learn navigation policies from their interactions with the environment. However, application of RL
methods to real-world tasks such as mobile robot navigation, and evaluating their performance under
various training–testing settings has not been sufficiently researched. In this paper, we have designed
an evaluation framework that investigates the RL algorithm’s generalization capability in regard to
unseen scenarios in terms of learning convergence and success rates by transferring learned policies
in simulation to physical environments. To achieve this, we designed a simulated environment in
Gazebo for training the robot over a high number of episodes. The training environment closely mim-
ics the typical indoor scenarios that a mobile robot can encounter, replicating real-world challenges.
For evaluation, we designed physical environments with and without unforeseen indoor scenarios.
This evaluation framework outputs statistical metrics, which we then use to conduct an extensive
study on a deep RL method, namely the proximal policy optimization (PPO). The results provide
valuable insights into the strengths and limitations of the method for mobile robot navigation. Our
experiments demonstrate that the trained model from simulations can be deployed to the previously
unseen physical world with a success rate of over 88%. The insights gained from our study can assist
practitioners and researchers in selecting suitable RL approaches and training–testing settings for
their specific robotic navigation tasks.

Keywords: automated learning framework; platform development; autonomous robot; deep
reinforcement learning; physical implementation; collision avoidance

1. Introduction

Mobile robot navigation is a fundamental research topic in the realm of robotics,
with applications across a wide range of domains [1,2]. The goal of enabling robots to
autonomously navigate through intricate and dynamic environments has spurred the
exploration of various methodologies, among which reinforcement learning (RL) has
emerged as a promising paradigm. The utilization of RL techniques for mobile robot
navigation builds upon a rich body of research. Prior studies have demonstrated the
potential of RL in addressing navigation challenges.

Among various RL methods, proximal policy optimization (PPO) has gained popular-
ity due to its efficiency and robustness [3–6]. PPO is a policy gradient method that updates
the policy by taking a step that is close to the previous policy, while ensuring a bounded
policy change. This helps to avoid large policy updates that can harm the algorithm’s
performance or cause instability. Several previous works have explored the use of PPO for
mobile robot navigation, with different aspects and objectives. For instance, the authors
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of [7] proposed a qualitative comparison of the most recent autonomous mobile robot
navigation techniques based on deep reinforcement learning, including PPO. However,
according to [8,9], PPO struggles in continuous action space and has a slow covergence rate.

According to the literature, deep reinforcement learning (DRL) has the potential to
enable robots to learn complex behaviors from high-dimensional sensory data without
explicit programming, and deep Q-network (DQN) [10–13] and deep deterministic policy
gradient (DDPG) [14–17] are two promising DRL algorithms for mobile robot navigation.
For instance, the authors of [18] devised the dynamic epsilon adjustment method integrated
with DRL to reduce the frequency of non-ideal agent behaviors and therefore improved
the control performance (i.e., goal rate). The authors of [19] proposed an improved deep
deterministic policy gradient (DDPG) path planning algorithm incorporating sequential
linear path planning (SLP) to address the challenge of navigating mobile robots through
large-scale dynamic environments. The proposed algorithm utilized the strengths of SLP to
generate a series of sub-goals for the robot to follow, while DDPG was used to refine the
path and avoid obstacles in real time. This approach also had a better success rate than the
traditional DDPG algorithm and the A+DDPG algorithm [20]. The authors of [21] proposed
a new DRL algorithm called a dueling Munchausen deep Q network (DM-DQN) for robot
path-planning. DM-DQN combined the advantages of dueling networks and Munchausen
deep Q-learning to improve exploration and convergence speed. In static environments,
DM-DQN achieved an average path length that was shorter than both DQN and Dueling
DQN. In dynamic environments, DM-DQN achieved a success rate that was higher than
DQN and Dueling DQN. The authors of [22] proposed a global path planning algorithm for
mobile robots based on the prior knowledge of PPoAMR, a heuristic method that used prior
knowledge particle swarm optimization (PKPSO) [23–25]. They used PPoAMR to find the
best fitness value for the path planning problem and then used PPO to optimize the path.
Moreover, they showed that their algorithm can generate optimal and smooth paths for
mobile robots in complex environments. However, as [26] pointed out, implementing DQN
or any extended DQN algorithms on physical robots is more challenging. They are also
often more resource-intensive. Moreover, DQN algorithms require extensive training data,
are sensitive to environmental changes, and necessitate careful hyperparameter tuning.
On the other hand, DDPG requires a large number of samples to converge to the optimal
policy [27].

The authors of [28] proposed a generalized computation graph that integrates both
model-free and model-based methods. Experiments with a simulated car and real-world
RC car demonstrated the effectiveness of the approach. In recent years, there has been a
growing interest in developing platforms that enable the evaluation of multi-agent rein-
forcement learning and general AI approaches. One such platform is SMART, introduced
by [29], an open-source system designed for multi-robot reinforcement learning (MRRL).
SMART integrated a simulation environment and a real-world multi-robot system to evalu-
ate AI approaches. In a similar vein, the Arcade Learning Environment (ALE) was proposed
by [30] as a platform for evaluating domain-independent AI. The ALE provided access
to hundreds of Atari 2600 game environments, offering a rigorous testbed for comparing
various AI techniques. The platform also includes publicly available benchmark agents
and software for further research and development. However, these approaches require
specialized hardware or resources, limiting accessibility for those with standard PC setups
to conduct research from home.

Sampling efficiency and safety issues limit robot control in the real world. One solution
is to train the robot control policy in a simulation environment and transfer it to the real
world. However, policies trained in simulations often perform poorly in the real world due
to imperfect modeling of reality in simulators [31].

The authors of [32] developed a training procedure, a set of actions available to the
robot, a suitable state representation, and a reward function. The setup was evaluated using
a simulated real-time environment. The authors compared a reference setup, different
goal-oriented exploration strategies, and two different robot kinematics (holonomic and
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differential). With dynamic obstacles, the robot was able to reach the desired goal in 93% of
the episodes. The task scenario was inspired by an indoor logistics setting, where one robot
is situated in an environment with multiple obstacles and should execute a transport order.
The robot’s goal was to travel to designated positions in the least amount of time, without
colliding with obstacles or with the walls of the environment. However, this was all done
in the simulated setting. The authors of [33] designed an automated evaluation framework
for Rapidly-Exploring Random Tree (RRT) frontier detector for indoor space navigation,
which addressed the performance verification aspect. However, the method being verified
was not of the RL category. The authors of [34] also designed a simulation framework
for training the Turtlebot robot agents. However, the framework was only designed for
simulation purposes. These important works have set the stage for the examination of PPO
in our study since the algorithm has a decent performance in robotic tasks and is easier to
implement in mobile robots.

The domain of mobile robot navigation presents a multitude of complexities, including
navigating through cluttered spaces, avoiding obstacles, and making decisions in real
time. To address these challenges, this study employs an automated evaluation framework
tailored for Turtlebot robots, designed to rigorously assess the performance of RL techniques
in a controlled environment. The investigation is anchored in an extensive analysis, focusing
on the PPO algorithm. This technique is scrutinized in a discrete action space. The
contributions of this paper are as follows:

• We redesigned and implemented a personalized automated learning and evaluation
framework based on an existing repository [34], allowing users to specify custom
training and testing parameters for both simulated and physical robots (Turtlebot).
This makes the platform adaptable and accessible to a wider range of users with
limited resources.

• To establish a robust benchmark for robotic research study, we design a simulated
environment in Gazebo to train the agent. The training environment closely mimics
typical indoor scenarios encountered by Turtlebot robots with common obstacles such
as walls and barriers, replicating real-world challenges.

• Our implementation provides statistical metrics, such as goal rate, for detailed com-
parison and analysis, with the flexibility to extend output to additional data such as
trajectory paths and robot LiDAR readings. Moreover, our implementation can be
extended to output additional metrics such as trajectory data, robot LiDAR data, etc.
The insights gleaned from this study are invaluable to practitioners and researchers
for their specific robotic navigation tasks.

• We conducted extensive physical experiments to evaluate the real-world navigation
performance under varied environment configurations. Our results show that the
agent trained in simulation can achieve a success rate of over 88% in our physical
environments. Simulated training is not restricted by physical constraints such as the
robot’s battery power, and is more efficient in training data collection. This finding
demonstrates the value of simulated training with RL for real world mobile navigation.

The organization of the paper is provided as follows. The algorithm background of
PPO is presented in Section 2. The automated framework development and the integration
of it with the PPO algorithm for robot navigation is presented in Section 3. The experimental
set-up along with the set parameters for each environment is presented in Section 4. The
results with relevant figures are provided in Section 5. Finally, Section 6 concludes the work.

2. PPO Algorithm Background

Schulman et al. [3] proposed the Proximal Policy Optimization (PPO) algorithm, which
presents a novel approach to reinforcement learning that focuses on improving the stability
and sample efficiency of policy optimization. PPO belongs to the family of policy gradient
methods and aims to address some of the limitations of earlier algorithms like TRPO [35].

PPO introduces the concept of a clipped surrogate objective function, which plays a
central role in its stability. This function limits the extent to which the policy can change
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during each update, effectively preventing overly aggressive updates that can lead to
policy divergence:

LCLIP(θ) = Êt[min(rt(θ)Ât, clip(rt(θ), 1− ϵ, 1 + ϵ)Ât)]. (1)

where Êt represents the empirical average across time t. ϵ = 0.2 is a hyperparameter. clip(·)
is the clipping function that restricts rt(θ) into the interval [1− ϵ, 1 + ϵ]. rt(θ) denotes the
probability ratio, which is the ratio between the current policy, πθ(at|st), and the policy
from the previous time step, πθold(at|st):

rt(θ) =
πθ(at|st)

πθold(at|st)
, (2)

Ât denotes the advantage estimator, which is defined as follows:

Ât = δt + (γλ)δt+1 + · · ·+ (γλ)T−t+1δT−1, (3)

δt = Rt+1 + γVµ(st+1)−Vµ(st), (4)

where γ = 0.99 is the discount factor. λ = 2× 10−4 is the learning rate. t is the current
time step. T is the total number of time steps in the end. Rt+1 is the reward received in the
next time step. Vµ(st+1) is the value function of the next time step, and Vµ(st) is the current
value function. Both functions are output by the critic network with parameter set µ. By
constraining policy changes, PPO ensures smooth learning and reliable convergence.

Another crucial aspect of PPO is its use of importance sampling. This technique
enables a balance between exploration and exploitation by adjusting the policy updates
based on the ratio of probabilities between the new and old policies. This allows the agent
to explore new actions while still staying close to its current policy, preventing excessive
deviations. The PPO algorithm also boasts high sample efficiency, making it particularly
suitable for applications where data collection is resource-intensive. It efficiently learns
from a relatively small amount of data, which is vital for real-world scenarios where
collecting extensive data can be costly or time-consuming.

3. Integration of the PPO Algorithm for Robot Navigation

For both the simulation and physical experiments study, a TurtleBot machine learning
development package for ROS (Robot Operating System) has been used [36]. It is a collec-
tion of software tools and libraries that enable the development and deployment of machine
learning algorithms on TurtleBot robots, and provides a wide range of functionalities, such
as data collection, data pre-processing, training, and evaluation of machine learning models.
At the beginning of each training episode, the agent is assigned a random goal. The agent
then learns to navigate to goals based on its LiDAR sensor data. This demonstration is
shown in Figure 1a.

The agent takes 360-degree LiDAR scan data, the current heading to the goal, the
current distance to the goal, the current distance to the closest obstacle, and the current
heading to the closest obstacle as inputs. The LiDAR scan data input is composed of
360 infrared readings of distances between the agent and the obstacles around it. More
details about the sensor can be found in Appendix A. The heading of any detected point
with respect to the agent takes value in [−π, π), where 0 rad corresponds to the forward
direction of the agent, as shown in Figure 1b. The heading to the point of interest increases
as the agent turns counterclockwise towards the point, and decreases as the agent turns the
other way. The agent can perform four actions as shown in Figure 1a. Action 1 is when the
agent is stationary (lws = 0 m/s, rws = 0 m/s, where lws represents left wheel speed, and
rws represents right wheel speed). Actions 2 and 3 are turning clockwise (lws = 0.4 m/s,
rws = 0 m/s) and counterclockwise (lws = 0 m/s, rws = 0.4 m/s), respectively. Action 4 is
going forward only (lws = 0.4 m/s, rws = 0.4 m/s), so the agent’s movement is limited to
moving forward.
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(a) Agent actions and input schematic (b) Agent coordinate frame convention

Figure 1. (a) Agent learning its surroundings using LiDAR data while navigating to the goal. The
agent has four discrete actions available in this environment, where Action 1 is not moving, Action
2 is turning clockwise, Action 3 is turning counter-clockwise, and Action 4 is moving forward.
(b) Coordinate frame of the agent, where 0 rad is the forward direction of the agent.

3.1. Agent Model

Figure 2 is the neural network structure of the PPO method used in the training. Note
that the PPO method includes both an actor and a critic networks. As can be seen in
Figure 2, the actor network is made up of an input layer followed by a ReLU activation
function, a hidden layer of 256 nodes followed by another ReLU activation function, which
is followed by another hidden layer of 256 nodes and a ReLU activation function, and an
output layer followed by a SoftMax activation function that outputs one of the four actions
at each step. The critic network has a similar structure as the actor network, except that its
output is a single state value of the current state. Note that the heading and distance to the
goal and obstacles are obtained using the odometry data of the robot agent.

3.2. PPO Workflow

The PPO update script is structured as in Figure 3. At each time step, the actor network
within the PPO agent exhibits some action at and receives a tuple of the current state st, the
action taken at, the reward received Rt+1, the logarithmic probability of the action taken
logprob(at), and the binary episode termination flag Flag (the flag takes a value of either 1
or 0). The tuple is then stored into a trajectory, which will be used to update the PPO agent
every other 500 time steps, where each time step is at the millisecond scale. During each
update, the actor network outputs the policy of the current state πθ , which will be used to
calculate the probability ratio rt(θ). The state value returned by the critic network is then
used to estimate the advantage function Ât. Then both Ât and rt(θ) are used to calculate
the actor network objective function LCLIP(θ), which is used to update the actor neural
network weights. The aforementioned calculations are boxed in blue to show that they are
specific to the updates of the actor network. At the end, the current policy πθ is saved as
the previous policy πθold , and the current policy πθ is updated using stochastic gradient
descent (SGD). The current value function Vµ(st) is updated using SGD, based on the error
between predicted and actual values. The aforementioned calculations are boxed in red to
show that they are specific to the updates of the critic network. Note that the solid arrow
lines represent direct maneuver of the variables, whereas the dotted arrow lines represent
the updates of the networks.
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(a) Actor Network (b) Critic Network

Figure 2. (a) Structure of the actor network. The network takes 6 inputs. The LiDAR data input is
composed of 360 infrared readings of distances between the agent and the obstacles around it. The
past action input is composed of left and right wheel speeds from the previous time step. The other
4 inputs are of single values. The inputs are sent through a ReLU activation function to a hidden
layer of 256 nodes. Afterwards, they are sent through another ReLU activation function to another
hidden layer of 256 nodes. The output is then sent through first a ReLU and then a SoftMax activation
function, which would be either of the 4 action values. (b) Structure of the critic network. The network
takes the same inputs as the actor network. The output is the value of the agent’s current state.

Figure 3. PPO agent update workflow. The PPO agent is updated every other 500 time steps. Each
of the trajectory memory tuple contains the current state st, the action taken at, the reward received
Rt+1, the logarithmic probability of the action taken logprob(at), and the binary episode termination
flag Flag. The goal of the actor network here is to maximize the value function output by the critic
network. The operations within the blue box are specific to the actor network updates, whereas the
operations within the red box are specific to the critic network updates. Note that the solid arrow
lines represent direct maneuver of the variables, whereas the dotted arrow lines represent the updates
of the networks.
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3.3. Overall Training Workflow

To make the whole evaluation more streamlined and autonomous, we have redesigned
an evaluation framework. This framework is structured as in Figure 4. At the beginning of
the current training round, the user can specify several parameters. For instance, the user
can specify whether to conduct testing or training on the agent. An environment choice
index can be specified as well, allowing the user to select different simulated environments
for training/testing. The user can also choose whether to conduct the study in a simulated
or real environment. The number of training/testing episodes (N) and the option to load a
previously trained model can also be specified. When the episode termination condition
is met, the current goal rate will be calculated and saved to an array of N episodes of
goal rates, which will be saved to a CSV file for further analysis. Algorithm 1 provides
pseudocode for the entire training process. Action A in the pseudocode can be any one of
the four actions shown in Figure 1a and explained in Section 3, whereas the current state S
and the new state S′ (the state from the next step) are the array containing the six inputs
shown in Figure 2 and explained in Section 3.1.

Algorithm 1 Training Pseudocode
User Input:
TestTrainingFlag, Env, RealSimFlag, NumEp, LoadFlag

1: EpisodeSuccess = [∅]
2: if RealSimFlag = Sim then
3: Load the robot model and Gazebo model of Env
4: else
5: Obtain the live LiDAR data from the physical robot in the real Env
6: end if
7: if LoadFlag = TRUE then
8: Load previously saved policy onto PPOAgent
9: else

10: Initialize random policy of PPOAgent
11: end if
12: for Episode = 1, 2, . . . , NumEp do
13: Initialize S from Env
14: for Step = 1, 2, . . . , 500 do
15: Choose A from S using policy derived from PPOAgent
16: Take action A, observe S′

17: S← S′

18: if TestTrainingFlag = Training then
19: Update PPOAgent
20: end if
21: if S′ = Collision or Step > 500 then
22: Break
23: end if
24: end for
25: if S′ = Collision or Step > 500 then
26: Append 0 to EpisodeSuccess
27: else
28: Append 1 to EpisodeSuccess
29: end if
30: GoalRateCSV ← AVERAGE(EpisodeSuccess)
31: end for
32: Output GoalRateCSV
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Figure 4. Overall workflow. The user can specify the parameters needed at the beginning of the
current training round. In each episode, the agent receives the new state st, when taking action at.
When the episode termination condition is met (i.e., the binary episode termination flag Flag is set to
1), the current goal rate will be calculated and saved to an array, which will be saved to a CSV file for
further analysis.

3.4. Reward Function

The reward function has two components, each influencing the agent’s actions and
learning process. The components include a goal-oriented reward function, which cal-
culates the reward contributed by the location of the goal relative to the agent, and an
obstacle-oriented reward function, which calculates the reward contributed by the location
of the closest obstacle relative to the agent. The composition of these elements is carefully
designed to meet the specific objectives and shape the agent’s behavior accordingly.

The goal-oriented reward function is formally represented as Equation (5):

RtGoal =

{−10 ΔdGoal > 0.5 m, ΔdGoal ≤ 0 m

200 × ΔdGoal ×
(
1 − 4 × ∣∣0.5 −

{
A
π

}∣∣) 0 m < ΔdGoal ≤ 0.5 m
, (5)

The goal distance rate is calculated as in Equation (6), which represents the change of
agent to goal distance between steps:

Goal distance rate = ΔdGoal = PastGoalDistance − GoalDistance (6)

Intuitively if ΔdGoal ≤ 0 m, the agent is further away from the goal than the previous
time step. GH = arctan

ygoal−yrobot
xgoal−xrobot

− θ represents the goal heading, where (xgoal , ygoal) and

(xrobot, yrobot) are the Cartesian coordinates of the goal and robot, respectively, and θ is the
robot’s orientation. The {·} function takes the fraction part of any calculated result inside,
where A = (0.5 × (GH + π)) (mod 2π), which is the remainder after division by 2π. We
partially follow the implementation in the original work [36] to define A with an offset
value of π to ensure that the robot receives the maximum rewards when facing the goal
directly. Figures 5 and 6 show the hardware representations of the robot, obstacles, and
goal positions, where Figure 5 shows an example of how the goal distance and heading
change for the agent. Figure 7a shows the plot of the goal-oriented reward function. As can
be seen in the plot, the agent receives the most reward if it is facing the goal directly and is
close to it. The agent receives the largest penalty when facing away from the goal. Note
that the green arrow line represents the path of the agent.

The obstacle-oriented reward function is formally represented as Equation (7):
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RtObstacle =

{
5 ∆dObstacle ≤ 0 m

−400× ∆dObstacle ×
(
1− 4×

∣∣0.5−
{
B
π

}∣∣) ∆dObstacle > 0 m
, (7)

The obstacle distance rate is calculated as in Equation (8), which represents the change
of agent to closest obstacle between steps:

Obstacle distance rate = ∆dObstacle = PastObstacleDistance−ObstacleDistance (8)

Intuitively if ∆dObstacle ≤ 0 m, the agent is further away from the closest obstacle than
the previous time step. OH represents the obstacle heading, where B = (0.5× (OH + π))
(mod 2π). We partially follow the implementation in the original work [36] to define B
with an offset value of π to ensure that the robot receives the minimum rewards when
directly facing the closest obstacle. Figure 6 demonstrates pictorially one case of how the
obstacle distance and heading might change for the agent. Figure 7b shows the plot of the
obstacle-oriented reward function. As can be seen in the plot, the agent receives the most
reward if it is facing away from the closest obstacle. The agent receives the largest penalty
when facing the obstacle directly and is close to it.

(a) Goal distance representation (b) Goal heading representation

Figure 5. (a) Current and past goal distance and (b) goal heading representation. The green arrow
line represents the path of the agent.

(a) Obstacle distance representation (b) Obstacle heading representation

Figure 6. (a) Current and past obstacle distance and (b) obstacle heading representation.
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(a) Goal−Oriented Reward Function Plots

(b) Obstacle−Oriented Reward Function Plots

Figure 7. (a) The reward plots related to goal heading and distance. The agent receives maximum
reward if it is facing the goal directly and is close to it. (b) The reward plots related to obstacle
heading and distance. The agent receives the largest penalty when facing the obstacle directly and
close to it.

4. Experimental Set-Up
4.1. Source Simulated Maze

The simulated training environment used for this framework was created using the
Gazebo simulator [37], which provides realistic robotic movements, a physics engine, and
the generation of sensor data combined with noise. The source simulated maze, shown in
Figure 8, is a customized map with an area of approximately 82.75 m2 (free space area).
This simulated maze is an approximate replica of one of the target mazes. For additional
information regarding the parameters chosen for the training phase in this particular
simulation environment, see Appendix B.

4.2. Testing Physical Environments

The first physical maze, shown in Figure 9a, is a customized map free of obstacles.
The second physical maze, shown in Figure 9b, is another customized map that is similar
to the simulated environment. Note this maze has walls. The third physical maze, shown
in Figure 9c, is another customized map that has a slab of wall in the middle that allows the
robot to pass through on both sides. These mazes will be the physical testing environments
for the agent. For additional information regarding the parameters chosen for the training
and testing phases in this particular physical environment, see Appendix C.
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Figure 8. The custom simulated environment. Dimension = 12.50 m × 8.00 m. Environment size ≈
82.75 m2.

(a) (b)

(c)

Figure 9. (a) Physical Maze 1, (b) Maze 2, and (c) Maze 3. (a) Physical Maze 1. Dimension = 12.50 m
× 8.00 m. Environment size ≈ 82.75 m2. (b) Physical Maze 2. Dimension = 12.50 m × 8.00 m.
Environment size ≈ 82.75 m2. (c) Physical Maze 3. Dimension = 12.50 m × 8.00 m. Environment size
≈ 82.75 m2.

5. Results Analysis
5.1. Simulation Training

The agent was first trained in a simulated environment as shown in Figure 8 for
5000 episodes. This number of episodes was chosen because a reasonable performance was
reached (a goal rate of 0.78). Figures 10–12 show the success rate, the total number of goals
reached, and the average rewards obtained over all training episodes. The x-axis in each
of the figures represents the total number of episodes run, and the y-axis represents the
respective metric being evaluated.
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Figure 10. The goal rate for all training episodes in the simulated environment with obstacles. The
simulated environment, shown in Figure 8, was used. One of the advantages of simulated training is
abundant training episodes without a time-consuming setup. After about 5000 episodes, the agent’s
goal rate converged to about 79%.

Figure 11. The total number of goals reached for all training episodes in the simulated environment
with obstacles. The simulated environment, shown in Figure 8, was used. Again, as the agent
improves at reaching the target, the curve should appear more linear, which is shown here close to
the end of 5000 episodes.

Figure 12. Average rewards for all training episodes in the simulated environment with obstacles.
As the agent improves at the task at hand, the average rewards should become more positive and
converge to a value, which is shown here.
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All figures have shown sufficient performance by the agent because the agent showed
a goal rate of approximately 79% at the end of the 5000-episode training, as demonstrated
in Figure 10. In Figure 11, the line representing the total number of goals reached is almost
at 45 degrees relative to the x-axis near the end of the training. This means that the agent
is almost always reaching the goal at each episode. In addition, the average rewards
obtained was becoming more positive and stabilized (the curve is becoming flatter in the
positive region), as shown in Figure 12. The network weights at the end of this training
were transferred to environments as shown in Figure 9 for physical testing. To assess the
reliability of this training, we repeated the same training process for 100 runs, where each
run lasts for 5000 episodes. The results are in Figure 13. The blue line shows the agent’s
mean goal rate over 5000 episodes for all 100 runs, whereas the shaded region indicates the
95% confidence interval across all runs. This interval provides insight into the variability of
performance, which converges as the agent stabilizes its learning. We have also trained a
basic DQN agent under the same settings, but the goal rate converged at around only 10%.

Figure 13. Confidence interval plot of 100 independent PPO training runs across 5000 episodes. The
shaded region around the mean represents the 95% confidence interval, quantifying run variability
and training process robustness.

5.2. Physical Testing

We evaluate the performance of the agent in the physical environments as shown in
Figure 9 for 5 runs of 100 trials. A run consists of any number of trials (in this case, 100),
whereas the robot attempting to navigate to the goal position is counted as a trial. Table 1
shows the success rates over all the 5 runs of 100 trials in the environments mentioned.
We can see that the agent has the highest average goal rate in Maze 1 since Maze 1 is an
empty maze. In Maze 2, the agent has a goal rate of 0.724, which is comparable to the
converged goal rate in the simulation training. The agent has a goal rate of 0.881 in Maze 3
since there is a slab of wall in the middle and it is easier for the robot to pass through either
side. Although the agent achieved a success rate of approximately 79% in the simulated
environment (Simulated Maze 2), its performance dropped slightly to 72.4% in the physical
environment (Maze 2). This difference is attributed to the environmental noise present in
the physical setting, which is absent in simulation.

Table 1. Average Goal Rate. The goal rate value is first calculated out of 100 trials and then averaged
over 5 runs.

Maze 1 Maze 2 Maze 3

Average Goal Rate 0.952 0.724 0.881
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Figure 14 shows that the agent reached its goals the quickest in Maze 1, which is an
empty maze, as indicated by the steep slope of the blue line. Maze 2, with a goal rate of
0.724, proved to be the most challenging due to its narrower central open space compared
to the other mazes. In Maze 3, the agent reached its goals at a moderate pace, navigating
around a central wall by successfully learning to pass on either side. This is reflected by the
more gradual slope of the yellow line in the figure.

Figure 14. Average cumulative goals for all 5 runs of 100 trials in physical environments shown in
Figure 9. It can be seen clearly that the agent reaches goals more often in Maze 1 since it is a free
maze, whereas the agent reaches the goals least often in Maze 2 since there are more walls.

6. Conclusions

In this paper, we design an existing automated evaluation framework so that the
user can input more specific training parameters before the actual testing, allowing for
easily repeatable experiments with any number of iterations. Our work also allows the
framework to evaluate the agent’s testing performance. We show this by first defining a
source simulated environment that is similar to one of the target real-world environments.
We then set up three physical environments (an empty maze as Maze 1, a maze similar
to the simulation maze as Maze 2, and the maze with one slab of wall in the middle as
Maze 3) to show the performance difference of the agent in different physical environments
including familiar and unforeseen environments. Our experiments show that sufficient
training in simulation can greatly improve the agent’s performance when transferred to
physical environments. With our framework, statistical results such as goal rates can be
output as a CSV file for later analysis.
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Appendix A. Sensor Specifications

In this Appendix, we present the specifications of the LiDAR sensor used. More details
can be found in the manufacturer’s datasheet [38].

• Hardware: 360 Laser Distance Sensor LDS-01, Hitachi-LG Data Storage, Inc., Tokyo,
Japan

• Quantity: 1
• Dimensions: 69.5 (W) × 95.5 (D) × 39.5 (H) mm
• Distance Range: 120–3500 mm
• Sensor Position: 192 mm from the ground

Appendix B. Simulation Training Parameters

In this appendix, we specify the hyperparameters used for simulation training, along-
side various implementation details. These parameters are set so that the algorithm can
converge within a reasonable time frame.

• Episode limit: 5000
• Update time step (memory limit): 500
• Policy update epochs: 50
• PPO clip parameter: 0.2
• Discount factor (γ): 2× 10−4

Appendix C. Physical Training and Testing Parameters

In this appendix, we specify the hyperparameters used for physical training and
testing, alongside various implementation details. Note that during physical testing,
update parameters were not used.

• Number of runs: 5
• Number of trials of each run: 100
• Update time step (memory limit): 500
• Policy update epochs: 50
• PPO clip parameter: 0.2
• Discount factor (γ): 2× 10−4
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