[stat. AP] 7 Apr 2022

2204.03145v1

arxiv

DEEPTENSOR

DeepTensor: Low-Rank Tensor Decomposition
with Deep Network Priors

Vishwanath Saragadam, Randall Balestriero, Member, IEEE, Ashok Veeraraghavan, Fellow, IEEE,
and Richard G. Baraniuk, Fellow, IEEE

Abstract—DeepTensor is a computationally efficient framework for low-rank decomposition of matrices and tensors using deep
generative networks. We decompose a tensor as the product of low-rank tensor factors (e.g., a matrix as the outer product of two vectors),
where each low-rank tensor is generated by a deep network (DN) that is trained in a self-supervised manner to minimize the
mean-square approximation error. Our key observation is that the implicit regularization inherent in DNs enables them to capture
nonlinear signal structures (e.g., manifolds) that are out of the reach of classical linear methods like the singular value decomposition
(SVD) and principal components analysis (PCA). Furthermore, in contrast to the SVD and PCA, whose performance deteriorates when
the tensor’s entries deviate from additive white Gaussian noise, we demonstrate that the performance of DeepTensor is robust to a wide
range of distributions. We validate that DeepTensor is a robust and computationally efficient drop-in replacement for the SVD, PCA,
nonnegative matrix factorization (NMF), and similar decompositions by exploring a range of real-world applications, including
hyperspectral image denoising, 3D MRI tomography, and image classification. In particular, DeepTensor offers a 6dB signal-to-noise ratio
improvement over standard denoising methods for signal corrupted by Poisson noise and learns to decompose 3D tensors 60 times faster

than a single DN equipped with 3D convolutions.

Index Terms—Tensor Decomposition, Matrix Factorization, Low-Rank Completion, Deep Network, Self-Supervised Learning.

1 INTRODUCTION

L OW-RANK representations of matrices and tensors are
truly ubiquitous and applied across all fields of science
and engineering, from statistics [1-5] to control systems [6, 7]
to computer vision [8-10], and beyond. Low-rank representa-
tions seek to represent a large matrix/tensor as a product of
smaller (and hence lower rank) matrices/fibers. For instance,
the classical approach to representing matrices in a low-rank
manner is via the singular value decomposition (SVD), which
expresses a matrix as a product of two smaller orthonormal
matrices (containing the singular vectors) and a diagonal
matrix (containing the singular values). Thresholding the
singular values creates a matrix that inhabits a lower dimen-
sional subspace. The SVD is a pervasive technique for data
preprocessing and dimensionality reduction across a wide
entire range of machine learning (ML) applications, including
principal component analysis (PCA) and data whitening.

No matter how powerful or pervasive, however, the SVD
and PCA are not without their shortcomings. SVD/PCA is
an optimal low-rank decomposition technique only under
a narrow set of assumptions on the statistics of the signal
and noise in the task at hand [11]. When the signal or noise
is non-Gaussian, the resulting decomposition is not optimal
and results in a subspace that differs from the true low-
rank approximation of the underlying matrix. These issues
have been addressed somewhat successfully in the past
with several signal- and application-specific regularizers that
include sparsity on error [12-14], total variation penalty [15-
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], and data-driven approaches [18, 19]. The key observation
is that a good signal model can act as a strong regularizer
for estimating the low-rank factors. Unfortunately, finding
a useful signal model/regularizer for a new application
can be a daunting task. Does there exist a generalized
regularizer that can encompass a large class of signals and
applications? We found the answer to be hidden implicitly
in deep networks (DNs).

In this paper, we propose DeepTensor, a new approach for
low-rank matrix/tensor decomposition that is robust to a wide
class of signal and noise models. Our core enabling observation
is that DNs produce signals that are implicitly regularized
due to the networks’ inherent inductive bias. We exploit
DNs as priors by representing a matrix/tensor in terms of
factors output from a set of untrained generative networks
(see Fig. 1). The parameters of the networks are learned in
a self-supervised manner for each matrix/tensor using a
simple MSE loss between the matrix/tensor and the product
of the deeply generated factors. The inductive bias of the
generative networks enables DeepTensor to better identify
the underlying low-dimensional subspace while rejecting
noise, resulting in a more accurate estimate of the noise-free
matrix/tensor.

DeepTensor is a computationally efficient, drop-in replacement
for many existing matrix/tensor factorization approaches that
combines the simplicity of low-rank decomposition with the
power of deep generative networks. Further, DeepTensor can
significantly improve the performance of downstream tasks,
such as image classification, that rely on low dimensional rep-
resentation. We empirically back these claims via experiments
on a wide variety of real-world tasks, including denoising
with low-rank approximation, “eigenfaces" [20] for facial
recognition (see Fig. 2), solving linear inverse problems with
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(b) Low-rank representation via DeepTensor

Fig. 1: DeepTensor is a new a low-rank decomposition technique that exploits the implicit regularization capabilities of DNs.
Conventional low-rank factorization such as (a) SVD relies on linear factors to represent the matrix. DeepTensor represents via
factor matrices that are outputs of DNs. Factorization is then achieved by learning parameters of the network in a self-supervised
manner that reduces the (/2) loss between the factor and input matrix.
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Fig. 2: DeepTensor eigenfaces. DeepTensor is a drop-in replace-
ment for most dimensionality reduction techniques and is robust
to a wide range of signal and noise models. Here we show
an “eigenface” decomposition with facial data corrupted by
Poisson noise. The top twelve bases vectors visualized above
at 15 dB input PSNR show that DeepTensor learns principal
components that are significantly lower in noise levels compared
to ICA or PCA. This in turn affects the classification accuracy
(bottom right) that involves taking projection of input data on
the principal components followed by a linear SVM classifier.

compressively sensed videos, tensor denoising, and recovery
of 3D volumes from computed tomographic (CT) mea-
surements. We also highlight DeepTensor’s computational
efficiency and scalability for large and higher-order tensor
decomposition by demonstrating that it offers a 60x or more
speedup for decomposing 3D tensors as compared to a single
generative network equipped with full 3D convolutions.

2 BACKGROUND AND PRIOR WORK

DeepTensor leverages classical work on low-rank approxi-
mation and recent self-supervised learning techniques with
DNs [21, 22]. We provide a brief overview of these topics to
introduce our notation and intuition and to set context for
our work.

Low-rank approximation. Low-rank approximation
seeks to represent a matrix X € RM*N of rank R =
min(M, N) as a product of two smaller matrices, U €
RMxk 7 € RN*k where k is generally taken to be smaller
than R. The specific constraints on U, V, and the desired ob-
jective give rise to different types of low-rank approximation
algorithms. For example, one recovers PCA [23], nonnegative
matrix factorization (NMF) [24] and k-means [25] via

min [ X —UVT|[p st. U=V (PCA/SVD) (1)

min [ X —UVT|p st U20,V 20 (NMF) (2)
Ilr]u‘;l |X —UVT|p st [V].x€{er,...,en} (k-means)
| ()

where e;, is the k' Euclidean canonical basis vector, and
[V].k is the k"' column of V. Applications of low-rank
approximation are extremely diverse ranging from denoising
[26, 27], compression [28], clustering for anomaly detection
[29], and forecasting [30].

The Achilles” heel of low-rank approximation is non-
Gaussian signal and/or noise statistics. There are been many
extensions and variants of the SVD algorithms, such as
Robust PCA [12] that improves robustness in learning the
low-rank matrices against outliers in the data. Similarly,
other non-Gaussian noise settings, different metrics and
constraints could be employed to obtain the most adapted
U,V decomposition to solve the task at hand. This can
be well understood based on the generative models cor-
responding to low-rank approximation techniques such as
Probabilistic PCA [31] from which it is clear that PCA is
optimal under a Gaussian noise model, and in the presence
of say a Laplacian noise, an ¢; reconstruction loss should be
used instead. Prior work identified approaches to tackling
tensor decomposition with unknown noise statistics via
Bayesian optimization [32, 33], modeling noise distribution
as a mixture of Gaussian [34], and using a decomposition
inspired by Kronecker product [35, 36]. While the approaches
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min | fe(2) — z3. )

When the architecture of the DN is carefully picked, the
estimation of the input « is denoised, and well reconstructed
even in the presence of missing values. From the implicit
regularization field it is understood that the above problem
is equivalent to some problem

min [Wz — 2|3 + R(W), 5)

where R(W) is a regularization term that directly depends
on the choice of the DN architecture [39]. The key result that
we will leverage throughout this paper is that searching for
the DN parameters producing the desired result in (4) is equivalent
to searching in the space of regularizers in (5).

Related work combining DNs and low-rank decompo-
sition. Applying DNs in a self-supervised manner for matrix
decomposition has received surprisingly little attention. The
closest work is by Aittala et al. [40], which regularized a ma-
trix factorization for a specific video imaging problem using
generative networks. The video sequence was represented
by a generative network equipped with 3D convolutional
kernels, while the light transport matrix was represented as a
linear combination of the input video sequence multiplied by
another generative network equipped by 2D convolutional
kernels. DeepTensor is in many ways inspired by the factor-
ization idea proposed by Aittala et al. [40] but goes beyond
light transport matrices and can be applied to a wide variety
of problem settings.

A related but different approach to DeepTensor is the
work by Bacca et al. [41], who identified that hyperspectral
images (which are modeled as 3D tensors) can be represented
as the output of a single generative network equipped with
3D convolutional kernels. The work by Bacca et al. [41]
is a promising framework for solving inverse problems in
hyperspectral imaging, but are not aimed at low-rank matrix
factorization — which is the focus of this paper. The key
difference between their work and DeepTensor is that the
input to their 3D network is a low-rank Tucker tensor; in
contrast we output a low-rank Tucker tensor.
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Fig. 3: Implicit bias of DeepTensor rejects noise. The inductive
bias due to the network architecture fits better to signal and
rejects noise. To test this, we performed a rank-20 decomposition
of a hyperspectral image [42], iid Gaussian noise with a standard
deviation of 0.01 units, and a noisy signal obtained by adding
the hyperspectral image and the Gaussian noise. We observe
that through the training epochs, the signal is better fit by the
network, while the noise has a slower fit.

3 DEEPTENSOR DECOMPOSITION
3.1

Matrix decomposition. Consider the low-rank decomposi-
tion in (1). If we include regularizers for U and V, we obtain
the following optimization function

min [| X — UVT|?+ R(U,V), (6)

Low-rank decomposition with deep network prior

where R(U, V) is a regularizer for U, V. Instead of having
explicit regularizers on the left and right matrices, we model
U,V as the outputs of generative networks fy, fy/, which
yields

min || X — fu(zv)fv(zv) |7, @)
bu,0v

where 2y and 2y are randomly initialized inputs to the
networks fi7, fy respectively that have parameters 67, 0y .
The networks’output are of the same shape as the desired
U and V matrices from (6). We note here that there is no
further regularizer on the matrices — any regularization
comes from the implicit prior of the DN itself, which makes
it an appealing choice to solve a diverse type of signals
and noise settings. Figure 3 visualizes the regularization
offered by DN for the task of rank-20 decomposition. Over
100 iterations, the error for signal reduces by two orders of
magnitude, while the error reduces by less than one order
for noise. This slow fitting to noise is a result of implicit bias
of DNs which is leveraged by DeepTensor.

Tensor decomposition. The task of tensor decomposition
finds numerous applications and is an active area of research,
where the major difficulty rises from defining an appropriate
regularizer/basis constraint (recall (3)). Any constraint on the
factor matrices can be expressed as regularization functions.
Hence, given the following general decomposition problem

minW||X—U®V®~~~®W||2+R(U,V,...,W),

3 Vigeeey

k times
with X a k-dimensional tensor, one needs to specify the

correct regularizer () such that the produced decomposition
is adapted for the task at hand. This search is mostly
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To understand the benefits of those two different cases
we approximate a 3D magnetic resonance imaging (MRI)
volume of size 128 x 128 x 150 with three types of net-
works — one 2D and 1D that is a natural parametrization
that captures the dependence of the first two dimensions
fuv(zuv) ® fw(zw), three 1D (8), and one 3D networks
(9). Figure 4 shows the plot of mean squared error (MSE) as a
function of time for the three approaches. We note that using
three 1D networks is faster than using a 2D and 1D network,
and both are two orders of magnitude faster than using one
3D network. Additionally, our (separate) parametrization
has the benefit of keeping interpretability since one has
access to each generated low-rank matrix that combine
to form the observed data matrix X. The choice between
using networks equipped with 2D and 1D convolutions,
and networks equipped with 1D convolutions is specific to
the task at hand. Tensors such as videos and hyperspectral
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Fig. 5: Architectures for various experiments in the paper. We
used modified 2 dimensional (top) and 1 dimensional (bottom)
versions of the networks proposed in Deep Image Prior [21].

images benefit from networks equipped with 2D and 1D
convolutions. In contrast, tensors from multi-dimensional
face databases [43] or computed tomographic (CT) images
benefit from a full tensor decomposition.

Unless explicitly specificed, we utilize overparameterized
networks for the factor matrices, similar to DIP [21] (see
Fig. 5). However, it is possible to use underparameterized net-
works instead, similar to the deep decoder architecture [22].
The advantage of the latter is that the learned parameters
can be used as the compressed version of the tensor being
decomposed. In contrast, for pure data imputation and
denoising the DIP version should be preferred. We compare
the two choices in the upcoming section.

Optimization procedure. We optimized for the parame-
ters of the networks that output the factor matrices using
stochastic gradient descent. Specifically, we employed the
ADAM optimizer [44] and implemented the optimization
using PyTorch framework [45]. For all experiments, we
optimized an /¢ loss function between the data and the
product of outputs of DNs. The primary purpose of choosing
a simple loss function was to emphasize on the regularization
capabilities of the DNs. In practice, it is possible to choose a



26
25 O
o 24 @38 1%
5 o 1 ‘\»-. .
231 14 \ \{’
DZ: Z 36
Oni N 2 Ny
21 34 1
201 32t
10 . 10 H

46 H
] —4—DeepTensor
-§-SVD

44
: %&k
o
~ [
% 4 [el "ml .
@ BN

40 ol FY Y

- l“wIG
T T T T T

T
10 20 30 40 50 60
Rank

Fig. 6: DeepTensor is robust to a range of signal and noise distributions. We generated low-rank matrices with various signal
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Fig. 7: DeepTensor is a more robust for PCA under low SNR or small sample size. The SVD is the core computation of PCA.
We generated data with varying number of samples drawn from a Gaussian distribution with varying standard deviation. We then
computed PCA components via SVD and DeepTensor decomposition. We observe that DeepTensor is particularly advantageous
when the data is corrupted by a large noise, or the number of samples are limited.

more appropriate loss function for each specific problem.

3.2 Validation experiments

Low-rank completion. We generated random 64 x 64 dimen-
sional matrices with rank varying from 10 to 60. The left and
right matrices were generated as either iid Gaussian values
(with a standard deviation of 1 unit), or random, piecewise
constant signals, emulating visual signals. We then added
one of the three types of noise:

« iid Gaussian noise with standard deviation of 0.1 units:
Y =X +N(0,0.1)

« Poisson noise with mean at each entry of the matrix lying
in the range [0, 1000]: Y = P(1000X), which is common
in visual signals

« Rician noise with standard deviation of 0.02 units: ¥ =
V(X +N(0,0.02))2 + N(0,0.02)2 that is common in
MRI measurements.

Figure 6 shows a plot of peak signal-to-noise ratio (PSNR)
as a function of rank for various signal and noise types
averaged over 10 realizations. We make two observations.
First, when the noise is Gaussian, DeepTensor has similar
performance to SVD/PCA. This is expected, since SVD/PCA
is known to be the optimal low-rank decomposition for white
Gaussian matrices [11]. Second, for other noise settings, such

as Poisson or Rician, DeepTensor has a far superior perfor-
mance across all rank values. This empirically establishes
that DeepTensor is well suited for a range of non-Gaussian
noise models.

Principal Component Analysis. The performance of
SVD-based PCA degrades under noisy conditions or when
samples are limited. To verify how DeepTensor can benefits
PCA, we generated variable number of data points with a
known intrinsic matrix generated as iid Gaussian random
variables with mean 0 and standard deviation of 1. The
feature dimension was 64 and the intrinsic dimension (rank)
was 10. We generated data via a linear combination of the
columns where the weights were drawn from an iid Gaussian
distribution with mean 0 and standard devation. We then
added iid Gaussian noise to the data matrix with varying
levels of standard deviation. Figure 7 plots the accuracy of
estimating the PCA components for varying noise levels
and number of samples averaged over 10 realizations. We
observe that with low noise or a large number of samples,
SVD-based PCA and DeepTensor have similar performance.
However, with high noise or a limited number of samples,
DeepTensor significantly outperforms SVD-based PCA.
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TABLE 1: Effect of learning rate schedule. The table presents the best achievable learning rate for low-rank approximation
of a toy matrix. We repeated each experiment five times. SVD accuracy was 14.4 dB. The choice affects the final achievable
accuracy — fixed scheduling with a high learning rate performs better than other choices.

Scheduler Fixed
Max learning rate 1Xxe

Step Exponential ~ Cosine annealing

10~2 17.64+0.7 17.1+04 16.6+0.4 16.5+ 0.3
10~3 175406 17.1+05 16.6+0.4 16.6 + 0.3
10*4 17 /4L NA 171 401 1TRR LN A 1TRRE4+LNA2
10-5

3.3 Sensitivity to learning parameter
tures

We now discuss how the choice of learn
ing and the network architecture affect tl
obtained by DeepTensor.

Learning rate scheduling. The choice
and its scheduling directly affects the max
accuracy. To gain empirical insight into ho'
scheduling affect the training process, we f c..c...o.. o
16 low-rank decomposition of a 64 x 64 matrix. The entries
of the matrix were drawn from iid Gaussian distribution. We
then varied the learning rates from 1072 to 10~2, and chose
four learning rate schedulers, namely fixed with no change
in learning rate, step scheduler where the learning rate was
multiplied by 0.99 after every 2,000 epochs, exponential
scheduler with a multiplication factor of 0.9999, and cosine
annealing-based scheduling [46].

Table 1 shows results for varying learning rate and its
schedule. We note that a fixed scheduler results in higher
PSNR across all learning rates. Moreover, learning rates
ranging from 10~ to 1072 are equivalent choices — a very
low learning rate of 107° resulted in poorer PSNR. The
two observations above imply that DeepTensor does not
require complex learning rate scheduling and is robust to the
learning rates.

Stopping criterion. The stopping criterion for optimal
approximation accuracy is a function of input noise dis-
tribution and network architecture. To demonstrate this
dependence, we performed a rank-16 low-rank decomposi-
tion of 64 x 64 matrices with entries drawn from iid Gaus-
sian distribution. We then utilized an under-parameterized,
and over-parameterized network to estimate the left and
right factor matrices with varying levels of noise. Figure 8
compares the results with the two types of networks. We
note in Fig. 8(a) that both networks require fewer iterations
with increasing noise level for least approximation error.
Fig. 8(b) shows approximation error over epochs. Over-
parameterized networks achieve lower approximation error
than under-parameterized networks. However,the error for
over-parameterized networks increases rapidly after optimal
stopping epoch (100), whereas the error increases more
gently for under-parameterized networks after the optimal
stopping epoch (500). Ultimately, the stopping criteria and
the network architecture depend on the exact application
and prior knowledge about noise levels in the signal.
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Fig. 8: Stopping criterion depends on input noise level and
network architecture. The optimal stopping epoch (a) reduces
with increasing noise standard deviation. (b) shows the approx-
imation error when the noise standard deviation is 0.2. The
exact stopping epoch is less important for under-parameterized
networks [22], whereas over-parameterized networks [21] are
more sensitive to the stopping epoch, but achieve lower approx-
imation error.

3.4 Modeling Known Decomposition Constraints with
the Last Layer Activation

Different constraints on U and/or V lead to different known
low-rank decompositions such as nonnegativity on U and V'
leads to NMF and nonnegativity on U alone leads to semi-
NMEF [47], which is an ubiquitous form of clustering [48]. In
our case, U and V are outputs of a DN (recall Sec. 8) and are
thus without range constraints. Hence we need to impose
nonnegativity constraints on the output.

Nonnegativity can be achieved with various activation
functions including ReLU, softplus, and element-wise ab-
solute value, and the exact choice affects the achievable
accuracy. To gain an empirical insight into the the effect of
the activation function, we considered NMF on MNIST [49]
and CIFAR [50] datasets. In both cases, we used 2048 images
for training. We added a rician noise to the images of the form
n = 0.3(0.3z; +22) where z; and z, are iid Gaussian random
variables with zero mean and unit variance. The input PSNR
was evaluated to be 4.8 dB. We then performed NMF on the
resultant images with various techniques. Comparisons are
tabulated in Table 2. We employed a combination of ¢ loss
for data fidelity, and ¢; penalty for the factor matrices output
from the DNs. DeepTensor, particularly when combined with
the ReLU activation function achieves higher approximation
accuracy compared to baseline NMF algorithm [51].
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TABLE 2: DeepTensor is a robust alternative to NMF.
We performed NMF on MNIST and CIFAR10 datasets by
enforcing nonnegativity on U, V' through different activation
functions. The table below shows the average PSNR over 10
runs. DeepTensor with ReLU as the final activation function
outperformed standard NMF [51], underscoring the efficacy
for matrix factorization with positivity constraints.

MNIST
Act. func. softplus abs. value  ReLU
DeepTensor 7.4 +£0.03  7.3£0.01 7.6+£0.15
NME [51] 7.5

CIFAR10
Act. func. softplus abs. value  ReLU
DeepTensor 8.4 £0.08 8.3+0.06 8.8+0.17
NMF [51] 8.2

4 APPLICATIONS

We now showcase the breadth of DeepTensor’s applicability
in several real-world applications.

Training details. Unless otherwise specified, we used
overparameterized networks with skip connections (similar
to DIP [21]), and trained with a learning rate of 1073,
We implemented our training process in Python using the
Pytorch framework [45]. All our experiments were run on
a Linux machine equipped with a hexa-core Intel Core
i7-6850K CPU, 128GB RAM, and three NVIDIA GeForce
GTX 1080 Ti. The network architectures were a modified
version of the one used by Ulyanov et al. [21]. Specifically,
we changed the number of output channels to be equal to
the rank for all factor matrices. For tensor decomposition
with 1D fibers, we changed the 2D convolutional architecture
in [21] to a 1D architecture. We optimized for both inputs
and network parameters, which provided faster convergence;
however, there was no other significant difference if we did
not optimize for the inputs.

4.1

Low-rank model finds use in numerous applications in com-
puter vision including sensing of light transport matrices [52],
hyperspectral imaging [53], video compressive sensing [54],
magnetic resonance imaging (MRI), and positron emission
tomography (PET). Most inverse problems involve collection
of limited data samples and/or highly noisy samples. In
both cases, we expect the DeepTensor to be very effective.
We showcase three specific examples here.

Hyperspectral image denoising. Low-rank models offer
a concise representation of hyperspectral images (HSI) and
are used in compression, sensing [53], and dimensionality
reduction. HSIs involve imaging the scene across several
hundreds of spectral bands, resulting in high photon noise
(highly non-Gaussian). Typically, a HSI of dimension N, X
N, x N) is converted to a matrix of dimension NN, x
N, which is then approximated using a low-rank model.
We denoised a 348 x 327 x 260 HSI from Arad and Ben-
Shahar [42] by simulating Poisson noise equivalent to a
maximum of 100 photons per spatio-spectral voxel, and a
readout noise of 2 photons — settings corresponding to a

Linear inverse problems in computer vision

7

dull overcast outdoor scene. We then performed a rank-20
decomposition with SVD and DeepTensor. We also compared
DeepTensor against the BM3D denoising algorithm [55]. We
ran the DeepTensor optimization process for a total of 5000
iterations. Figure 6 shows the results with both techniques.
DeepTensor outperforms SVD by 6dB, and BM3D by 3dB
and produces visually pleasing results.

Tensor denoising. Low dimensional tensor decomposi-
tion is a promising approach to tensor denoising, especially
with gross outliers such as salt and pepper noise. We
performed a 3-way PARAFAC decomposition of a subset
of faces from the Yale face database (B) [56] consisting of
160, 192 x 168-dimensional images. We then added 30%, and
60% salt and pepper noise for a fair comparison against the
Kronecker Decomposition-based approach (KDRSDL) which
is the state-of-the-art in tensor decomposition [35]. We found
that an ¢, penalty worked better than ¢, for DeepTensor, as
the noise was spatially sparse. In both cases, we picked a
rank of 2000 for PARAFAC decomposition. Results are shown
in Fig. 10. Evidently, DeepTensor outperforms KDRSDL,
especially in extremely noisy settings.

Video compressive sensing. DeepTensor can also be
used for full-rank decomposition, which is apt for signals
such as videos. To test this, we used our framework on
recovery of video frames from spatially multiplexed images.
We relied on the setup from Hitomi et al. [54] where
each pixel was sampled at an arbitrary time frame across
multiple frames. We combined 8 frames into one single
coded image and then used DeepTensor to solve the linear
inverse problem. For comparison, we recovered video by
solving the linear inverse problem with a 2D TV over spatial
images as a regularizer. We trained DeepTensor for a total of
10,000 epochs. Figure 11 shows coded image as well as the
8 recovered images for an example video. DeepTensor not
only has higher accuracy than TV, but the recovered images
look visibly similar to ground truth.

3D reconstruction from CT images. DeepTensor is well
suited for tasks such as recovery of 3D volume from CT
scans. To demonstrate the advantages of using a tensor
representation, we rely on PARAFAC decomposition. We
approximated a 256 x 256 x 56 PET CT scan from Clark
et al. [57] with a rank-1000 PARAFAC tensor. Note that
although the rank is much larger than any single dimension,
the effective number of parameters are only 15% of the
number of elements in the 3D volume. We added Poisson
and readout noise of maximum of 100 photons per voxel and
2 photons respectively. We then simulated 40 tomographic
measurements for each slice. 2D TV results were obtained by
a TV penalty on each slice along z-direction. Bacca et al. [41]
results were obtained by representing input as a rank-1000
PARAFAC tensor and using an untrained 2D network which
output 56 channels. 2D TV + PARAFAC results were obtained
with self-supervised learning by representing the volume via
rank-1000 PARAFAC decomposition, and a TV penalty on
each slice along z-axis. Algorithmic reconstruction results
were obtained by solving the linear inverse problem without
any other priors. FBPConvNet [58] results were obtained
by using the output of algorithmic reconstruction and then
denoising with a pre-trained model. Finally, the results by
[59] were obtained with a self-supervised learning by using a
3D convolutional neural network. While [59] utilized an MRI
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Fig. 10: Tensor denoising. DeepTensor enables denoising via
low-rank tensor representation that is often better than state-of-
the-art denoising techniques [35].

image as input for the network, we used uniform random
noise. Results are visualized in Fig. 12. DeepTensor achieves
better reconstruction accuracy than other approaches in both
PSNR and SSIM. We note that pre-trained approaches such
as FBPConvNet Jin et al. [58] can outperform DeepTensor if
trained with the appropriate data.

4.2 Classification via low-dimensional projection

A robust low-rank approximation also affects downstream
tasks such as classification. To test this, we worked with an
Eigenfaces [20] example for facial classification. We took 840
images across 28 subjects from the Weizmann dataset [60]. We
used 25% of the data for training an 84-dimensional subspace
via PCA, Independent Component Analysis (ICA) [61], and
running DeepTensor on the sample covariance matrix. To
emulate noisy conditions, we added poisson noise with

PSNR;: 28 4dB; =

(c) Noisy iage
Max. photons: 100

(d) Rank-20
DeepTensor

3 DeepTensor
: |— Ground truth

variable amounts of noise. We then converted the images
to the 84-dimensional space and trained linear and kernel
support vector machine with radial basis function. We cross-
validated to choose penalty that maximized classification
accuracy for each individual classifier. Finally, we evaluated
the resultant linear subspace along with SVM on the test
data to compute average accuracy. Figure 2 visualizes the
learned basis vectors with the three approaches, and the
average classification accuracy as a function of input data
PSNR. We notice that the basis learned from DeepTensor is
smoother and better representative of the underlying data. In
contrast, PCA and ICA overfit to the noise in data, resulting
in a reduction in classification accuracy.

4.3 Time-frequency decomposition

As discussed in section 3.4, DeepTensor can be combined
with additional constraints such as nonnegativity on U, V.
We validated the advantages of DeepTensor by performing
an NMF on speech data obtained from the GOOGLECOM-
MANDS dataset [62]. We first computed spectrograms on
all speech data with a window size of 1024 samples and a
hop size of 32, resulting in a 512 x 512 dimensional time-
frequency image. We then added noise as described in section
3.4, resulting in an input SNR of 4.6 dB. The approximation
accuracies with DeepTensor, and a baseline NMF [47] NMF
algorithm in Table 3. DeepTensor performs significantly bet-
ter than the baseline. This ability of DeepTensor to perform
better in high noise settings is of particular significance when
speech is recorded in noisy environments.

4.4 Choice of rank

As with all matrix and tensor decomposition approaches,
the rank of the decomposition is an important parameter for
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Fig. 12: Reconstruction from 3D CT measurements. We utilized DeepTensor to recover 3D PET volume from limited, noisy CT
images. We expressed the 3D volume as a rank-1000 PARAFAC tensor and then computed CT images per each slice along 40 angles.
DeepTensor resulted in higher SSIM compared to other approaches.

DeepTensor. However, we now demonstrate that DeepTensor approximately the same. The exact choice of rank is less
is less sensitive to the choice of rank than the SVD in two important for DeepTensor compared to the SVD, which is
different settings. In the first experiment, we truncated a significantly advantageous when the appropriate rank to use
hyperspectral image [63] to rank-20 and swept the rank from  is unknown.

1 to 30. In the second experiment, we truncated a subset of the

Yale-B dataset [56] using rank-1000 PARAFAC decomposition

and then swept the decomposition rank from 10 to 4000. In 5 CONCLUSIONS

both cases, we added Poisson (Amax = 100) and Gaussian  Djscussion. We have demonstrated that self-supervised
noise (0 = 2) equivalent to a 25 dB measurement PSNR. Jearning is effective for solving low-rank tensor and matrix
Figure 13 shows plots of PSNR as a function of rank for both decomposition. Across the board, we see that DeepTensor is
the cases. When the rank is under-estimated, DeepTensor 4 superior option compared to SVD/PCA when the input
and SVD achievely similarly low accuracy. However, when = SNR is low, the matrix/tensor values are non-Gaussian
the rank is over-estimated, the achievable accuracy with distributed, or the inverse problem is ill-conditioned such as
SVD reduces, while the accuracy with DeepTensor stays in the case of PCA with limited samples, or linear inverse
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TABLE 3: NMF on speech data. Average and standard deviation (over 10 runs) of the PSNR (dB) for GOOGLECOMMANDS [62]
in the NMF (nonnegativity of U, V) and semi-NMF (nonnegativity of U alone) low-rank decomposition setting for different
activation functions enforcing nonnegativity. DeepTensor with ReLU performs better than standard NMF [51].

GOOGLECOMMANDS NMF

GOOGLECOMMANDS SEMI-NMF

Act. func. softplus abs. value  ReLU softplus  abs.value ReLU
MonnTanons an-tnm 71001 8.740.03 8.7+0.09 8.840.02 8.840.02
6 4.7
—4-DeepTensor| REFERENCES
-%-PARAFAC

T T
5 10 15 2 1000 2000 3000 4000
Rank Rank

(b) PARAFAC tensor
decomposition

(a) Matrix decomg

Fig. 13: Effect of choice of rank. We truncated a hyperspectral
image to rank-20 and a tensor to rank-1000 (PARAFAC) and
added shot noise. We then swept rank of decomposition. We
observe that DeepTensor is less sensitive to rank compared to
SVD and PARAFAC.

problems. Moreover, our separable approximation approach
results in faster approximation of 3D tensors compared to
DNs with 3D convolutional filters.

Future directions. Our experiments relied mostly on 1D
or 2D convolutional filters, whose inductive biases are better
suited for signals such as time series and images. However,
the DN can be chosen specific to the task at hand, such as
fully connected or recurrent networks. DeepTensor can also
be used in non-linear representations, such as local low-rank,
or even non-local low-rank. Such settings increase the range
of problems that can be tackled effectively and are exciting
future directions.

Limitations. The current bottleneck of DeepTensor, as
opposed to techniques such as SVD, lies in the training
computational complexity. While a single pass through a
DN is much faster than the training of SVD or NME, the
need to repeatedly iterate between the forward passes and
back propagation inherent to gradient based learning slows
DeepTensor training. This opens up interesting research
directions aimed at discovering simpler networks that are
faster to train yet maintain high performance and developing
specialized training algorithms that leverage the low-rank
decomposition structure.
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