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This article addresses the importance of HaaS (Hadoop-as-a-Service) in cloud technologies, with specific ref-
erence to its usefulness in big data mining for environmental computing applications. The term environmental
computing refers to computational analysis within environmental science and management, encompassing a myr-
iad of techniques, especially in data mining and machine learning. As is well-known, the classical MapReduce
has been adapted within many applications for big data storage and information retrieval. Hadoop based tools
such as Hive and Mahout are broadly accessible over the cloud and can be helpful in data warehousing and
data mining over big data in various domains. In this article, we explore HaaS technologies, mainly based on
Apache’s Hive and Mahout for applications in environmental computing, considering publicly available data on
the Web. We dwell upon interesting applications such as automated text classification for energy management,
recommender systems for ecofriendly products, and decision support in urban planning. We briefly explain the
classical paradigms of MapReduce, Hadoop and Hive, further delve into data mining and machine learning over
the MapReduce framework, and explore techniques such as Naive Bayes and Random Forests using Apache Ma-
hout with respect to the targeted applications. Hence, the paradigm of Hadoop-as-a-Service, popularly referred to
as HaaS, is emphasized here as per its benefits in a domain-specific context. The studies in environmental com-
puting, as presented in this article, can be useful in other domains as well, considering similar applications. This
article can thus be interesting to professionals in web technologies, cloud computing, environmental management,
as well as Al and data science in general.
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1. INTRODUCTION

Advances in many technologies as well as continued reduction in data storage and process-
ing costs have led to data explosion, including human data in the form of emails, photos,
messages, blogs and tweets on social media and digital data generated by sensors, such
as telescopes, cameras and GPS (global positioning systems) to name a few. Data vol-
umes have expanded from terabytes and petabytes to zettabytes and yottabytes today. The
available data can be huge in volume and complex in terms of the number of data sources
and interrelationships, posing challenges in storage, querying, sharing and analysis. Dis-
tributed File System and the MapReduce programming model originally introduced by
Google have remained very popular as the technology for big data storage and processing.
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MapReduce is a programming model introduced and successfully used at Google in order
to perform various computations, such as inverted indices and Web crawl data summaries
over large volumes of data distributed across thousands of machines.

Cloud computing has been proposed to operate business on the Web using a pay-as-you-go
model. Computing service providers offer on-demand network access to configurable com-
puting resources, data management, analytics and knowledge discovery;. Apache Hadoop,
Hive and Mahout are available as cloud technologies. These fall in the paradigm of
Haas$, i.e. Hadoop-as-a-Service [Hadoop 2021]. Some of the leading companies as HaaS
providers are Amazon Web Services, HP Cloud, Google Cloud, HortonWorks, Cloudera,
Microsoft Azure - HDInsight, and IBM Biglnsight. More than a thousand companies to-
day use HaaS including giants such as Ebay, Amazon, Facebook, Google, IBM, LinkedIn,
Twitter, Yahoo, Adobe and Alibaba. The use of cloud services for data storage, infor-
mation retrieval and knowledge discovery has numerous advantages from the perspective
of greenness and energy saving as well. This is particularly because the cloud providers
have a better PUE (Power Usage Effectiveness) than most server based systems in data
centers of individual companies, universities and other institutions as observed in the lit-
erature [Pawlish et al. 2014], [Liu et al. 2020]. Accordingly, there are trends to consider
the DevOps paradigm [Mclvor 2016] in many organizations today in conjunction with
cloud technologies. These trends have their advantages and limitations [Pawlish and Varde
2018]. Cloud services can be helpful in scientific domains using languages such as MML
(Medical Markup Language) [Araki et al. 2000] developed in Japan. Its applications along
with concerns are important to address [Tancer and Varde 2011]. On the whole, using the
cloud with HaaS is viewed in a positive light and forms the focus of many works.

In general, some of the other reasons for using HaaS can be listed as follows.

(1) The usage of Hadoop clusters does not require learning complicated details of Unix/Linux
system administration, but instead can be rather seamless.

(2) Minimal installation and configuration can be sufficient, e.g. Amazon Web Services
(AWS) offers machine images with Hive, cmd3s, Maven already installed on EC2,
thus facilitating the development of applications.

(3) Multiple HaaS technologies, e.g. Hadoop, Hive, Mahout, are open-source, hence mak-
ing their overall adaptation more convenient

Over the years, research in Al and data science has delved much into predictive analyt-
ics on large and complex datasets in multiple scientific domains such as medical & health
informatics [Karthikeyan et al. 2020], physics [Ko et al. 2023], chemistry [Tetko et al.
2016], earth science [Gevaert 2022], materials science [Varde et al. 2007] and others. The
knowledge of the domain coupled with the technologies available can help propose solu-
tions to challenging domain-specific problems and can be extremely useful in a plethora of
applications. The availability of cloud technologies can further enhance the adaptation of
techniques in data mining and machine learning, thereby augmenting solutions in predic-
tive analytics. HaaS can play a vital role here, via providing technologies such as Hive and
Mahout to use “as a service” for big data management and knowledge discovery, with the
typical pay-as-you-go model, without huge investments for server-based data storage and
/ or acquisition of expensive customized software tools for analysis.
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In this work, we focus mainly on the domain of environmental science, emphasizing where
HaaS can be useful in environmental computing. The term environmental computing can
have a broad context. It refers to computational technologies being applied to studies in en-
vironmental science and management. Given the huge proliferation of Al and data science
across several domains today, the term environmental computing certainly entails much
emphasis on data storage and information retrieval, as well as data mining and machine
learning to discover interesting knowledge. Hence, environmental computing can deploy
numerous techniques in data mining and machine learning, spanning a variety of algo-
rithms in supervised as well as unsupervised learning. It can serve a range of applications
that can have impacts on addressing climate change, providing energy savings, enhancing
urban planning and more.

The goal of this article is to investigate HaaS for environmental computing. It addresses
large-scale Web data in environmental science that can be mined for finding new infor-
mation. It considers datasets available in publicly accessible repositories on the Web. It
explains how knowledge discovered in the data mining process can be used for predictive
analysis based solutions in interesting applications. More specifically, it presents auto-
mated text classification on energy-related data to enhance energy management with the
broader impact of energy savings; it also explains the development of recommender en-
gine prototypes targeting ecofriendly products to help the environment; furthermore, it
describes property value prediction in real estate, helpful for decision support in urban
planning. It dwells upon the utilization of HaaS-based technologies for conducting data
mining and machine learning with suitable algorithms such as Naive Bayes and Random
Forest, particularly in the context of targeted applications.

The rest of this paper is organized as follows. Section 2 provides an overview of HaaS
foundations by discussing MapReduce, Hadoop and Hive, mainly aimed for relatively new
readers on this subject. Section 3 delves deeper into the data mining and machine learning
facets of HaaS technologies. Sections 4, 5 and 6 respectively present interesting studies
in the applications of automated text classification for energy savings, recommender en-
gine development for ecofriendly products, and property prediction for decision support in
urban planning, all deploying adequate HaaS-based methods and adapting them for these
environmental computing applications. Section 7 gives the conclusions and future work.

2. OVERVIEW OF HAAS FOUNDATIONS

In this section, we provide a brief introduction of the classical HaaS foundations. We
first explain Hadoop built using the MapReduce framework and then present Apache Hive
as the data warehousing system for Hadoop that facilitates data storage and information
retrieval. This is intended mainly for an audience of relatively new readers in the area.

2.1 Hadoop and MapReduce

Apache Hadoop is an open source implementation of the MapReduce framework and dis-
tributed file system. The MapReduce framework is designed to automatically divide ap-
plications into small fragments of work, each of which can be executed on any node in the
cluster, handle node failures as well as “schedule inter-machine communication to make
efficient use of the network and disks” [Dean and Ghemawat 2004], [White 2012]. Hadoop
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Fig. 1: A basic overview of Hadoop and MapReduce

MapReduce solution has been referred to in the literature as “one of the best solutions for
batch processing and aggregating flat file data in recent years” [Gruenheid et al. 2011]. In
[Dean and Ghemawat 2010] they emphasize high fault tolerance of MapReduce model for
large jobs; its usefulness for handling data processing and data loading in a heterogeneous
system; and ability to handle the execution of more complicated functions than are sup-
ported directly in SQL in parallel database systems. They also make several suggestions
for working with MapReduce, such as avoiding using inefficient textual format for the data
focusing on using HDFS binary format instead; taking advantage of natural indices such
as timestamps in log file names; and leaving MapReduce output unmerged, as there is no
benefit to merging it if next consumer is another MapReduce program. The overall ar-
chitecture of Apache Hadoop based on the MapReduce framework is depicted in Fig. 1,
adapted from [Dean and Ghemawat 2004] and [White 2012] sources.

Some interesting research has focused on the comparison of the MapReduce technology to
parallel DBMS (Database Management Systems) [Floratou et al. 2012], [Stonebraker et al.
2010], [Chandra et al. 2019]. For example, the work in [Floratou et al. 2012] compares the
performance of parallel Relational DBMS (RDBMS), specifically Microsoft SQL Server
2008 R2 Parallel Data Warehouse (PDW) to NoSQL database systems (such as Hive) in
analytical workloads. The comparison is mainly with respect to heavy querying performed
on big data. They conclude that although the NoSQL system provides for more flexibility
and scales better with the increase in the data size, PDW employs “a robust and mature
cost-based optimization and sophisticated query evaluation techniques that allow it to pro-
duce and run more efficient plans than the NoSQL system”. Furthermore, they suggest that
MapReduce-based systems adopt such techniques to improve query performance.

Work has also been done to develop new models for parallel and distributed data manage-
ment and analysis systems. For example, research in [Bu et al. 2012] presents a program-
ming model and architecture for iterative programs, i.e. HalLoop. The Hal.oop service
enhances MapReduce by offering support for programming in iterative applications, and
moreover significantly augments efficiency via the task scheduler being loop-aware and
through caching mechanisms. In other words, this is an extended and modified version
of the Hadoop MapReduce framework which holds Hadoop’s fault-tolerance properties,
allows programmers to reuse existing mappers and reducers from conventional Hadoop
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Fig. 2: Fundamentals of the architecture in Hive

applications. The parallel and distributed system supports large-scale iterative data anal-
ysis applications, including statistical learning and clustering algorithms. This makes it
tremendously well-suited for big data storage, retrieval and analysis.

2.2 Apache Hive

Hadoop per se is not a database system. Hence, it is more advisable to use Hive - which
was originally developed at Facebook, and then open-sourced [Thusoo et al. 2010]. Hive
as an Apache open-source project, is intended to be a data warehouse system for Hadoop.
It allows users to apply table definitions and structure on top of existing data files stored
either directly in HDFS on in other data storage systems and further query the data in
HiveQL, a SQL-like language. Hive queries are executed in MapReduce [Thusoo et al.
2010]. The architecture of Hive is presented in Fig. 2 as found in [Thusoo et al. 2010] and
other sources in the literature.

In [Chandra et al. 2019], the authors present a thorough comparative study of Hive and
MySQL data systems with respect to large-scale data management on the cloud. The study
notes advantages and disadvantages of each system. They specifically note that Hive is
designed for a high-latency, batch-oriented type of processing. This may not be an issue
in analytical systems, since many companies may choose to pre-filter and pre-process their
data before it is loaded into Hive warehouse for storage and analysis. Since Hive is Hadoop
based it does not work well for ad-hoc queries and interactive responses. In this work, the
authors discuss various approaches for data analytics, including: (A) processing the data
on a local machine; (B) migrating the data from the local machine to the cloud; and (C)
downloading the data directly to the cloud. The mechanism of downloading data directly
to the cloud is depicted with an example in Fig.3 [Chandra et al. 2019]. Amazon Web
Services (AWS) can be used for cloud computing, wherein the Elastic MapReduce (EMR)
can be used for the direct download. The EMR instance can be launched in a convenient
manner facilitating a direct download of the data. Since the EMR instances are Linux
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Fig. 3: Example of directly downloading datasets from the Web to the EMR (Elastic MapReduce) instance

based, a Linux utility called Wget can be used for a non-interactive download of data
files to the EMR instance. In this manner, the local machine can be completely bypassed.
Hence, this allows the processing of datasets that are much larger than the local machine
can store, which is a huge advantage.

The work in [Abadi 2009] points out that “The infrequent writes in analytical database
workloads, along with the fact that it is usually sufficient to perform the analysis on a
recent snapshot of the data (rather than on up-to-the-second most recent data) makes the
’A’, ’C’, and ’I’ (atomicity, consistency, and isolation) of ACID easy to obtain. Hence
the consistency trade-offs that need to be made as a result of the distributed replication
of data in transactional databases are not problematic for analytical databases”. The re-
search in [Abadi 2009] also calls for a hybrid solution for cloud based systems. The pa-
per presents an analysis of deploying transactional and analytical database systems in the
cloud. They conclude that the characteristics of the data and workloads of typical analyti-
cal data management applications are well-suited for cloud deployment. More specifically,
(A) shared-nothing architecture scales well with the increasing data sizes; (B) since analy-
sis can typically be performed on a snapshot of the data as opposed to in real-time, writes
in analytical databases are infrequent and performed in a batch as such making consistency
non-problematic for analytic databases; and (C) data security is usually a big concern for
cloud based systems, in analytic databases, however, data can be pre-processed ahead of
time leaving out particularly sensitive data or by applying an anonymization function. They
further look into MapReduce systems and shared-nothing parallel databases as two plat-
forms for data management on the cloud. They conclude that a hybrid solution is needed
to satisfy all of the desired qualities of a cloud-based database system. They note the ad-
vantage of MapReduce to immediately read data off the file system and answer queries
without any kind of loading stage.
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3. MACHINE LEARNING AND DATA MINING WITH HAAS

MapReduce has been adapted by a large number of organizations as the technology for
large-scale data storage and processing. Today enterprises not only store big data, but use
it to discover knowledge. A number of articles have been published on the implementation
of parallel data mining and machine learning algorithms on MapReduce framework [Ghot-
ing et al. 2011], [Riondato et al. 2012]. Typical characteristics of data mining algorithms
include the following: (A) they have iterative behavior, meaning they require performing
multiple passes over the data; (B) the input data set contains numeric and discrete cat-
egorical attributes; (C) models are computed and represented with vectors, matrices and
histograms, and other data structures.

In HaaS, one of the available tools for data mining and machine learning on the cloud
includes Apache Mahout, an open source machine learning library from Apache focused
on multiple areas of machine learning, such as recommender engines, clustering, and clas-
sification [Owen et al. 2011]. Machine learning algorithms are written in Java and some
portions are built upon the Apache Hadoop distributed computation project. Apache Ma-
hout offers a Java library to be used and adapted by developers. The framework of Apache
Mahout is illustrated in Fig. 4, adapted from [Owen et al. 2011]. It encompasses multiple
libraries for collaborative filtering, clustering, classification etc. as observed here.

Other work published on the subject includes HalLoop, an extended and modified version of
the Hadoop MapReduce framework which holds Hadoop’s fault-tolerance properties, and
allows programmers to reuse existing mappers and reducers from conventional Hadoop
applications. Its parallel and distributed system supports large-scale iterative data analy-
sis applications, including statistical learning and clustering algorithms [Bu et al. 2012].
The research in [Ghoting et al. 2011] presents a portable infrastructure designed with the
intention of parallelizing machine learning - data mining (ML-DM) computations. It pro-
vides built-in support to process data stored in a variety of formats. The system in this
work called NIMBLE is being used by programmers at IBM Corporation. The article dis-
cusses deficiencies of using MapReduce for ML-DM computations: (1) there is a need
for custom code to manage large computations (iterative and recursive); (2) when multiple
computations can be performed inside a single MapReduce job, users are responsible for
co-scheduling and pipelining these computations.

The paper in [Riondato et al. 2012] implements as a Java library a parallel algorithm,
PARMA, which uses sets of small random samples for approximate frequent itemsets or
association rule mining in Hadoop MapReduce. As noted in the article, since the algo-
rithm is programmed in Java, there is feasibility of integration with Mahout. The work in
[Pitchaimalai et al. 2010] implements and compares performance of Naive Bayes algorithm
in standard SQL queries, UDF (User Defined Functions), and MapReduce over different
data set sizes. Here they find that SQL and UDF outperform MapReduce, although they
emphasize the usefulness of MapReduce in large clusters of inexpensive hardware and its
fault tolerances. They also call for future research into hybrid solutions combining SQL
and MapReduce.

Twitter presents a case study [Lin and Kolcz 2012] of how machine learning tools are inte-
grated into their analytics platform using Hadoop based Apache Pig, a high-level language
for large-scale data analysis. It is interesting to note, that while Twitter had the goal of us-
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Fig. 5: Clustering process example for technologies in HaaS

ing off-the shelf solutions for their machine learning and analytics processes, Mahout did
not work for them. This is because Twitter had already established production workflows
for analytics and integrating Mahout would have required significant reworking of produc-
tion code. They did however make their code open-source, thus providing the ability to
encode data in Pig using the hashed encoding capabilities of Mahout (Sequence-Files of
Vector Writables), and allowing training of logistic regression models.

Big data analytics including information retrieval, data mining and machine learning, en-
compassing cloud services and other technologies is described in a tutorial on “Scalable
Learning Technologies for Big Data Mining” [de Melo and Varde 2015]. This covers
the fundamentals of MapReduce, Hadoop and Hive, along with machine learning algo-
rithms using packages such as Apache Mahout and Apache Spark, and mining of data
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streams using Apache’s Storm and Flink. It addresses comparisons of data storage capac-
ity, processing speeds, retrieval efficiency and other aspects across various technologies.
For example, a typical clustering process as seen in these technologies is depicted in Fig.
5. This is with particular reference to Apache Spark’s MLIib (Machine Learning library),
which constitutes a scalable framework with a variety of machine learning algorithms en-
compassing classification with Support Vector Machines (SVM), Naive Bayes, Decision
Trees; regression including linear regression and regression trees; collaborative filtering
with alternate least squares (ALS); clustering with k-means; optimization with stochastic
gradient descent (SGD) and limited memory BFGS (Broyden—Fletcher—Goldfarb—Shanno)
algorithm; and dimensionality reduction with Singular Value Decomposition (SVD) and
Principal Components Analysis (PCA). Spark has speeds much higher than Mahout. More
advanced packages such as Storm and Flink are suitable for large-scale data streams.

Considering this background, a few studies with discussions are presented next on the
utilization of such technologies in the realm of environmental computing. Hence, this
article illustrates how HaaS can provide useful solutions in multiple applications here.

4. AUTOMATED TEXT CLASSIFICATION FOR ENERGY MANAGEMENT

In practice, text classification techniques have a wide range of applications spanning news,
emails, homepages etc. Extremely large datasets that are becoming increasingly widespread
require an increased amount of training data for improved accuracy. Mahout’s algorithms
are designed to be highly scalable. Thus, with the increase of the number of records re-
quired to train a model. the time and memory required for training a Mahout algorithm
may not increase linearly, making scalable algorithms in Mahout widely useful [Owen
et al. 2011]. Accordingly, this section focuses on textual data in the area of energy man-
agement within environmental computing. Mahout’s Naive Bayes algorithm is explored to
describe an application that can be used for text classification on energy-related data.

Text can be collected from published literature such as research articles and white papers
as well as other open sources on energy-related themes. This can be preprocessed so as to
retain the plain text in the sources without images, infographics etc. It can then be subjected
to training by deploying the Naive Bayes algorithm to classify textual inputs. This can
be classified into text categories pertaining to energy sources, including “Fossil Fuel”,
“Solar Panel”, “Wind Turbine” and “other Source”, in order to map to the traditional energy
sources such as fossil fuels and more modern ones such as solar panels, wind turbines,
while also maintaining a category of all other sources. The saved text files can be stored in
HDFS on Amazon’s Elastic Cloud Computing Cluster (EC3) [AWS 2021] running Hadoop
1.0.3 with Apache Mahout 0.7 installed.

Figs. 6 and 7, modified from [de Melo and Varde 2015], provide example snapshots il-
lustrating the model training and the text classification output respectively. The model can
be built upon Mahout libraries to do the following: (A) take a directory of text files as an
input; (B) convert it to a sequence file format; and (C) generate TF-IDF weighted sparse
vectors that are then classified. Maven can be used to manage dependencies, and to run
the program on the cloud. For each text file in the input directory, the classification can
contain the index of the category label and the associated score. The output is the category
label which corresponds to the best score of the classification model.
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Using the interface, Mahout commands can be executed to train and test the classifier
model. The process involves the following steps.

ey
€5

Convert directories containing the text files into sequential file format.

Create document vectors with Term Frequency — Inverse Document Frequency (TF-
IDF) weighting (implemented by Mahout), to give the topic words more importance
in the resulting document vectors.

(3) Use the Mahout command to split the training input into training and test sets with a
specified split percentage.

“
&)

Train the algorithm using the training dataset to create a Naive Bayes classifier model.
Test the performance with the test dataset by running Mahout’s testnb command.

The predicted category can be used to automatically classify energy-related textual data
into various categories. It can be used in conjunction with or supplementary to other tools
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and techniques [Kraska et al. 2013], [Kiros et al. 2014], [Le and Mikolov 2014] in specific
contexts. The text classification application is built upon Mahout Java libraries and runs on
the cloud. It is useful to provide at-a-glance analysis and visualization of energy-related
text as per its relevance to various energy sources. This can help stakeholders in energy
management gain an understanding of energy trends in order to delve deeper into further
details for making decisions, planning ahead and so forth. Hence, it offers automated
analysis to facilitate decision-making and to gain more knowledge on energy management.

Relevant work here includes email classification using Mahout [Hammond and Varde
2013] which demonstrates the utilization of machine learning with appropriate classifiers
for textual data in email. Another pertinent area is that of sentiment analysis, which can
be applicable to numerous avenues of environmental computing, including energy manage-
ment [Du et al. 2019], [Koupaei et al. 2020]. Likewise, the Web per se plays important roles
in energy management as a whole [Shrestha and Varde 2023], [Ayala et al. 2019], consid-
ering the analysis of several data types including textual data. A myriad of research, such
as the works mentioned here, can depict the importance of HaaS (without explicitly men-
tioning the term “HaaS”). For instance, some interesting work entails cloud technology for
the greening of data centers [Pawlish et al. 2010] to make them more environment-friendly,
and the adaptation of hybrid approaches with server-based and cloud-based technologies
[Pawlish et al. 2014] for energy efficiency. While these works do not specifically mention
HaaS, they are pertinent in cloud data management, especially with its relevance to energy
savings and hence environmental computing.

5. RECOMMENDER DEVELOPMENT FOR ECOFRIENDLY PRODUCTS

Recommender engines are used in many e-commerce, retail, financial services, insurance
and marketing systems. Accordingly, recommenders can be geared towards ecofriendly
products to encourage more users to buy them, thus serving users’ needs while also helping
the environment. They can be implemented by using the item similarity recommender
algorithm available in Mahout, hereinafter referred to as Mahout’s Recommender. It is
important to collect data on users’ buying history, such that it is relevant to environmentally
sustainable items, e.g. those built with recycled materials [Varde and Liang 2023], those
that are renewable [Xu 2024], those that serve as sustainable office supplies [Ye et al. 2014]
and so forth. Such data can be stored on the cloud, specifically Amazon S3 [AWS 2021]. It
can be stored as a text file with transactional data on fields such as user id, item-id, product
description, quantity purchased etc. Amazon Elastic MapReduce (EMR) service [AWS
2021] is beneficial to start a cluster of Hadoop nodes running Hive and jdbc.HiveDriver
to connect to the EMR Master Node. HiveQL queries can then run in the command line
interface or as a program to create a new table and insert formatted data from a select
statement. This data serves as the input to Mahout’s Recommender.

Once the data is pre-processed, it becomes the input to run Mahout’s Recommender job,
implemented with Apache Hadoop Distributed File System and MapReduce. It can initiate
a series of more MapReduce jobs, as described in [Owen et al. 2011]. For example, input
data derived with HiveQL as user-id, item-id, and preference, can be used to generate user
vectors to compute a co-occurrence matrix, from which the algorithm derives recommen-
dation vectors and eventually user recommendations. This can be stored in a compressed
text file of the following format: user-id [itemi:prefl, item2:pref2, item3:pref3] etc.
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4148 CES@SA TONER-F/P2035/2055-2.3K EA 9 1320 2.6 3321131 PEN-BALLPOINT-MED PT-RD DZ
4808 EVEE91SBP36H BATTERY-ENERGIZER-AA-36PK PK 96307 2.0 PAP3331131 PEN-BALLPOINT-MED PT-BK DZ
2489 72100 CLIP-BND #100 DZ 9 :
295 10330  FOLDER-MLA-1/3 CUT-LTR BX 9
5258  HEWCCS30A TONER-F/ CP2025-BK-3.5K EA 8
EE) 13402  SCISSORS-B*BENTSTR-3PK-BK PK 8
612 16113  FOLDER-REIN-1/3CT-MLA-LTR BX 8
4692 ESS415215 FOLDER-HANG-LTR-25/BX-GN BX 8
Recommendations for a UserID: |
1329 2.0 3321131 PEN-BALLPOINT-MED PT-RD DZ

. . 1331 2.0 3331131 PEN-BALLPOINT-MED PT-BK DZ
Implemented in Java with 1403 2.0 35669 PAD-12 SLFSTCK 3X3-AST PK
Apache Hive ]DBC Driver 1326 2.0 3311131 PEN-BALLPOINT-MED PT-BE DZ

A 6305 2.0 PAP3311131 PEN-BALLPOINT-MED PT-BE DZ

Includes Java classes which export 6307 2.0 PAP3331131 PEN-BALLPOINT-MED PT-BK DZ

+ . 3273 1.93  ACC72020 CLIP-BND #20 DZ
recommendations data from Hive 921 1.92 21200 TISSUE-FACIAL TISSUE-WE PK
tables to CSVand XML file 2486  1.91 72010  CLIP-BINDER-MINI-12/BX DZ

7026 1.9 SAN3@001 MARKER-SHARPIE-BK DZ

formats

Fig. 8: Mahout’s Recommender for designing a prototype recommender engine in ecofriendly products

Note that HiveQL is useful to parse the output into a Hive table partitioned by user-id to
speed up querying the output and provide HiveQL queries for the following.

—Top-k recommended items in general
—Recommended items for a given user

—Top-k recommended items for a given user

Fig. 8, referenced from [Hammond and Varde 2013], shows a sample of a recommender
engine prototype for ecofriendly products. This indicates recommendations in all the cat-
egories mentioned herewith, i.e. the top-k recommended items based on most frequently
occurring ones in general, the recommended items for a given user based on the user-ID,
and the top-k recommended items for a given user. In each of these categories, the first
column represents the recommended item-id, followed by the calculated user preference
for that item, product code and description.

As mentioned previously, Hive is a data warehouse system and is not intended for online
transaction processing where fast response time matters. Hence, it is interesting to experi-
ment with additional modules e.g. to convert the recommender engine output into a CSV
(comma separated variable) file so it can be used in another application with an underlying
RDBMS, e.g. MySQL, SQL Server or Oracle. User recommendations can be produced in
XML file format that can conveniently be used in web applications. A recommender pro-
totype thus built can potentially complement other pertinent applications, e.g. [Afsar et al.
2021], [Gandhe et al. 2018], [Lourenco and Varde 2020], [Zhang et al. 2021], especially
where big data is involved via large scale systems. This is highly relevant to environmental
computing and illustrates interesting use cases for HaaS in this avenue.
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6. PROPERTY PREDICTION FOR DECISION-MAKING IN URBAN PLANNING

The real estate market provides substantial pathways for big data mining in urban planning,
which is an important facet of environmental computing. Data in this the urban planning
domain is ever-growing with more real estate properties being developed every year. It
is thus important to retrieve significant information about property prices in the context
of real estate in given neighborhoods and hence discover knowledge to make predictions
about future prices, in order to assist decision-making urban planning in general. The Ma-
hout library includes sequential and MapReduce (parallel) implementations of the Random
Forests (RF) classifier which can accept data with numeric and categorical attributes as in-
puts. Hence, this classifier can be useful with respect to property value prediction. Based
on analyzing real estate data in urban planning, Mahout’s RF classifier can help to estimate
property value ranges, given the building area, lot area, zoning, land use, street name, zip
code etc. Since real estate data is often in a fixed file format, it can first be stored on the
cloud, and thereafter be used to execute Hive select queries for training and testing.

Mahout’s commands can be used to generate the dataset that describes the data and stores
the labels to be predicted. The BuildForest command can help to build a new RF model,
and the TestForest command is beneficial to evaluate the model. The execution of these
commands is explained in detail in [Owen et al. 2011]. The TestForest class can produce
an output file that entails the following. For each line of the data input file, it lists the index
of the prediction label. The TestForest class can be used with the RF dataset description
file and the model file to classify new data as mentioned here.

(1) For sequential classification, a modified version of the TestForest class is created; thus
for each input line, the output file has the the prediction label (instead of the index
value) followed by the data input line.

(2) A code snippet can merge the input and output files line by line, writing the predicted
category label followed by the input data to a new file; the merged file looks similar
to the output and the program can be used to interpret the output of MapReduce or a
sequential implementation of RF.

(3) Another program can classify one input instance at a time so that it encompasses a
string of attributes in the same format used to train the model, and the output of this
program is the predicted category label, e.g. property value range.

Fig. 9, adapted from [Hammond and Varde 2013] shows sample classification for data
records. As seen here, the predicted value range in a highlighted record is “1M+", i.e.
“more than one million” which can refer to properties often classified as mansions; while
another predicted range for a different record shows “500-749K”, i.e. “more than 500,000
and less than 750,000 which reflects very high income neighborhoods (but typically not
classified as mansions). As these property prices can be estimated using big data mining
with cloud services, they pave the way to develop tailor-made tools for such applications,
which can be useful for decision support in urban planning. As is well-known, the real
estate market is huge. People usually invest in residential and commercial real estate for
their housing and workplace respectively, in addition to rental purposes. Hence, prior
estimation of property prices is beneficial to assist decision-making for buyers, sellers,
brokers, governmental bodies, city planning agencies etc.
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Input variables
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| Value, Street, Caclass, Reason, Bldgarea, Yrbuilt, Lotarea, Zoning, Landuse, Landusegp, Geotract, Geoblock, |
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The goal is to predict the value
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input variables

225-25-211.compute-1.amazonaws.com - PuTTY

Fig. 9: Example for Estimation of Real Estate Property Values in Urban Planning

Note that work addressed here can be potentially useful in other suitable applications,
hence being orthogonal to the literature [Yu et al. 2021], [Soltani et al. 2021]. Some appli-
cations can leverage smart applications in urban planning [Rathore et al. 2016], [Du et al.
2017], [Anthopoulos and Vakali 2012] with facets of smart governance [Puri et al. 2018],
[Lopes 2017], [Tomor et al. 2019] that is an important characteristic of smart cities, hence
contributing to a smart planet. All of these aspects are vital to environmental computing,
where HaaS can be considerably useful, as depicted here.

7. CONCLUSIONS

This article addresses HaaS technologies available over the cloud for big data mining in
environmental computing. More specifically, it explores Apache Hive and Mahout with its
multiple facets such as HiveQL, Mahout Recommender etc. A few highlights in environ-
mental computing are as follows.

—A Naive Bayes classifier in HaaS can be used to build a text classification application for
energy management to automatically classify energy-related textual data from different
sources into pertinent categories, such as fossil fuels, solar panels etc.

—An item similarity recommendation algorithm in HaaS can rank and recommend poten-
tial ecofriendly products that a user may be interested in purchasing based on mining
relevant data on various sustainable product categories.

—A Random Forests classifier in HaaS can be useful to build a model to estimate property
value ranges in real estate data useful for decision support in urban planning.

—Applications can be designed using HaaS on the cloud without incurring huge capital
investments of initial server acquisition, recurrent maintenance, in-house licensed soft-
ware purchases, periodic updates, and other major expenses.
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Thus, HaaS being in line with cloud technologies can offer a pay-as-you-go model where
developers and stakeholders can only pay for what they need while also taking advantage
of some open access freeware provided over the cloud. Accordingly, many interesting
domain-specific applications can be developed analogous to those in environmental com-
puting mentioned here.

Some limitations of HaaS could relate to the potential lack of consistent availability, pri-
vacy and confidentiality issues, cybersecurity concerns and other risks that could seem
to make developers and stakeholders more cautious. These and other limitations can po-
tentially offer the scope for future work on enhanced research in HaaS technologies. In
addition, further research could possibly encompass proposing customized software for
targeted applications based on the results of multiple studies. Advanced studies can be
conducted that encompass a cluster of distributed machines on the cloud along with de-
tailed comparisons of server versus cloud implementations in domain-specific settings.

A next generation paradigm is edge computing [Yeung 2022], a networking technology
that facilitates remote devices to conduct data processing at the “edge” of the network, by
the device / local server. Edge computing thrives on cloud computing and gets closer to
the edge of the respective machine, hence being considered an evolution of cloud comput-
ing. The edge computing paradigm can be further explored with respect to edge Al [IBM
2024]. As the name implies, edge Al entails deploying artificial intelligence within edge
computing; it adapts neural networks and deep learning for model-training for recognizing,
describing, and classifying the concerned data. Hence, edge computing and in particular
edge Al can be studied on a deeper level with respect to their applications in numerous
domains, including environmental computing. Multiple avenues such as these offer much
scope for future work.

In sum, this article discusses joint work in the areas of cloud technologies (more specifi-
cally HaaS) and environmental computing. It targets the computer science and engineering
communities with specific attention to Al and data science in particular due to its emphasis
on data mining and machine learning. It can also benefit professionals from areas such as
business management and other application domains in addition to environmental comput-
ing, since many such users would seek to optimize solutions in the concerned applications
for efficiency and hence cost-effectiveness. It opens doors to further exploration, includ-
ing the use of more advanced technologies such as edge computing with edge Al. On the
whole, this article highlights Hadoop-as-a-Service with its substantial importance.
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