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Abstract

Reference-based metrics such as BLEU and
BERTScore are widely used to evaluate ques-
tion generation (QG). In this study, on QG
benchmarks such as SQuAD and HotpotQA,
we find that using human-written references
cannot guarantee the effectiveness of the
reference-based metrics. Most QG benchmarks
have only one reference; we replicate the an-
notation process and collect another reference.
A good metric is expected to grade a human-
validated question no worse than generated
questions. However, the results of reference-
based metrics on our newly collected refer-
ence disproved the metrics themselves. We
propose a reference-free metric consisted of
multi-dimensional criteria such as naturalness,
answerability, and complexity, utilizing large
language models. These criteria are not con-
strained to the syntactic or semantic of a sin-
gle reference question, and the metric does
not require a diverse set of references. Exper-
iments reveal that our metric accurately dis-
tinguishes between high-quality questions and
flawed ones, and achieves state-of-the-art align-
ment with human judgment.

1 Introduction

Question generation (QG) usually refers to the task
of answer-aware question generation for controlla-
bility, aiming at generating a question based on a
given context and answer span. Solutions are used
to improve educational tools, build a product-based
question-answering (QA) database, etc. Though
anchored on a specific answer, there are still mul-
tiple ways of framing a question semantically and
syntactically (Yu and Jiang, 2021; Cho et al., 2019).
Users expect quality of every generated question.

To evaluate QG performance, reference-based
metrics are widely used, which assess a machine-
generated question against a human-written ref-
erence. The metrics are calculated either at the
word level such as BLEU (Papineni et al., 2002),

ROUGE (Lin, 2004), and METEOR (Banerjee and
Lavie, 2005), or in the embedding space such as
BERTScore (Zhang et al., 2019). The challenges
of using these evaluation metrics speak to the met-
rics themselves, considering word overlaps and/or
semantic similarity between the generated question
and the reference. In this sense, a QG model can
“cheat” on the metrics by using many similar words
to the reference, but ignoring essential components
of a question. Mohammadshahi et al. questioned
the effectiveness of reference-based metrics, devel-
oped a QA model, and defined a new metric named
“answerability” or RQUGE. Though they showed
a higher correlation with human preference, the
failure of reference-based metrics was not studied,
and the new metric’s effectiveness is sensitive to
the QA model’s training and limited to its ability.

To disprove existing metrics, the challenge can
be traced to the lack of diverse references for bench-
mark datasets. Previous works have shown that
with access to a more diverse pool of references,
the problem of poor correlation for these metrics
can be mitigated (Freitag et al., 2020; Oh et al.,
2023; Tang et al., 2023). However, QG benchmarks
often contain only one human-written ground-truth
per example.

Our study starts from collecting another set of
human-written references for two QG benchmarks,
following their standard annotation instructions.
Besides the new references, we collect three groups
of candidate questions, each lacking in an essen-
tial aspect of a question, for comparison. We
study how five reference-based metrics, namely
BLEU-4 (Papineni et al., 2002), BLEURT (Sellam
et al., 2020), ROUGE-L (Lin, 2004), BERTScore
(Zhang et al., 2019), and Q-BLEU (Nema and
Khapra, 2018), and two reference-free metrics,
QAScore (Ji et al., 2022), and RQUGE (Moham-
madshahi et al., 2023), score the four groups of
questions. Fig. 1 highlights the incompetency of
current QG metrics in distinguishing the new ref-
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Figure 1: Normalized value of different evaluation metrics for four types of candidate questions against the same
reference (RefQ) in the HotpotQA dataset (Yang et al., 2018). Ideally, metrics should score Group 1 highest. Current
QG metrics, except for NACo (ours) and RQUGE, primarily recognize random questions (Group 4) but fail to
differentiate between Groups 1 and 3 (note the red and green bars). RQUGE, successfully identifies groups violating
naturalness (Group 3) and answerability (Group 4), assigns a higher score for Group 2, which lacks complexity, than
for Group 1. Our metric, shown in the leftmost bar group, prioritizing essential criteria of a question, can effectively
distinguish all four groups of candidates while maintaining the highest rating for the valid questions.

erence (a valid question; see Group 1) from a
less-complex-than-referenced question (Group 2),
a non-question sentence that uses similar words
(Group 3) or a randomly-selected question from
training set (Group 4). Although these metrics tend
to give higher scores for the new references than
random questions, it remains challenging to sepa-
rate them from the other less desirable candidates.

Based on the above observations, we assert the
failure of reference-based metrics in QG evaluation.
We propose a shift to an evaluation mechanism that
addresses essential criteria of a question that cur-
rent metrics neglect: (1) Naturalness: how natural
the question sounds (Wang et al., 2020; Bi et al.,
2021), (2) Answerability: whether the question is
grounded to the given answer (Ushio et al., 2022;
Ji et al., 2022; Nema and Khapra, 2018; Moham-
madshahi et al., 2023), and (3) Complexity: how
likely it requires inferencing and synthesizing infor-
mation (Wang et al., 2020; Bi et al., 2021). These
criteria are not constrained to the syntactic and
semantic structure of a single reference question.
Thus, they address the challenges of evaluating
question quality without access to a diverse set of
references.

To overcome the limitation of the answerability
measure in RQUGE (Mohammadshahi et al., 2023)
and implement the other two measures, we utilize
large language models (LLMs), which have demon-
strated potential utility in data annotation tasks (Liu
et al., 2023; Wang et al., 2023; Lin and Chen, 2023;
Chiang and Lee, 2023), and their Chain-of-Thought
(CoT) (Wei et al., 2022) process. We design CoT
prompts for the LLM to directly measure the three
criteria, as described in detail in §3.

We name the three-dimensional metric NACo.
The leftmost group of bars in Fig. 1 shows that
NACo successfully distinguishes the valid ques-
tions (i.e., new human-written reference) from
the other three groups with significant margins.
Reference-based metrics are so heavily influenced
by the presence of overlapping words between the
original reference and an invalid candidate that they
even prefer the invalid candidate that NACo assigns
a significantly lower score.

The key contributions of this paper include:

• We produce an additional set of human-
written questions to current QG benchmarks,
and show the unreliability of reference-based
metrics in reflecting question quality.
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• We propose NACo, a novel evaluation metric
bridging the gap between human assessment
and automated evaluation by assigning scores
to three criteria of a good question.

• Through experiments and human evaluation,
we demonstrate that NACo better aligns with
human judgment of a good question than
reference-based metrics for QG.

We release the collected data and code imple-
mentation of NACo to facilitate future works. 1

2 Failure of Reference-based QG Metrics

2.1 Study Design & Data Collection

Previous studies questioning the effectiveness of
reference-based metrics in QG typically rely on hu-
man evaluation. That is, they investigate whether
the scores given to generated questions by QG met-
rics are highly correlated with the scores given by
human evaluators (Mohammadshahi et al., 2023;
Ji et al., 2022). Unlike these studies, our research
adopts a different approach during the data collec-
tion phase for QG datasets. Specifically, we repli-
cate the data collection procedure of the datasets to
collect new references, referred to as Group 1. Our
focus is on determining if the newly collected ref-
erences, when evaluated as candidates against the
original references, receive high ratings from exist-
ing metrics. In addition, we extended our collection
procedure to include three additional groups of can-
didate questions considered less desirable (Groups
2, 3, and 4) to ensure comprehensive comparisons.
An effective and robust evaluation metric should
assign a significantly higher score for questions in
Group 1 compared to those in other groups. Fig. 1
illustrates our data collection process.

Group 1: Human-written questions qualified
as another reference for benchmark datasets:
We follow the procedure adopted by most papers
collecting QA datasets. For each example to be
annotated, we ask annotators, all fluent English
speakers, to create a question based on some con-
text passage(s) and a given answer (Rajpurkar et al.,
2016). If two passages are provided, we ask an-
notators to create a question such that it requires
reasoning over both passages (Yang et al., 2018).

Liu et al. proposed a concept of clues for QG,
which refers to words from the context passage that
also appear in the question. Their experimental re-
sults indicate that the addition of a clue-prediction

1https://github.com/bnguyen5/naco

model enhances the performance of question gen-
erators on reference-based metrics. We investigate
the usefulness of this concept by asking the anno-
tators to phrase an additional question such that it
contains the clue words used by the original annota-
tors of the datasets. We ensure that the clue words
are only presented to the annotators after they have
finished creating their first question.

We perform the additional annotation on two
popular QG benchmarks: (1) 748 test examples of
SQuAD (Rajpurkar et al., 2016), and (2) 96 test
examples of HotpotQA (Yang et al., 2018). To illus-
trate the application of our study, we collect another
QG dataset in the educational domain, specifically
from the TED-Ed learning platform2. We further
annotate 43 questions from this new dataset. More
details about data collection and annotation for Ted-
EdQA are provided in Appx. A.5.

For the HotpotQA sample, we also collect three
other sets of questions, each violating an aspect
required by the reference questions.

Group 2: Single-hop questions for a multi-
hop QG benchmark: This group of candidate
questions targets the multi-hop characteristic of
HotpotQA where the ground-truth questions are
formed based on two passages. Specifically, we
select one from the original two passages that con-
tains the answer span. We then ask GPT-3.5 to
generate a question based on this single passage.
We review the questions for grammar, clarity, rele-
vance to the passage, independence from external
knowledge, and a logical path to the answer.

Group 3: Non-questions that use the same
words as the reference: For this group of ques-
tions, we ask GPT-3.5 to generate a sentence based
on the passages and use as many words from the
same list of clues given to our annotators. We add a
constraint such that the generated sentence cannot
be in the form of a question. We then manually go
through the generated sentences to ensure that no
hallucinations were in place. In this sense, we pro-
duce a group of candidates that does not satisfy the
most basic linguistic requirement of a question, nat-
uralness, but still manages to contain many similar
words as the ground-truth questions.

Group 4: Random questions from the train-
ing set: The final set of candidate questions comes
randomly from the training set of the benchmark.
In the example illustrated in Fig. 1, the an-
swer to this candidate question is Robin McLau-

2https://ed.ted.com/
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rin Williams, which is completely irrelevant to the
given answer The Seduction of Hillary Rodham. In
this sense, this group of candidate questions vio-
lates the answerability aspect of an ideal candidate.

2.2 Results
Fig. 1 shows the average normalized scores given
by reference-based metrics to the four groups of
candidate questions, all based on the same ref-
erences. We find that all reference-based met-
rics, BLEU, ROUGE-L, BLEURT, Q-BLEU, and
BERTScore, can effectively distinguish Group 4
(random questions) from the other groups, assign-
ing it significantly lower scores. For instance, the
average ROUGE-L score for Group 4 is 0.10, com-
pared to 0.34 for Group 1, 0.26 for Group 2, and
0.40 for Group 3, with a minimum difference of
16% from the scores of the other groups.

Fig. 1 also reveals issues with the reference-
based metrics in accurately assessing Groups 1,
2, and 3. Notably, for all five reference-based met-
rics, Group 3, non-question sentences with wording
similar to the references, receives the highest av-
erage score. For example, the ROUGE-L metric
scores a non-question sentence that uses similar
wording to the reference (green bar) on average 6%
higher than a new reference produced by our an-
notators (red bar), and 14% higher than a perfectly
answerable question requiring less reasoning than
the reference (blue bar). This observation indicates
a flaw in reference-based metrics, as candidates that
do not form coherent questions should not receive
higher scores than those that do.

The recently-introduced reference-free metrics,
QAScore and RQUGE, also face difficulties in giv-
ing reasonable scores to questions from Groups 1, 2
and 3. QAScore, despite rating the new references
highest among four groups, shows minimal score
differences. Meanwhile, RQUGE gives the highest
average score (0.84) to Group 2, which contains
single-hop questions in contexts requiring multi-
hop reasoning. RQUGE’s preference for single-
hop questions can be attributed to its disregard for
the complexity of the candidate question. It utilizes
a pretrained QA model to compute a score based
on the model’s responses to the candidate question.
The questions we collected, which require reason-
ing over two documents, may pose a greater chal-
lenge for the QA model compared to the simpler
questions from Group 2. Since RQUGE’s scoring
mechanism does not consider the question’s com-
plexity, it underestimates the new references we

collected in Group 1, scoring them at 0.77.
Given the limitations of existing reference-based

and reference-free metrics in accurately evaluating
the four groups of questions, we propose a novel
reference-free metric. This new metric aims to
assess the quality of a question across multiple
dimensions, providing a broader and more nuanced
framework for assessing generated questions.

3 NACo: A Novel Multi-dimensional
Reference-free QG Metric

Based on extensive review of the human evalua-
tion procedure in QG literature, detailed in Appx.
A.1, we identify three essential criteria of a ques-
tion: Naturalness, Answerability, and Complexity.
We propose NACo, which leverages prompting
and Chain-of-Thought (CoT) reasoning (Wei et al.,
2022) to obtain a score for each criterion. Specif-
ically, given the relevant context passage(s) and a
question, we instruct an LLM as follows:

• The LLM first reads over the context pas-
sage(s) and the question. The LLM checks
whether the question makes these mistakes:
(1) not a question, (2) grammar errors, or (3)
unclear objective. If so, the LLM should re-
spond with ‘Question unnatural’, and we as-
sign a score of 0 for the question in terms of
naturalness ncand. Otherwise, ncand is 1.

• Next, the LLM performs CoT reasoning to
answer the question. Based on the LLM’s CoT
response, we obtain the complexity of the
question by counting the number of reasoning
steps the LLM made to answer the question.

• The LLM provides the final answer to the
question. We define the answerability of the
question acand as the F1 score between the
LLM’s answer to the question and the ground-
truth answer used to generate the question.

The inherent qualities of questions speak to natu-
ralness (Mohammadshahi et al., 2023) and answer-
ability (Nema and Khapra, 2018; Ji et al., 2022;
Mohammadshahi et al., 2023), where higher values
in these criteria indicate better quality in a question.
We adopt a hierarchical scoring scheme that first
examines the naturalness and answerability score
obtained following the CoT-QA process. If the
candidate question scores 0 in these aspects, it is
assigned a NACo score of 0.

If a candidate question passes the initial natural-
ness and answerability evaluation, we determine
whether its complexity aligns with expected stan-
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QG Competitor Ref-based metrics NACoB B-RT R-L BSc Q-B

LM-generated
BART-base 19.53 -0.28 44.79 92.13 36.94 73.30
GPT-3.5 (few-shot) 18.06 -0.23 43.58 92.18 36.48 73.67
BART-clue-RefQ 31.91 0.07 59.92 94.37 52.33 69.97

Human-validated
RefQ 100.00 1.00 100.00 100.00 100.00 75.09
AnnoQ 12.78 -0.31 37.83 91.52 31.32 74.01
AnnoQ-clue-RefQ 27.43 0.04 53.62 93.85 46.89 74.21

Table 1: SQuAD - Performance of different QG meth-
ods on NACo and other existing metrics. The evalu-
ation uses original SQuAD questions (RefQ) as refer-
ences, with GPT-3.5 as the underlying LLM. The high-
est and second-highest scores (not including references
for reference-based metrics) are highlighted with bold
and underline markers, respectively.

dards for the domain and dataset. For example,
in the HotpotQA dataset, questions that require
multi-hop reasoning might be preferred over sim-
pler, single-hop questions. This preference may not
hold in other datasets. In this sense, NACo relies
on a subset of examples from the specific dataset
to find the expected complexity of a question in
that dataset. Specifically, we perform the above
CoT-QA process to obtain the complexity of the
references. Expected complexity is then defined
by the most common number of reasoning steps
needed by the LLM to answer a reference question.
In our experiments, we use 750 examples from the
training set of SQuAD and HotpotQA to compute
the expected complexity for each dataset. Subse-
quently, NACo measures the similarity, denoted
by ccand, between the complexity of the candidate
question and the expected complexity.

Overall, NACo is a weighted combination of
ncand, acand, and ccand. In our experiments, we
adopt a fair weight 1

3 for each criterion. We provide
additional details on how ccand is computed and
integrated into the final score in Appx. A.3

4 Experiments

4.1 Experimental Setup
Question generation competitors: We compare
the evaluation capacity of NACo with that of cur-
rent QG metrics on four QG models and three sets
of human-validated references. Generative Lan-
guage Models like BART (Lewis et al., 2020) and
T5 (Raffel et al., 2020) are current state-of-the-art
QG performers on reference-based metrics (Ushio
et al., 2022). We fine-tune BART-base using the
training set, following the method introduced by

Chan and Fan. We also produce another version
of BART-base, BART-clue-RefQ, which highlight
the ground-truth clues used by reference questions
(RefQ) in the context given as input to BART-base
(detailed in A.6). In addition, we use GPT-3.5 to
generate questions for the test examples through
zero-shot, and few-shot prompting. In the few-shot
setting, we randomly select 10 examples from the
training set of the dataset as demonstrations. Along-
side the original reference questions provided by
the datasets (RefQ), we use the annotated data de-
tailed in §2 to obtain two human-validated competi-
tors: AnnoQ, which contains the questions writ-
ten by our annotators before given gold clues, and
AnnoQ-clue-RefQ, which contains the gold-clue-
guided questions written by our annotators.

Baselines: We compare the evaluation capacity
of NACo with five reference-based metrics, includ-
ing BLEU-4 (B) (Papineni et al., 2002), BLEURT
(B-RT) (Sellam et al., 2020), ROUGE-L (R-L) (Lin,
2004), BERTScore (BSc) (Zhang et al., 2019), and
Q-BLEU (Q-B) (Nema and Khapra, 2018), and
two reference-free metrics, QAScore (QA-S) (Ji
et al., 2022), and RQUGE (R-Q)(Mohammadshahi
et al., 2023). Tang et al. proposes using LLM
to diversify the limited references in benchmarks,
demonstrating an improvement in the correlation
between reference-based metrics and human judg-
ment. We replicate this approach and report the
evaluation performance of the five reference-based
metrics both when only the original reference is
used and when adding the diversified references.

NACo implementation: We provide the CoT
prompt used in our experiments in Appx. A.2. We
experimented with five underlying LLMs: Llama3-
8B, Mixtral-8x7B, Claude3-Haiku, GPT3.5-turbo,
and GPT4o.

Human Evaluation: We recruit volunteer an-
notators, all fluent English speakers, to evaluate
both model-generated questions and human-written
questions, using 96 test examples from HotpotQA.
For each example, annotators evaluate four ques-
tions: RefQ, GPT-3.5 (zero-shot), BART-base, and
AnnoQ, displayed in randomized and anonymized
order. Evaluators rate each question based on nat-
uralness, answerability, and complexity, using a
3-point scale for each criterion. Additionally, we
sum the individual scores to calculate a combined
score that reflects the question’s overall quality. We
obtain three annotations per question and use the
average of these as the standard for human judg-
ment. The Pearson correlation coefficient between
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Metric Naturalness Answerability Complexity Overall
r ⇢ ⌧ r ⇢ ⌧ r ⇢ ⌧ r ⇢ ⌧

Ref-based metric
B 0.08 -0.06 -0.04 0.16 0.06 0.05 0.40 0.38 0.31 0.25 0.20 0.16

w/ DivRef 0.09 -0.01 -0.01 0.18 0.10 0.08 0.43 0.42 0.33 0.27 0.25 0.19
B-RT 0.12 0.03 0.03 0.23 0.19 0.14 0.49 0.50 0.37 0.33 0.35 0.24

w/ DivRef 0.14 0.05 0.04 0.26 0.22 0.16 0.51 0.52 0.39 0.36 0.38 0.26
R-L 0.07 -0.03 -0.03 0.18 0.10 0.07 0.43 0.42 0.31 0.27 0.24 0.17

w/ DivRef 0.13 0.06 0.04 0.24 0.19 0.15 0.48 0.48 0.37 0.34 0.34 0.24
BSc 0.18 0.09 0.06 0.27 0.21 0.16 0.52 0.54 0.41 0.38 0.39 0.27

w/ DivRef 0.23 0.14 0.10 0.33 0.29 0.21 0.56 0.57 0.43 0.44 0.45 0.31
Q-B 0.07 -0.05 -0.04 0.17 0.09 0.07 0.45 0.44 0.32 0.27 0.26 0.17

w/ DivRef 0.07 -0.04 -0.03 0.16 0.09 0.07 0.45 0.44 0.32 0.27 0.26 0.18

Ref-free metric
QA-S -0.01 0.00 0.00 0.01 -0.01 -0.01 0.04 0.03 0.02 0.02 0.02 0.02
R-Q 0.38 0.26 0.20 0.67 0.51 0.39 0.33 0.22 0.16 0.57 0.38 0.27

NACo (Ours)
Llama3-8B 0.49 0.32 0.25 0.66 0.50 0.39 0.43 0.36 0.21 0.64 0.42 0.30
Mixtral-8x7B 0.36 0.30 0.23 0.54 0.52 0.40 0.36 0.23 0.17 0.56 0.40 0.28
Claude-Haiku 0.53 0.30 0.23 0.71 0.51 0.40 0.50 0.35 0.27 0.71 0.47 0.35
GPT3.5 0.47 0.30 0.23 0.70 0.53 0.41 0.49 0.35 0.27 0.68 0.48 0.35
GPT4 0.64 0.36 0.28 0.78 0.59 0.47 0.55 0.35 0.27 0.80 0.52 0.39

Table 2: Correlation between human assessments and automated evaluation metrics as indicated by Pearson r,
Spearman ⇢, and Kendall ⌧ correlation coefficients. For reference-based metrics, we report the metric’s correlation
with human judgment both when only the original reference is used and when adding the diversified references
(w/ DivRef ). The highest and second-highest scores are highlighted with bold and underline markers, respectively.
Shaded regions indicate an improvement compared to the current state-of-the-art metric for that respective column.

ratings given by our annotators is 0.67. The rating
rubric is available in Appx. A.4.1.

4.2 Results
Failure of reference-based metrics: We report
QG competitors’ performance on various metrics,
including NACo, using RefQ as the reference in
Tbl. 1 for SQuAD. Even though RefQ, AnnoQ, and
AnnoQ-clue-RefQ are all qualified as valid ques-
tions, reference-based metrics rate them with sig-
nificant differences. In the SQuAD dataset, BLEU
scores for RefQ, AnnoQ, and AnnoQ-clue-RefQ
are 100, 12.78, and 27.43, respectively (Tbl. 1).
However, NACo rates these three groups of ques-
tions similarly, with RefQ, AnnoQ, and AnnoQ-
clue-RefQ scoring 75.09, 74.01, and 74.21, respec-
tively (Tbl. 1). Similar patterns are observed in the
HotpotQA and TedEdQA datasets, as detailed in
Tbl. 7 and Tbl. 8.

According to reference-based metrics, models
that learn from training data either through fine-
tuning (like BART-base) or demonstration (like
GPT-3.5) are scored significantly higher than our
annotators, who lack access to the training data.

For instance, in the case of SQuAD, BART-base is
scored higher than AnnoQ by almost 7% according
to BLEU-4, reported in Tbl. 1. As reference-based
metrics measure syntactic and semantic similarity,
the use of a single reference can disqualify our an-
notated questions from being considered reference
materials, resulting in a misleading portrayal of a
valid group of candidate questions.

Effectiveness of NACo: Referring to our analy-
sis of four groups of candidate questions for Hot-
potQA in Fig. 1, NACo uniquely succeeds in sepa-
rating all four groups by significant margins, unlike
the seven existing metrics. The newly collected
multi-hop questions in Group 1, which satisfy all
criteria for HotpotQA questions, achieve the high-
est average NACo score of 0.85. They are followed
by the questions in Group 2, lacking in complexity,
with a score of 0.80; Group 3, lacking in natural-
ness, with a score of 0.21; and Group 4, lacking in
answerability, with a score of 0.02.

We calculate the Pearson r, Spearman ⇢, and
Kendall ⌧ correlation coefficients to measure the
agreement between all metrics, including NACo,
and human judgment, as reported in Tbl. 2. This
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Context and Answer:
Passage 1: " Lari Michele White ( ; born May 13, 1965) is an 
American country music artist and actress. She first gained 
national attention in 1988 as a winner on "You Can Be a Star", 
[…]
Passage 2: "I Will Not Say Goodbye" is a song written by Lari 
White, Chuck Cannon and Vicky McGehee, and recorded by 
"American Idol" season 8 finalist Danny Gokey. […]
• RefQ: "I Will Not Say Goodbye" is a song written in part by a 

music artist who first gained national attention as a winner of 
what talent competition?

• AnnoQ:  Which 1988 competition did a co-writer of “I Will Not 
Say Goodbye” become a winner of? NACo: 88.89; BERTScore: 
49.37

• BART-base: "I Will Not Say Goodbye" is a song written by 
Chuck Cannon and Vicky. NACo: 0; BERTScore: 54.48 

Figure 2: Case study 1: NACo vs BERTScore. Longest
common subsequences between candidate question and
RefQ are highlighted.

Context and Answer:
Passage 1: "The Guadalcanal Campaign, also known as the 
Battle of Guadalcanal and codenamed Operation Watchtower 
was a military campaign fought between 7 August 1942 and 9 
February 1943 on and around the island of Guadalcanal in the 
Pacific theater of World War II […]
Passage 2: Joseph Jacob "Joe" Foss (April 17, 1915 – January 1, 
2003) was a United States Marine Corps major […] He received 
the Medal of Honor in recognition of his role in air combat 
during the Guadalcanal Campaign.
• RefQ:  What was the codename of the campaign where Joe 

Foss received a Medal of Honor? NACo: 87.96; RQGUE: 93.17
• GPT3.5 (zero-shot): What was the codename for the military 

campaign fought between 7 August 1942 and 9 February 1943 
on and around the island of Guadalcanal in World War II?  
NACo: 81.48; RQGUE: 94.52

Figure 3: Case study 2: NACo vs RQUGE. Context
words used by the question are highlighted in the same
color if they come from the same passage.

comparison considers correlation with both individ-
ual criteria and the overall question quality. Tbl. 2
reveals that NACo demonstrates the highest corre-
lation with human evaluation for individual criteria
in 9 out of 12 scores. Notably, NACo exhibits
the strongest agreement with human judgment con-
cerning the overall quality of questions across all
correlation metrics. This observation is consistent
across different underlying LLMs.

4.3 Analysis

QG Competitor B R-Q NACo Human

LM-generated
BART-base 14.57 2.90 42.65 2.80
GPT-3.5 (zero-shot) 9.46 4.18 74.99 4.60

Human-validated
RefQ 100.00 4.12 75.32 5.14
AnnoQ 14.80 4.21 84.97 5.45

Table 3: HotpotQA - Performance of different QG
methods on NACo and other existing metrics. The eval-
uation uses original HotpotQA questions (RefQ) as ref-
erences, with GPT-3.5 as the underlying QA system for
NACo.

NACo vs. Reference-based Metrics: Tbl. 3
indicates that reference-based metrics rate BART-
base questions slightly lower than AnnoQ (by
0.23% according to BLEU), whereas NACo shows
a much larger gap (42.32%). Upon manually re-
viewing the questions generated by BART-base,
we noticed a considerable number of them were
not actual questions but rather statements using
similar wording to the reference question RefQ.

This observation is validated by our human eval-
uators, detailed in A.4.2. Fig. 2 provides a case
study where BERTScore, the reference-based met-
ric most aligned with human judgment (Moham-
madshahi et al., 2023), favored BART-base gen-
eration over the human annotated question, even
though the former was not formatted as a question.
This incompetency of reference-based metric can
be explained by the fact that BART, when finetuned
on the HotpotQA training set, can identify words
that will be used in the reference RefQ, but fail to
form a coherent and answerable question. NACo,
emphasizing essential criteria of a question, assigns
a score of 0 to the BART-base output while giving
a high score for AnnoQ (88.89).

NACo vs. Existing Reference-free Metrics:
Tbl. 3 also reveals that the new reference-free
metric for QG, RQGUE, rates GPT-3.5 gener-
ated questions—whether in zero-shot or few-shot
modes—comparably to the original reference ques-
tion (RefQ). A manual review showed that GPT-3.5
typically utilizes only one of two context passages
for creating a multi-hop question, as illustrated in
Fig. 3. Again, human evaluation verifies our ob-
servations, detailed in Appx. A.4.2. In the case
study, GPT-3.5 exclusively used context words
from Passage 1, making access to Passage 2 un-
necessary for answering the question. Meanwhile,
RefQ incorporates context words from both pas-
sages and requires reasoning across both for an
answer. RQUGE overlooks this aspect and assigns
a higher score for the GPT-3.5 question than for
RefQ (94.52 and 93.17, respectively). Addressing
this gap, NACo acknowledges the answerability
and naturalness of the GPT-3.5 question, but penal-
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Figure 4: Correlation with human judgement - Comparing CoT-QA (NACo) with Direct Evaluation

izes its lower-than-expected complexity, resulting
in a score of 81.48. Since RefQ meets all three
criteria of a candidate question, NACo awards it a
higher score of 87.96.

Human Preference Study: As our human eval-
uation study assesses candidate questions based on
the criteria that NACo measures, we conduct a hu-
man preference study to ensure fair comparisons
between NACo and existing metrics. In this study,
we further compare NACo with the top two base-
lines: RQUGE and BERTScore. We sample 20
pairs of questions where NACo and each baseline
disagree in their scoring. Three human evaluators
make their preferences for each pair, achieving a
Cohen’s Kappa of 0.87, indicating strong agree-
ment. Using human preference as the reference,
NACo wins against RQUGE in 15 out of 20 cases
(75%) and BERTScore in 12 out of 20 cases (60%).

NACo (CoT-QA) vs. LLM Direct Evaluation:
Large language models (LLMs) are increasingly
utilized as proxies for human evaluators. Previ-
ous studies have suggested that when receiving
CoT instructions typically given to human evalu-
ators, LLMs can assess generated texts in a way
that are highly aligned with human judgement (Liu
et al., 2023). We refer to this approach of using
LLM evaluators as Direct Evaluation (DirectEval).
We examine the effectiveness of CoT-QA, used
by NACo, against DirectEval, which provides the
LLMs the same human evaluation instructions in
Appx. A.4.1. Fig. 4 presents the Pearson cor-
relation coefficients, comparing the performance
of CoT-QA (NACo) with DirectEval across indi-
vidual criteria and overall question quality. The
results indicate a higher alignment with human
judgment when employing CoT-QA for each re-
spective LLM. Notably, adopting CoT-QA instead

of DirectEval significantly boosts the performance
of Claude-Haiku, improving the alignment with
human judgment of overall question quality from
0.42 to 0.71. This improvement is comparable to
the performance achieved using GPT4o (0.72 in
DirectEval setting, 0.80 in CoTQA setting), while
being 12 times more cost effective.

We also investigate whether DirectEval and
NACo will benefit from the addition of a refer-
ence question during evaluation. For DirectEval,
we provide the reference question at the end of the
instruction. For NACo, we use the reference ques-
tion’s complexity (obtained from CoT-QA) as the
expected complexity. In our experiment, we use the
RefQ group as the reference, and evaluate the other
three groups of candidate questions (BART-base,
GPT3.5, and AnnoQ). Table 4 details the corre-
lation between human judgement and the use of
LLM evaluators with and without references.

Method GPT3.5 Claude-Haiku

DirectEval 0.63 0.48
DirectEval + RefQ 0.74 0.52

NACo 0.72 0.74
NACo + RefQ 0.69 0.75

Table 4: Pearson correlation between human assess-
ments and LLM evaluators, with and wihtout references
(RefQ).

It can be seen that while references benefit Di-
rectEval to some extent, they do not consistently
improve it to the level of NACo. Specifically, Di-
rectEval + RefQ with GPT3.5 shows on-par perfor-
mance with NACo (0.74 v.s. 0.72), while DirectE-
val + RefQ with Claude-Haiku underperforms
NACo by a large margin. Furthermore, adding ref-
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erences on top of NACo does not further improve
its performance. These results suggest that a single
reference does not provide orthogonal benefits to
NACo, which aligns with our findings regarding
the limitations of reference-based metrics. NACo,
as a reference-free metric, provides comprehensive
and robust QG evaluations, without suffering from
the bias of a single reference and the expensive
reference collection process.

5 Related Work

Evaluation Metrics for Question Generation:
The evaluation of QG models commonly used
reference-based metrics such as BLEU (Papineni
et al., 2002), ROUGE (Lin, 2004), METEOR
(Banerjee and Lavie, 2005), BERTScore (Zhang
et al., 2019), and BLEURT (Sellam et al., 2020).
Based on correlation with human judgment, there
have been studies attempting to challenge the ef-
fectiveness of these reference-based metrics and
propose reference-free evaluation mechanism for
QG (Nema and Khapra, 2018; Ji et al., 2022; Mo-
hammadshahi et al., 2023). Our study, on the other
hand, questions the competency of reference-based
metrics by replicating the data collection process of
benchmarks and introducing new references. Other
works have taken a similar approach, designing and
collecting different groups of candidates to inves-
tigate reference-based metrics in machine transla-
tions (Amrhein et al., 2022; Karpinska et al., 2022)
and question answering (Bulian et al., 2022). How-
ever, QG poses unique challenges to the evaluation
of question quality, considering aspects such as
complexity and answerability, and therefore call
for a study like ours.

LLMs as evaluators for NLG tasks: A growing
research interest revolves around the use of large
language models (LLMs) for evaluating quality of
generated texts (Liu et al., 2023; Wang et al., 2023;
Lin and Chen, 2023; Chiang and Lee, 2023). Inves-
tigating GPT-3 and its variances’ evaluation capac-
ity on story generation and adversarial attack tasks,
Chiang and Lee found that when given the same
instructions as human annotators, LLMs show pos-
itive correlation with human judgment. Lin and
Chen and Liu et al. obtained similar observations
for dialogue generation and text summarization
tasks. Due to the recent nature of this research
direction, no other work has performed a compre-
hensive study on the use of LLMs as evaluators for
the question generation task.

6 Conclusion

In this work, we questioned the competency of
reference-based metrics in providing an accurate
assessment for question generation. We replicated
the data collection process used for benchmark
datasets, gathering candidate questions qualified
as new references. Our analysis highlights the
shortcomings of reference-based metrics in differ-
entiating new references from flawed candidates,
assigning significantly lower scores to the former.
Even the recently introduced reference-free met-
ric, RQUGE, face difficulties in this regard. To
address these challenges, we introduce NACo, a
multi-dimensional, reference-free metric bridging
the gap between automated evaluation and human
judgment in question generation. Our experimental
results showcase that NACo, leveraging the Chain-
of-Thought capabilities of Large Language Models
for question answering, not only meets the expecta-
tions for quantitative QG metrics but also achieves
state-of-the-art alignment with human evaluation.

Limitations

A limitation of our work speaks to the required
access to a reasonable number of references to as-
sess domain-specific or dataset-specific complex-
ity. Future works can investigate how to account
for expected complexity in scenarios where refer-
ences are limited and difficult to collect. Moreover,
NACo, like other reference-free metrics for QG, is
subject to the performance of the underlying QA
model. Specifically, the constraints of GPT-3.5
in answering complex, multi-hop questions might
have limited NACo’s ability to evaluate valid refer-
ences closer to the upperbound. We provide a case
study to illustrate this issue in Appx A.7. Future di-
rections should explore evaluation frameworks that
are robust to variations in QA model performance.
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A Appendix

A.1 What makes a good question?
After the best model for question generation has
been developed, it often goes through a round of hu-
man evaluation to assess the quality the generated
questions. The human evaluation stage often looks
at the following aspects of the generated question:

Naturalness (Wang et al., 2020; Bi et al., 2021)
addresses essential linguistic elements of a ques-
tion, such as whether the question is free from
grammar mistakes (Ushio et al., 2022), or how
clear and fluent the question sounds (Pan et al.,
2020; Laban et al., 2022).

Answerability measures how well the question
is grounded to the input context and answer. In this
sense, a good question should be relevant to the
input context (Pan et al., 2020; Wang et al., 2020),
and in the answer-aware setting, should have a rea-
soning path that leads to the given answer (Ushio
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Criterion 1: Naturalness
Natural Question: What 1996 book was written by the 
founder of Media Matter for America?
Unnatural Question: In 1996, what book did the founder 
of Media Matter for America, he write it?

Criterion 2: Answerability
Answerable Question: Which Australian actress stars in the 
black comedy sequel of "Forgetting Sarah Marshall"? 
(given answer: Rose Byrne, actual answer: Rose Byrne)
Unanswerable Question: Which black comedy sequel to 
"Forgetting Sarah Marshall" starred an Australian 
actress? (given answer: Rose Byrne, actual answer: Get 
Him to the Greek)

Criterion 3: Complexity
Passage and Answer: Although the two displayed great 
respect and admiration for each other, their friendship 
was uneasy and had some qualities of a love-hate 
relationship. Harold C. Schonberg believes that Chopin 
displayed a "tinge of jealousy and spite” [...] Liszt was the 
dedicatee of Chopin's Op. 10 Études, and his performance 
of them prompted the composer to write to Hiller, "I 
should like to rob him of the way he plays my studies."
Less complex question: Who did Chopin dedicate the Op. 
10 Études to?

1. The passage states that Liszt was the dedicatee of 
Chopin's Op. 10 Études.

2. Answer: Liszt
More complex question: With whom was Chopin said to 
have a love-hate relationship?

1. The passage mentions that Chopin had a love-
hate relationship with someone.

2. The passage provides information about Chopin's 
relationship with Liszt, including admiration and 
annoyance.

3. Answer: Liszt

Figure 5: Examples for each criterion addressed by our
metric: Naturalness, Answerability, and Complexity.

et al., 2022; Ji et al., 2022; Nema and Khapra, 2018;
Mohammadshahi et al., 2023).

Complexity (Wang et al., 2020; Bi et al., 2021)
speaks to the reasoning path taken to answer the
question. The higher number of reasoning steps
needed, the more complex the question. It should
be noted that higher complexity does not neces-
sarily indicate better quality in a question. This
quality rather depends on the nature of the dataset.

Fig. 5 illustrates the gap between current auto-
matic QG metrics and human evaluated metrics,
where two questions using similar words can have
opposite qualities. This gap can be explained by the
fact that existing automatic metrics do not directly
address any of the criteria that human annotation
often looks for in a question. To address this chal-
lenge, our metric integrates the human perspective
of a "good" question: naturalness, answerability,

and complexity, into the evaluation pipeline.

A.2 Prompt for CoT-QA
You will be given [one/two] context passage(s) and
a sentence. If the sentece is a question, your task
is to output a text span from the context passage to
answer the question. Your answer should NOT be
complete sentences.
Instructions:

1. Let’s read the passage first and then read the
sentence. Consider:

(a) Is the sentence a question? If yes, what
information indicates that it is a ques-
tion? If not, output ‘not a question’ and
stop generation.

(b) If it is a question, considers if the ques-
tion is unclear, or has grammar errors. If
so, output ‘Question unnatural’.

2. Now find the answer to the question. Speak
out loud your detailed reasoning.

3. Highlight your answer between two <ans> to-
kens.

Format you response as follows:

1. Your response to 1a and 1b

2. Step by step reasoning:

(a) Step 1 [reasoning step must be a single
sentence with one clause]

(b) Step 2 [reasoning step must be a single
sentence with one clause]

(c) ...

3. Answer: <ans> [answer text] <ans>

Context Passage 1: [Context Passage 1]
Context Passage 2: [Context Passage 2 if available]
Sentence: [Question to be evaluated]
Response:

A.3 NACo Details
For each question, the Chain-of-Thought (CoT)
QA prompt we provide to the LLM asks the model
to output its question-answering process by steps,
separated by newline characters. We post-process
this formatted output to count the number of rea-
soning steps, referred to as the absolute complexity
of the candidate question or ccand_abs.

To calculate the relative complexity of the can-
didate question with respect to the dataset, we first
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find the expected complexity associated with that
dataset. Using a set of reference questions from
the training set, we perform the same CoT QA
process for each of these reference questions and
obtain their absolute complexity. The expected
complexity for the dataset is then the most common
value (or mode) among the absolute complexities
of the questions in this training sample, denoted as
cexpected.

The final score regarding the complexity of
the candidate question is the normalized value
of the absolute difference between ccand_abs and
cexpected: ccand = 1 � |ccand_abs�cexpected|

max(ccand_abs,cexpected)
. By us-

ing max(ccand_abs, cexpected), we ensure the range
of ccand is between 0 and 1. The final NACo score
is then computed by taking a weighted sum of
ncand (binary, 0 or 1), acand (floating number be-
tween 0 and 1), and ccand (floating number be-
tween 0 and 1). We used a weight of 1

3 for
each criterion score in our experiments, ensuring
NACo’s range to be between 0 and 1. In short:
NACo = 1

3ncand +
1
3acand +

1
3ccand.

A.4 Human Evaluation Details

A.4.1 Instructions
In this survey, you will be annotating 10 examples.
For each example, you are given 2 passages that
share some common information. A text span from
one of the two passages will be bolded, italicized,
and highlighted in blue. Your task is to rate 4
candidate questions on a scale of 0-2 for each of
the following aspects:
Fluency: Does the question make at least one of
the following errors: (1) grammar mistakes, (2)
unclear objectives, or (3) not a question?

• If the question does not make any errors, give
a 2 for this criterion

• If the question makes 1 of the above errors,
give a 1 for this criterion

• If the question makes at least 2 of the above
errors, give a 0 for this criterion

Answerability: Try answering each question your-
self. An acceptable question should be relevant to
the context passages and has a reasoning path that
leads to the given answer highlighted in blue.

• If the answer to the candidate question is ex-
actly the text highlighted in blue, give a 2 for
this criterion

• If the answer to the candidate question con-
tains some but not all parts of the text high-
lighted in blue, or contains all parts of the text
highlighted in blue but with extra information,
give a 1 for this criterion

• If the answer to the candidate question does
not match the text highlighted in blue at all,
give a 0 for this criterion.

Complexity: Try answering each question your-
self. Does the question require reasoning over both
passages? An acceptable question should use infor-
mation from both passages, not just one.

• If you need to read both passages to answer
the question, give a 2 for this criterion

• If you need to read only one passage to answer
the question, give a 1 for this criterion.

• If you do not need any of the passages to an-
swer the question, give a 0 for this criterion.

A.4.2 Human Evaluation Results

QG Competitor Nat. Ans. Cmp. Total
[0,2] [0,2] [0,2] [0,6]

BART-base 1.10 0.74 0.97 2.80
GPT-3.5 1.92 1.62 1.06 4.60
RefQ 1.70 1.68 1.75 5.14
AnnoQ 1.82 1.83 1.80 5.45

Table 5: Human Evaluation of QG Competitors on Hot-
potQA

A.5 TedEdQA Details
We collect 4246 multiple-choice questions from
1001 video lessons from TED-Ed3. Each data point
comprises the transcript of the video lesson it is
based on, the question stem, and the correct answer..
After excluding questions with answers such as
None of the above, All of the above, Both A and B,
etc., 3547 questions remain. We split the questions
into three sets train, dev, and test, each with size of
3034, 259, and 254 respectively. We ensure that no
questions from any set come from the same lecture
as those in the other two sets.

From the test set, we select 43 questions (RefQ)
derived from 12 video lessons for additional ref-
erence annotation. We follow similar procedures
to the SQuAD and HotpotQA dataset that have an-
notators create two types of questions—one with-
out clues and one with provided clues—based on

3https://ed.ted.com/
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a given context and answer. However, the con-
text presented to annotators differs: to formulate
a reference-qualifying question, we provide them
with the URL of the original lesson, the full tran-
script, and a specific context extracted from the
transcript that is relevant to the answer. This ex-
traction is conducted as the entire video transcript
can be too long, potentially complicating the fine-
tuning of models like BART. We obtain this ex-
tracted context by having GPT3.5-turbo label it
from the full transcript and the original question
RefQ. Specifically, we prompt the model: “Given
a lecture content and a multiple-choice quiz ques-
tion, please extract the most relevant and concise
context from the content that is best for creating
the provided multiple-choice question. Ensure the
extracted excerpt contains all the necessary infor-
mation for creating the given quiz question”. This
context is also used to fine-tune BART-base and
to generate questions with GPT-3.5-turbo in a few-
shot setting.

A.6 Experiment Details
Our BART-base QG models are initialized
from checkpoint facebook/bart-base, which has
139M parameters, and further finetuned on the spe-
cific QG dataset (SQuAD or HotpotQA). All mod-
els are implemented with Hugging Face Transform-
ers 4.20. We add two special tokens: (1) <ans> -
used to highlight the answer span in the context
input, and (2) <clue> - used to highlight the clue
words in the context input (for BART-clue-RefQ).
The model is finetuned with a batch size of 128, a
learning rate of 1e� 4, a maximum input length of
512, and a maximum output length of 32. The best
model is selected based on the lowest validation
loss.

Implementations of existing metrics: We use
the implementation of Hugging Face evaluate4

package for BLEU (bleu), ROUGE (rouge),
BLEURT (bleurt), BERTScore (bertscore), and
RQUGE (rquge). We use the code released by the
original papers to obtain implementation of QAS-
core5 and Q-BLEU6.

For Div-Ref, which proposes diversifying ref-
erences using LLM to improve reference-based
metrics’ alignment with human judgement, we use
the same model settings as the authors (Tang et al.,

4https://huggingface.co/docs/evaluate/en/index
5https://github.com/TianboJi/QAScore/tree/main
6https://github.com/PrekshaNema25/

Answerability-Metric

2023). Specifically, we use GPT3.5-turbo with tem-
perature set to 1 and top_p set to 0.9. We use 9/10
instructions proposed by Tang et al. 2023 to gen-
erate 9 new references from the original reference
RefQ. (We did not use the remaining instruction
because it asks the model to reorder sentences in
a paragraph, while our text is only a question in
the form of one sentence). When calculating the
reference-based metric score across multiple refer-
ences, we used the maximum aggregation.

LLM Details: We test 5 different LLMs
for NACo. We interact with GPT3.5
(gpt3.5-turbo), GPT4o (gpt-4o)7, Claude-
Haiku (claude-3-haiku-20240307)8, and
Mixtral-8x7B (open-mixtral-8x7b)9 through
their official APIs. For Llama3-8B, we download
the model via their Huggingface repository
(meta-llama/Meta-Llama-3-8B-Instruct) and
deploy it locally. All experiments with LLMs
are used with their default hyperparameters. In
our CoT-QA experiments on SQuAD, given the
larger sample size of 750 and cost constraints,
we conducted a single run. For our CoT-QA
experiments on HotpotQA, we carried out 3 runs
on the 50-examples sample and report the average
scores from the three responses.

A.7 Error Analysis
We have noted that one of the limitations of NACo
is the dependency of the QA models’ performance.
To further elaborate it, we provide the a case study
in Fig. 6. The case study involves two context
passages and the answer ‘Teinosuke Kinugasa.’
We examine three candidate questions: a GPT-
3.5-generated question (intended for 2-hop but
resulting in 1-hop), the original HotpotQA refer-
ence (RefQ, 2-hop), and our newly collected ref-
erence (AnnoQ-clue-RefQ, 2-hop). The CoT-QA
model employed by NACo (GPT3.5) correctly iden-
tifies ’Teinosuke Kinugasa’ for both the GPT-3.5-
generated question and AnnoQ-clue-RefQ but fails
to do so for RefQ, responding with ‘Not enough
information provided to answer the question.’

This failure with RefQ is attributed to its require-
ment for mathematical reasoning (subtracting birth
year from death year), a task GPT-3.5 struggles
with. Accordingly, NACo assigns the highest score
to AnnoQ-clue-RefQ, fulfilling all three require-
ments, while penalizing the GPT-3.5 question for

7https://platform.openai.com/docs/overview
8https://www.anthropic.com/api
9https://docs.mistral.ai/api/
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Context and Answer:
Passage 1: “Don Oliver Newland (1896–1951) was an 
American film director and producer whose career 
consisted largely of itinerant work. [...]”
Passage 2: "Teinosuke Kinugasa  (衣笠貞之助 , 
Kinugasa Teinosuke ) (1 January 1896 – 26 February 
1982) was a Japanese actor and film director. [...]”
• GPT3.5:  Who won the Palme d'or at Cannes for 

"Jigokumon" ("The Gate of Hell")?; NACO: 0.851852
• RefQ:  Who was older when they died, Teinosuke 

Kinugasa or Don O. Newland?; NACO: 0.648148
• AnnoQ: Who died later, Newland or Teinosuke 

Kinugasa?; NACO:0.925926

Figure 6: NACo Error Analysis: Reliance on QA model
capacity.

its simplicity and RefQ most severely (Answerabil-
ity F1 score = 0) due to the mismatch between the
CoT-QA answer and the provided answer.

A.8 Additional results for reference-based
metrics

Tbl. 6 and 7 provides a more detailed version of 1
and 3.

Tbl. 8 illustrates the application of our study
that disproves reference-based metrics and the pro-
posed metric, NACo, in an educational setting us-
ing the TedEd-QA dataset. It can be seen that
our observations regarding the failure of reference-
based metrics and the effectiveness of NACo also
holds for this dataset. Specifically, Refq, An-
noQ, and AnnoQ-clue-RefQ have significant gap
when reference-based metrics are used to score
them. NACo is able to score all these three human-
validated candidates with similar scores and no
worse than any machine-generated candidates.

13665



QG Competitor Ref-based metrics Ref-free metrics
B B-RT R-L BSc Q-B QA-S R-Q NACo

LM-generated
BART-base 19.53 -0.28 44.79 92.13 36.94 -0.37 4.62 73.30
GPT-3.5 (few-shot) 18.06 -0.23 43.58 92.18 36.48 -0.37 4.56 73.67
BART-clue-RefQ 31.91 0.07 59.92 94.37 52.33 -0.38 4.56 69.97

Human-validated
RefQ 100.00 1.00 100.00 100.00 100.00 -0.38 4.89 75.09
AnnoQ 12.78 -0.31 37.83 91.52 31.32 -0.37 4.71 74.01
AnnoQ-clue-RefQ 27.43 0.04 53.62 93.85 46.89 -0.38 4.76 74.21

Table 6: SQuAD - Performance of different QG methods on NACo and other existing metrics. The evaluation uses
original SQuAD questions (RefQ) as references, with GPT-3.5 as the underlying QA system for NACo. The highest
and second-highest scores (not including references for reference-based metrics) are highlighted with bold and
underline markers, respectively.

QG Competitor Ref-based metrics Ref-free metrics Human
B B-RT R-L BSc Q-B QA-S R-Q NACo

LM-generated
BART-base 14.57 -0.75 34.87 87.83 28.58 -0.28 2.90 42.26 2.80
GPT-3.5 (zero-shot) 9.46 -0.92 26.95 87.48 16.87 -0.28 4.18 74.99 4.60
GPT-3.5 (few-shot) 9.55 -0.86 27.48 87.71 17.33 -0.27 4.33 77.41 -
BART-clue-RefQ 34.29 -0.07 61.40 92.86 53.94 -0.28 3.51 62.40 -

Human-validated
RefQ 100.00 1.00 100.00 100.00 100.00 -0.28 4.12 75.32 5.14
AnnoQ 14.80 -0.59 34.21 89.65 28.77 -0.27 4.21 84.97 5.45
AnnoQ-clue-RefQ 32.56 -0.05 53.21 93.12 52.85 -0.27 4.26 79.16 -

Table 7: HotpotQA - Performance of different QG methods on NACo and other existing metrics. The evaluation
uses original HotpotQA questions (RefQ) as references, with GPT-3.5 as the underlying QA system for NACo. The
highest and second-highest scores (not including references for reference-based metrics) are highlighted with bold
and underline markers, respectively.

QG Competitor Ref-based metrics Ref-free metrics Our metric
B B-RT R-L BSc Q-B QA-S R-Q NACo

LM-generated
BART-base 13.71 0.16 32.42 89.19 - -0.15 3.74 79.29
GPT-3.5 (few-shot) 9.23 -0.28 28.77 88.6 - -0.16 3.89 79.78
BART-clue-RefQ 13.63 0.01 40.66 90.09 - -0.15 3.33 75.29

Human-validated
RefQ 100.00 1.00 100.00 100.00 - -0.16 3.99 82.85
AnnoQ 14.78 -0.43 34.16 89.61 - -0.16 3.98 84.67
AnnoQ-clue-RefQ 26.4 0.59 50.22 92.1 - -0.17 4.23 83.00

Table 8: TedEdQA - Performance of different QG methods using NACo and other existing metrics. The evaluation
uses original TedEd questions (RefQ) as references, with GPT-3.5 as the underlying QA system for NACo. Some
questions in this dataset are in the fill-in-the-blank form and do not contain question words like what, where, etc.
which Q-BLEU heavily relies on for scoring (Nema and Khapra, 2018); thus, we do not report this metric for this
dataset. The highest and second-highest scores (not including references for reference-based metrics) are highlighted
with bold and underline markers, respectively.
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