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TAMING ARTIFICIAL INTELLIGENCE: A THEORY OF CONTROL-

ACCOUNTABILITY ALIGNMENT AMONG AI DEVELOPERS AND USERS

ABSTRACT
The growing agency of artificial intelligence (AI) systems, more specifically systems based
on machine learning, has raised concern about the security, safety, and ethical risks of Al use.
We argue that core to mitigating Al risks is proper alignment of control and accountability for
the stakeholders involved in Al development and use. Control enables and accountability
motivates stakeholders to achieve desired and avoid undesired outcomes using Al. However,
Al systems’ capabilities for autonomous adaptivity reduce control even for the experts who
create them. Moreover, increasing interdependencies between Al development and use render
it difficult to unambiguously locate control and accountability. In this paper, we address these
challenges for mitigating Al risks by postulating decentralized forms of stakeholder
governance and integrative negotiations among stakeholders during the Al life cycle as
conducive to aligning control and accountability for Al development and use. Further, we
specify that extensive information sharing aided by perspective taking and a shared norm of
accountability facilitate integrative negotiation strategies. We conclude by discussing the
implications of our theory for management scholarship on the impact of Al and identify

promising avenues for future research at micro, meso, and macro levels of analysis.



TAMING ARTIFICIAL INTELLIGENCE: A THEORY OF CONTROL~-
ACCOUNTABILITY ALIGNMENT AMONG AI DEVELOPERS AND USERS

With the advent of autonomous and adaptive artificial intelligence (AI) systems
discussions about its impact abound. Al, defined as “systems that build on machine learning,
computation, and statistical techniques, as well as rely on large data sets to generate
responses, classifications, or dynamic predictions” (Faraj, Pachidi & Sayegh, 2018, p. 62), has
sparked imaginations in unparalleled ways due to dueling visions of Al as the new steam
engine, creating boundless possibilities for businesses and society to prosper, or as “a
leviathan that must be restrained and deployed with extreme caution in order to prevent it
from taking over and killing us all” (Roose, 2023). Governments and regulatory bodies have
started to develop requirements for managing the risks of Al (e.g., European Union, 2023;
NIST, 2023; The White House, 2023) and high-level expert groups meet regularly to foster
international agreements on measures to alleviate Al risks (Hern, 2024). However, the speed
of technological innovation complicates such efforts. Public availability of ChatGPT and
similar large language models (LLMs) has added fervor to the discussions of Al-related risks,
culminating in a call for a moratorium on further development to allow technology
developers, policy makers, and regulatory bodies to devise measures to contain the risks of
such systems (Future of Life Institute, 2023).

Current debates in the management literature mirror the two opposing visions of Al.
Some authors fear profound negative consequences for employees, organizations, and society
due to, for example, increased surveillance, disinformation, rising inequality, and curtailed
human agency (Balasubramanian, Ye, & Xu, 2022; Jarvenpaa & Vilikangas, 2020; Kane,
Young, Majchrzak, & Ransbotham, 2021; Kellogg, Valentine, & Christin, 2020; Zuboff,
2019). Others offer a more optimistic outlook, especially for firms’ value creation (Brock &
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Krogh, 2019), but also for society at large, such as using Al to improve healthcare and fight
climate change (Chhillar & Aguilera, 2022; Floridi, Cowls, King, & Taddeo, 2021).

It is received wisdom in socio-technical design thinking (e.g., Clegg, 2000; Hollnagel &
Woods, 2005; Leonardi, 2012) that the effects of technology depend on a multitude of factors,
from specific features of the technology itself to how it is embedded and made sense of by
users in their daily work (e.g., Bailey & Barley, 2020; Leonardi & Barley, 2010; Orlikowski
& Scott, 2008; Parker & Grote, 2022). The concept of human-in-the-loop, postulating that
humans must have control over a technical system to fulfill their accountability for its safe
and effective performance, is considered key for creating positive impact through technology
(Billings, 1997; Endsley, 2023; Hollnagel & Woods, 2005). However, providing humans with
sufficient control is easier said than done, as evidenced by many failures of complex
technologies, such as the tragic crashes of the Boeing 737 Max when pilots were unable to
override actions taken by flawed software. The Boeing story also illustrates how decisions on
technological design are influenced by business interests that can supersede the concern for
adequate human-technology interaction (Norman & Euchner, 2023).

In the case of Al, the same concepts and challenges for control and accountability have
surfaced. Human control is argued to be fostered by explainable and interpretable Al that
should be deployed to augment rather than replace human decision-making (e.g., Choudhary,
Marchetto, Shrestha, & Puranam, 2023; Langer et al., 2021; Raisch & Fomina, 2023; Rudin,
2019). Questions of accountability, paired with fundamental ethical concerns, have received
unprecedented attention, fuelled especially by the emerging impact of Al on the broader
society beyond workers (Floridi et al., 2018). Al is also a textbook example of how business
interests drive technology development (Roose, 2023).

However, there are some important technical and organizational specificities that
warrant reconsideration of how control and accountability can be aligned for Al-based
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Al development involves learning from large data sets produced before and during the use of
the new Al system, making Al the first technology that is fundamentally reshaped by its use
(e.g., Faraj et al., 2018; Jacobides, Brusoni, & Candelon, 2021; Slota et al., 2023). The
complexity and dynamic nature of self-learning Al systems drastically reduces their
transparency and predictability, creating the so-called ‘black-box problem’ and reduced
control even for Al developers (Asatiani, Malo, Nagbol, Penttinen, Rinta-Kahila, &
Salovaara, 2021; Berente, Gu, Recker, & Santhanam, 2021; Castelvecchi, 2016; Diakopoulos,
2016; Rudin, 2019). For instance, after Google reportedly fixed the problem of its image-
recognition algorithm classifying black people as gorillas by simply blocking this image
category, it remained unclear whether software developers had chosen this quick-fix because
they were not able to find a more complete solution, because they did not allocate sufficient
resources to do so, or for some other reason (Vincent, 2018). Similarly, LLM developers'
problems with adding ‘guardrails’ to their systems or to eliminate hallucinations, that is
irrelevant, incorrect, or made-up information, have led researchers to call for Al-resilient
interfaces that allow better contextualization of LLM outputs (Glassman, Gu, & Kummerfeld,
2024).

Moreover, the tight relationship between development and use blurs the lines between
what Al developers and Al users should be able to control and held accountable for
(Wieringa, 2020). Managing biases in training data is one frequently discussed example for
how developers and users must rely on each other to ensure valid algorithms and system
outcomes (e.g., Choudhary et al., 2023; Teodorescu, Morse, Awwad, & Kane, 2021).
However, there is frequently a whole Al supply chain to be considered, involving data
providers, companies offering access to large Al models through cloud-based services, or
knowledge brokers helping to translate system outputs for Al users, which creates a “many
hands” problem for allocating accountability (Cobbe, Veale, & Singh, 2023; Waardenburg &
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With the growing capabilities of Al systems for autonomous adaptivity, it appears that
we are approaching a situation where no human has full system control anymore. Yet, by
today’s legal standards, and for the foreseeable future it must be humans who are held to
account for outcomes of Al systems (Burton, Habli, Lawton, McDermid, Morgan, & Porter,
2020). Accordingly, reduced control for all stakeholders involved in Al development and use
raises new challenges for how accountability is allocated. Also, increasing interdependencies
between stakeholders renders it more challenging to unambiguously locate control and
accountability. In what follows, we argue, consistent with existing socio-technical principles,
that an alignment between control and accountability will reduce Al risks, but how that
alignment is achieved and facilitated needs re-thinking. Thus, we ask: how can control and
accountability be aligned for Al systems to mitigate Al risks? It is this fundamental question
we address in our theory.

To answer this question, we integrate research on control and accountability, stakeholder
governance, and stakeholder negotiations. We outline how control-accountability alignment
helps to mitigate Al risks because control enables, and accountability motivates, stakeholders
to achieve desired and avoid undesired outcomes through their actions. Al risks concern
potential negative consequences of employing Al, such as biased personnel selection, faulty
medical diagnoses, or unfair treatment of employees or customers, but also risks stemming
from misaligned control and accountability itself, such as stress and reduced well-being for
the involved workers and financial or reputational losses for the involved organizations. We
discuss the consequences of different degrees of Al systems’ autonomous adaptivity for shifts
in Al users’ and developers’ control and accountability and specify conditions that make
effective decisions on aligning control and accountability, and thereby adequate risk
mitigation, more likely. In particular, we propose more decentralized forms of stakeholder

governance and integrative negotiations that engage stakeholders during the full Al life cycle



as prerequisites for achieving control-accountability alignment during Al development and
use.

Our theory contributes to management scholarship on the impact of Al in several ways.
First, at the micro-level of Al workers’ activities, we offer a deeper understanding of how Al
developers and users can together mitigate Al risks. To date, concerns about control-
accountability alignment have almost exclusively focused on the working conditions for users
of Al technologies (Parker & Grote, 2022). We argue that increased task interdependencies
with Al make this perspective overly narrow, and that significant risks emerge if control-
accountability issues are not considered for Al developers as well. Second, at the meso-level
of organizational functioning, we draw on the organizational control and governance
literatures (Aguilera, Filatotchev, Gospel, & Jackson, 2008; Sitkin, Long, & Cardinal, 2020)
to detail how control and accountability for advanced Al systems can be aligned across
different actors in different organizations and suggest organizational measures in support of
such an alignment. We thus offer ways to manage the “many hands” problem in the Al supply
chain (Cobbe et al., 2023). Third, at the macro-level of stakeholder relationships, we propose
conditions for integrative stakeholder negotiations within more decentralized forms of
governance. We thereby add to recent debates about effective ways for handling power
differentials among stakeholders in Al governance (Chhillar & Aguilera, 2022).

Overall, our theory aligns with recent calls to address the development and use of
technology in a more integral fashion, including issues of power, diverging perspectives on
the purpose and effects of technology, and limited predictability of emerging use patterns
(Anthony, Bechky, & Fayard, 2023; Bailey & Barley, 2020). As a caveat, we do not consider
the kind of use for which Al is intended: we rather specify conditions that make it more likely
that the intended use can be successfully realized. Accordingly, our theory does not directly
contribute to current debates about risks for Al being employed for malevolent purposes, for

instance in relation to algorithmic management (Kellogg et al., 2020) or undue surveillance



(Zuboff, 2019). However, allocating accountability for achieving desired and avoiding
undesired outcomes of Al use to Al developers in cases where Al users have no or little
control, may make development of malevolent Al less likely.

CONTROL AND ACCOUNTABILITY IN ORGANIZATIONS

Control and accountability are ubiquitous concepts in a wide range of literatures. In
psychological and organizational research, control is usually defined in terms of an actor
being enabled to achieve desired outcomes, often with reference to self-regulatory processes
of goal striving (Brehmer, 1992; Carver & Scheier, 1990; Green & Welsh, 1988; Skinner,
1996). Especially in psychological models of control, it is emphasized that control involves
influence over a current situation, but also a sufficient understanding of how to proceed in the
situation, arising from transparency of ongoing processes and predictability of future states
and outcomes (Hollnagel & Woods, 2006; Skinner, 1996). Thus, from this perspective,
individuals have control in a situation when they understand what is happening and can
influence that situation in predictable ways.

A distinct perspective on control at the organizational level discusses how achieving
desired outcomes entails mechanisms to align individuals’ and groups’ behaviors with the
goals of the organization. Thereby, a second meaning of control as constraining the actions of
others is invoked, often referred to as managerial or organizational control (Merchant &
Otley, 2006; Ouchi, 1979; Sitkin et al., 2020). Such control usually spans hierarchical levels
within organizations and reflects differences in power, defined as asymmetric control over
valued resources in a social relationship (Magee & Galinsky, 2008). It is the former
perspective of control, as influence, transparency, and predictability, that we emphasize when
we discuss control over Al systems.

Accountability on the other hand has been defined as ““a relationship between an actor
and a forum, in which the actor has an obligation to explain and to justify his or her conduct,

the forum can pose questions and pass judgement, and the actor may face consequences”



(Bovens, 2007: 447). Put simply, accountability is about who is held to account for decisions
made or actions taken, especially when things go wrong. The forum to which an actor must
answer can vary: it may be their employer, their peers, a regulatory agency, the courts, or even
civil society at large. Accountability is assumed to motivate actors to use their control in line
with objectives and rules of the social system within which they act (Bovens, 2007; Frink et
al., 2008; Hall, Frink, & Buckle, 2017). It is thus directly linked to managerial or
organizational control because making individuals answerable for their behavior is a key
mechanism for aligning behavior with organizational objectives (Frink et al., 2008). Agency
theory is very explicit about this relationship by postulating that agents, such as managers in
an organization, may be motivated more by self-interest than by the interests of their
principal, such as a firm’s shareholders (Eisenhardt, 1989). Accountability, along with
rewards and punishments for (not) furthering the principal’s objectives, is assumed to
incentivize agents to align their actions with superordinate goals.

Accountability also operates at higher levels of governance where organizations are held
to account to foster alignment with objectives by internal and external stakeholders and
society at large. “In this context [of corporate governance], effectiveness in the broadest sense
involves the accountability of corporate decision-makers and the legitimacy of decisions
about their different economic and noneconomic goals and values” (Aguilera et al., 2008:
476). Firms’ striving for control to gain competitive advantage is bounded by legal
accountability and liability, but also by the responsibility for joint creation of both economic
and social value for stakeholders (Bacq & Aguilera, 2022; Bridoux & Stoelhorst, 2022;
McGahan, 2023).

The psychological and organizational accountability literatures rarely consider whether
the entity being held accountable has indeed sufficient control to achieve the desired and
avoid the undesired outcomes. Accordingly, the principle that actors should only be required

to explain and justify actions they themselves understand and have an influence over is not



frequently addressed in related research (Merchant & Otley, 2006). In the few studies that
have addressed the potential misalignment of holding actors accountable for things they have
no control over, researchers have found that the stress-inducing effect of accountability is
buffered by higher levels of job autonomy, that is control over one’s own work (Hall, Royle,
Brymer, Perrew¢, Ferris, & Hochwarter, 2006). In a related vein, Lerner and Tetlock (1999)
discuss findings that cognitive biases in decision-making are only reduced by felt
accountability if the decision-makers understand these biases and their effects. Moreover, it
has been argued that accountability combined with control increases the willingness to accept
risk rather than to transfer risk to others (Eisenhardt, 1989). Frink et al. (2008) have developed
an elaborate model of how individual and organizational accountability can foster reputation,
performance, and well-being if accountability requirements are matched with the appropriate
resources and capabilities. In the most general terms, aligning control and accountability is
key to achieving desired and avoiding undesired outcomes, thereby contributing to effective
management of risks in organizations (Merchant & Otley, 2006).
CONTROL AND ACCOUNTABILITY IN Al DEVELOPMENT AND USE

From the discussion of control and accountability in organizations, we take three
fundamental considerations as relevant for mitigating risks in the development and use of Al
First, risks are mitigated if actors are only held accountable for actions and outcomes that they
have control over, or stated differently, accountability requires that actors are enabled by
adequate means of control to achieve desired and avoid undesired outcomes. Second,
accountability channels actors’ use of their control towards actions and outcomes that are
valued within the larger social system to which they belong, that is accountability motivates
actors to act in accordance with superordinate interests. Third, misalignment can entail that an
actor is accountable but has no or little control or that an actor has control but is not
accountable. These two forms of misalignment can be interlinked if an actor in control

transfers accountability to an actor with no control. In all cases of misalignment—as further
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discussed also in relation to our second proposition—the risk of actors producing undesired
outcomes are increased. Those who would be motivated to mitigate risks do not have
sufficient control to do so, while those who are in control may be motivated by self-interest
alone, which also leads to suboptimal outcomes overall and increased risk. These
considerations are captured in our first proposition, which concerns the focal outcome of Al
risk mitigation within our conceptual model as shown in Figure 1:

Proposition 1. To the extent that control and accountability during Al development and
use are aligned, Al users and developers are enabled and motivated to achieve desired and

avoid undesired outcomes and thereby mitigate Al risks.

Insert Figure 1 about here

Current debates about Al risks center on the potential for severe misalignments between
control and accountability brought about by the autonomous adaptivity of Al systems. The
complexity and dynamism of these systems reduces transparency, predictability, and influence
for both human users and developers, which raises the fundamental concern of who can still
effectively manage Al risks. Correspondingly, one needs to ask who can be held accountable
for the correct functioning of Al systems and desired outcomes of their use. Answers to these
questions in extant research vary, depending on what the actual or imagined capabilities of Al
systems are.

Risks are considered manageable if Al is used to augment human users’ capabilities
rather than replace them and if transparency and predictability for the human users are
ensured (Baird & Maruping, 2021; Choudhary et al., 2023; Crowston & Bollici, 2020; Murray
et al., 2020; Raisch & Krakowski, 2021; Shresta et al., 2019). In such situations, control of
and accountability for system outcomes rests with the Al user, what has been termed “human-

in-the-loop” in human factors engineering (Billings, 1997; Endsley, 2017, Holford, 2022;
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Hollnagel & Woods, 2005). Conditions for control by human users are most easily met if Al
systems use simple algorithms, either programmed or trained with only few parameters, and if
functions necessary for safe and effective task performance are allocated between humans and
Al in a complementary fashion, that is in accordance with strengths and weaknesses of both
(Challenger, Clegg, & Shepherd, 2013; Grote, Ryser, Wifler, Windischer, & Weik, 2000;
Hollnagel & Woods, 2005). The employed algorithms can be made sufficiently transparent
and predictable for Al users through methods for explainable Al (Kim & Doshi-Velez, 2021;
Mittelstadt, Russell, & Wachter, 2019; Rudin, 2019) so that they are aware of what data are
used to train the system or what models and weighing factors underly the system’s
recommendations. Al users are also given means to influence the system, for instance by
choosing algorithms for particular decisions or correcting the system in case of error.
Additionally, organizational practices can permit and give time to Al users to complement Al-
based recommendations with their own intuition or further data, and they can ensure that Al
users are not sanctioned when overriding recommendations of the Al system and are
encouraged to call for system adjustments if problems emerge (Crowston & Bolici, 2020;
Strich, Meyer, & Fiedler, 2021).

Technical decisions on how to render the system controllable for Al users are in the
hands of Al developers as part of the control they have over how the Al system is built. Al
developers thus carry the accountability for system functioning including the provision of all
necessary technical conditions for control over system outcomes by Al users, such as
explainability. The described ways of ensuring control and accountability for both Al
developers and users can be strengthened by senior management explicitly granting agency to
them. Thereby, users can also be encouraged to push for and implement Al technologies they
consider crucial for their work, such as in the case described by Hartmann and Beane (2024)

of police investigators self-initiating the use of digital trace data analytics. All of these
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considerations are captured in Table 1 in the column describing the distribution of control and
accountability for Al systems with comparatively low autonomous adaptivity.

Critics of Al tend to discuss Al systems with higher capabilities for autonomous
adaptivity and the ensuing challenges of risks being out of human control and accountability
being unaccounted for (e.g., Balasubramanian et al., 2022; Jarvenpaa & Vilikangas, 2020;
Kane, et al., 2021; Lindebaum, Vesa, & Den Hond, 2020). Such systems come in different
varieties that either render control more difficult for Al users only, or for both Al users and
developers (Asatiani et al., 2021). If an Al system employs more complex and dynamic
algorithms that preclude efforts for making them explainable to Al users, Al users have little
or no control over system outcomes anymore, and accordingly cannot be held accountable.
Accountability for system use thus shifts to Al developers who can assert some control over
system outcomes by setting boundary conditions for system use, for instance by ‘freezing’ the
system when a desired level of accuracy has been achieved. By interacting with a more stable
and predictable system rather than one that is continuously evolving as it learns from new
data, the likelihood of avoiding undesired and achieving desired outcomes is increased (Babic,
Gerke, Eveniou, & Cohen, 2019).

Al developers may also employ algorithms and methods for training systems that avoid
the black-box problem, for instance by using supervised learning or even reverting to rule-
based algorithms. For instance, Jain (2023) found that the development teams that produced
software for the Amazon Social Chatbot Alexa to lead ‘engaging conversations’ with humans
mostly used highly scripted rule-based algorithms rather than LLMs. By doing so, they tuned
the capacities of Al to a level that granted them sufficient control over system development,
but also over system outcomes, that is, conversations staying within socially acceptable limits.
This example shows that, by feeling accountable for outcomes of system use, which in the
case of the Amazon Alexa Challenge was induced by stating the aim of creating engaging

conversations, Al developers can be motivated to effectively use their control over system
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development to also control system outcomes, thereby mitigating risks. Al developers' efforts
to maintain control in accordance with their accountability can be bolstered if senior
management explicitly imparts decision-making power to them and establishes organizational
mechanisms that prevent Al users from abusing whatever little control they may have left
over system outcomes. Such mechanisms can be installed, for instance, as part of performance
management by specifying for which purposes and objectives an Al system should be used
(Hall, Frink, Ferris, Hochwarter, Kacmar, & Bowen, 2003). These considerations are captured
in Table 1 in the column describing the distribution of control and accountability for Al
systems with medium levels of autonomous adaptivity.

Especially when using deep neural networks, not only Al users’, but also Al developers’
control can be severely curtailed due to the inability to understand and predict the behavior of
these highly complex and autonomously learning algorithms. If accountability still rests with
Al developers in such cases, they are motivated to use their remaining influence to shape the
Al system in ways that compensate for their limited control. Asatiani et al. (2021) have
proposed the use of operating envelopes for this purpose. For instance, a face recognition
system might be restricted to make decisions only for photos taken with good lighting
conditions if the training data for the system included only such photos. Also, certain
undesirable outputs (e.g., speeding in a self-driving car) can be excluded. Users of these
highly complex and opaque systems usually will have no control anymore and have to fully
rely on the system as part of their work tasks. However, they may contribute with their daily
experience to the intense monitoring and testing by Al developers as part of their efforts to
ascertain safe and effective system performance.

In the extreme, Al developers may see themselves confronted with their senior
management’s desire to go to the limits of what may be possible with Al to gain competitive
advantage, with no adequate safeguards for testing and monitoring such systems. A key safety

researcher leaving OpenAl just days after the launch of their most recent AI model GPT-4o is
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a case in point (Milmo, 2024). If Al developers are thus required to work at the very edge of
their own capabilities, severely curtailing their control over the systems they develop,
accountability for system functioning and outcomes rests with senior management. By
holding senior management accountable, their motivation for establishing sound processes for
risk mitigation and strong ties to independent oversight bodies is likely to increase
(Shneiderman, 2016). Similarly, they will be more ready to set up internal mechanisms to
vitalize all resources in the organization for coping with everyone’s limited control
capabilities and to foster continuous learning. Such internal mechanisms have been proposed
for “managing the unexpected” more generally and can be applied to mitigate Al risks as
well: proactively search for aberrations in operations; build capacity to bounce back and learn
from failure; and welcome expertise from anywhere in the organization (Weick & Sutcliffe,
2001). These considerations are captured in Table 1 in the column describing the distribution
of control and accountability for Al systems with the highest level of autonomous adaptivity.
In summary, control-accountability alignment for Al development and use requires an
expanded socio-technical perspective that considers the technology not in isolation or with a
narrow focus on the interaction between the technology and its users, but as part of a broader
system of actors that influence the governance of technology development and use (Anthony
et al., 2023; Asatiani et al., 2021). Adopting this expanded perspective early and proactively
helps to raise awareness of the linkages between the technology and opportunities and
constraints for control-accountability alignment as outlined in Table 1. Even in the
presumably simplest case, where Al systems are still controllable by human users, control-
accountability alignment requires close attention to ensure that Al developers provide Al
users with all necessary means for understanding and influencing the system. Being held
accountable for both system functionality and system outcomes in the cases of more
autonomous and adaptive Al systems fosters Al developers’ motivation to handle their own

and the users’ limitations of control responsibly and to introduce the necessary measures to
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mitigate the increased risks of these systems, such as monitoring and feedback systems
(Bartsch, Milani, Adam, & Benlian, 2024) and definition of operating envelopes (Asatiani et
al., 2021). Senior management of user and developer organizations are accountable for
empowering individual Al users and developers and to put systems in place for continuous
learning, such as “red teaming”, where users emulate real attackers’ techniques, or
“sandboxes” in which systems can be tested in a safe environment. Another, rather special
example of creating feedback loops for continuous learning are the ongoing efforts of both lay
people and computer scientists to test the reliability and veracity of LLMs’ outputs
(Srivastava et al., 2023). In other words, the solution for a potentially out-of-control technical
system is to embed it in a more sophisticated organizational system of control and
accountability. This discussion leads to our second proposition:

Proposition 2. To the extent that Al systems' capabilities for autonomous adaptivity are
proactively and jointly considered alongside challenges for Al users’ and developers’ control
and accountability, control-accountability alignment is more likely and Al risks are

mitigated.

Insert Table 1 about here

STAKEHOLDER ENGAGEMENT FOR CONTROL-ACCOUNTABILITY
ALIGNMENT
Having theorized the relevance of control-accountability alignment for mitigating Al
risks, or why this topic matters, and having proposed what key considerations are required for
effective decision-making on alignment, we now turn to szow Al stakeholders may indeed
make such decisions (see Figure 1 for the complete conceptual model). In current discussions
of Al risk management, regulators and other independent oversight bodies are considered key

stakeholders, as companies developing Al are not trusted to undertake the necessary steps for
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mitigating risk of their own accord (Falco et al., 2021; Shneiderman, 2016). At the same time,
these discussions usually acknowledge that effective regulation for fast-moving technologies
is difficult to achieve, therefore requiring immediate action by stakeholders directly involved
in Al development and use in any case (Bengio et al., 2024; Chhillar & Aguilera, 2022).

In our theorizing, drawing on this latter argument, we focus on the stakeholders most
closely involved in Al development and use, such as developers employed in one organization
who develop and implement an Al system for users employed in another organization. Even
such a simple case may already span a large group of people and several organizations, such
as providers of training data, model developers and testers, user interface designers,
professional users of AI models, and users working with outputs from Al models without
directly interacting with the models. Besides the individuals and teams involved in the
operative work processes of Al development and use, the senior management of their
organizations also have stakes in what and how Al is developed and used. Together, these
stakeholders have the most knowledge of the technology and the context within which it is
being implemented and can therefore provide the most relevant inputs into decision-making,
while also being directly impacted by the decisions taken. Individuals who are the targets of
Al-based outcomes, such as employees being (not) hired or bank clients being (not) given a
loan, are another crucial stakeholder group, whose interests we indirectly consider by positing
that control-accountability alignment is conducive to achieving desired and avoiding
undesired outcomes. Overall, our focus is on deriving conditions that make it more likely that
the most immediately involved stakeholders will engage in effective risk mitigation, in
particular via decentralized forms of stakeholder governance and integrative negotiation
strategies for decisions on control-accountability alignment.

Decentralized governance
As Slota et al. (2023: 1287) have argued, “socio-technical landscapes” rather than

bounded organizations need to be considered for adequate management of Al risks. We
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cannot capture the full complexity for governing Al implied by this broadened perspective
which entails an intricate interplay of technical, economic, legal, and societal constraints and
requires consideration of the varied organizational settings in which Al development and use
may take place (Chhillar & Aguilera, 2022). We argue more modestly that decisions on
control-accountability alignment need to be curated with a constant awareness of the socio-
technical landscape within which they are situated. The overarching purpose is to bring the
necessary knowledge and the diversity of perspectives and interests to bear on decisions
concerning Al capabilities and matching allocations of control and accountability among Al
developers and users over the full Al life cycle.

When stakeholders decide on the allocation of control and accountability for Al
development and use, they are confronted with the unique characteristic of Al systems
evolving through their use: “Data collection is ongoing, and the landscape of data is ever-
shifting and rarely ideal (...) the affordances of the system can continually produce novel,
counter-intuitive, and unpredictable uses once deployed” (Slota et al., 2023: 1292). The
entanglement of Al development and use raises challenges because it increases the
interdependencies between the tasks of Al developers and users and makes it harder to
unequivocally locate accountabilities and the control needed to answer to them (Cobbe et al.,
2024; Holford, 2022; Raisch & Krakowski, 2020; Waardenberg & Huysman, 2022). For
instance, Al developers may be held accountable for minimizing biases in the systems they
create, but they must often rely on training data scraped from the Internet or created in other
ways they cannot control (Chan, Bradley, & Rajkumar, 2023). Or they may have to explain to
users, which algorithms are employed in their systems and with what effects, while at the
same time these algorithms adapt to the ways users employ the systems (Dolata & Crowston,
2023). These examples illustrate how control and accountability may be distributed across

actors due to only partial control by all.
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Recent literature on stakeholder governance addresses exactly this issue of managing
control and accountability across actors for complex and dynamic processes of joint value
creation that Al development and use is a prime example of (Amis, Barney, Mahoney, &
Wang, 2020; Bacq & Aguilera, 2021; Bridoux & Stoelhorst, 2022). Governance concerns the
sets of rules for how decision-making authority, responsibility for monitoring and sanctioning
of rule violations, and lastly the jointly created value are distributed among stakeholders
(Bridoux & Stoelhorst, 2022). In the most general terms, these rules specify how control and
accountability for governance-related activities are allocated (Bacq & Aguilera, 2021). In
centralized forms of governance, control and accountability rests with a focal firm or more
precisely with the senior management of that firm, who set the rules, control and sanction rule
compliance, and handle conflicts with individual stakeholders. Relationships among
stakeholders are mostly dyadic between the focal firm and each stakeholder. In decentralized
governance, all stakeholders interact with each other based on commonly agreed upon rules
and mechanisms for rule compliance and shared control and accountability, which requires
that they develop trust in the system of rules they have created rather than in the managers of
a focal firm. As an example, Chen, Richter and Patel (2021) discuss the governance of digital
platforms and find that application platforms, such as Uber or Facebook, are more likely to be
governed centrally by platform owners, whereas infrastructure platforms, such as the Internet
or block-chain infrastructures, tend to be governed through collective efforts by platform
participants, that is end users and third-party developers. They propose that the push for more
decentralized governance of infrastructure platforms stems from the needs for unhindered
collaborative innovation and for protecting such infrastructures as an important resource for
many.

We follow a similar argument to that of Bridoux and Stoelhorst (2022) stating that
decentralized forms of governance are best suited for joint value creation activities that

involve high levels of complexity and environmental dynamism. If stakeholders are jointly in
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control and accountable for all decisions taken along the Al life cycle, it is more likely that
they will share the fundamental concern for how Al risks are mitigated. This argument aligns
with Bac and Aguilera’s (2021) emphasis of deliberation as a key process for stakeholder
governance that permits integration of legitimate stakeholder interests based on different
mechanisms for handling stakeholder power, allowing to empower stakeholders (e.g.,
individual AT users), to curtail power (e.g., organizations owning data and computing
resources), or endorse power of additional stakeholders (e.g., regulators). Free-rider problems,
such as when some stakeholders have control but are not held accountable, and exploitation of
less powerful actors, such as by holding them accountable even though they have little or no
control, can be overcome if actors are willing to collaborate based on a common
understanding that actions guided by pure self-interest will result in suboptimal results for
everyone (Bridoux & Stoelhorst, 2022). This discussion leads to our third proposition:

Proposition 3. To the extent that stakeholders enact more decentralized forms of
governance to reach decisions on allocating control and accountability during Al
development and use, control-accountability alignment is more likely and Al risks are
mitigated.
Integrative negotiations

Stakeholders likely will differ substantially regarding their objectives and perspectives
on any Al system to be developed along with desirable allocations of control and
accountability as well as regarding the power that they can exert to push these objectives and
perspectives. Decisions therefore must be reached through negotiations, that is a “process for
resolving a wide variety of disagreements over both tangible and intangible interests among
two or more parties with common interests to motivate finding a mutually acceptable
solution” (Churchman, 2019). Similarly, proponents of newer more decentralized forms of
governance have stressed deliberation and bargaining to reach decisions (Amis et al., 2020;

Bacq & Aguilera, 2021; Bridoux & Stoelhorst, 2022).
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In these negotiations, stakeholders are not only actors to be held to account but may also
represent a forum to which other actors have to answer and be accountable. Van den Broek,
Levina, and Sergeeva (2022) have provided an intricate account of how control and
accountability were continuously renegotiated between Al developers and users during the
development of an Al-based hiring tool. They describe the tensions that arose when managers
and employees were requested to deliver data on their performance assessments to data
scientists who had been mandated to develop the tool. The HR team acted as a boundary
spanner in its attempts to alleviate these tensions by convincing managers and employees of
the higher quality of data-driven hiring decisions, but also by explaining to data scientists the
legal and ethical constraints for data access. The HR team established a new company-wide
standard for performance evaluations to be able to deliver adequate data to the data scientists.
This example illustrates the multitude of decisions that are part of aligning control and
accountability for all stakeholders as prerequisite for the effective employment of Al.

The main objective for curating control-accountability negotiations is to bring
stakeholders to adopt an integrative negotiation strategy that focuses on producing joint gains,
as opposed to a distributive negotiation strategy based on fixed-pie perceptions of one party’s
gain being another’s loss. In order to avoid that everyone tries to maximize their control and
minimize their accountability, which would happen in a distributive negotiation strategy,
stakeholders are encouraged to develop what Curhan, Overbeck, Cho, Zhang, and Yang
(2023) have termed a deliberative mindset. They become aware of interdependencies in their
tasks and the resulting entanglement of control and accountability and realize that giving up
certain control to other stakeholders may help them to respond better to their own
accountabilities. An integrative negotiation strategy may raise awareness in Al developers and
their senior management that by making their systems more transparent and predictable, the
likelihood of liability claims is reduced because everyone can work with the system more

effectively with fewer errors. Such considerations may have contributed to sixteen big tech
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companies recently pledging at a global Al summit to publish safety frameworks for
measuring Al risks (Hern, 2024).

The scope and complexity of a new system, and different options for control-
accountability alignment, are negotiated for the first time when the problem the Al is to solve
is defined and the business opportunities and risks associated with the Al are elaborated.
These negotiations continue throughout the Al life cycle as experience gained during system
development and use leads to adaptations in the system and in the allocation of control and
accountability. Decisions are made and possibly revisited as to whether Al users should be
given control and also held to account for system outcomes (Van den Broek, Sergeeva &
Huysman, 2021).

A key challenge is to avoid “ironies of automation” (Bainbridge, 1983)—that is humans
becoming the last resort for averting failures in technical systems that were designed to
outperform them. The history of aviation is marred with examples of this fundamental
challenge, the crash of Air France Flight 447 being a recent one. In this case, the pitot tubes of
an Airbus 330 iced over in a thunderstorm, inducing the flight computers to transition into a
mode that required manually flying, which overwhelmed the pilots’ ability to comprehend the
situation and therefore to act correctly, resulting in a crash (Holford, 2022; Oliver, Calvard, &
Potocnik, 2017). In the realm of Al-based systems, similar concerns have been voiced, for
instance regarding self-driving cars (Elish, 2019; Endsley, 2023). Another example is
physicians who must base diagnostic and treatment decisions on poorly understood Al
systems, while still living up to their accountability towards patients and fellow physicians
(Lebovitz, Lifshitz-Assaf, & Levina, 2022).

Decisions on control-accountability alignment may follow from choices for more or less
capable Al but the reverse is also possible: decisions on the capabilities of an Al system may
be made based on the desired control-accountability alignment. For instance, regulatory

requirements may demand that users be in control and be held accountable, as is currently the
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case in the medical field (Habli, Lawton, & Porter, 2020; Lebovitz, Levina, & Lifshitz-Assaf
(2021). Moreover, firms may find that they can gain competitive advantage with less complex
Al technology because systems can be more easily tailored to specific firm capabilities and
objectives (Kemp, 2023).

Besides Al capabilities and the allocation of control and accountability to Al users
and/or developers, a third important component of stakeholder negotiations concerns
supporting mechanisms at the organizational level (see Table 1). Again, joint gains for all
stakeholders can be realized, for instance by pairing Al developer accountability with
performance management systems for Al users that prevent them from misusing their
remaining, albeit very restricted, control in more advanced Al systems (Hall et al., 2003). This
discussion leads to our fourth proposition:

Proposition 4. To the extent that stakeholders follow an integrative negotiation strategy
as compared to a distributive strategy in decisions on the allocation of control and
accountability, control-accountability alignment is more likely and Al risks are mitigated.

The negotiation literature mentions a wide range of factors that make integrative
strategies more likely (Thompson, Wang, & Gunia, 2010). Two factors have been identified
as particularly important: extensive information sharing helped by perspective taking and
effectively managing power differentials between stakeholders. Regarding the first factor,
information sharing has been shown to support integrative negotiation strategies because
having a fuller picture of different stakeholders’ goals and priorities helps to reduce fixed pie
perceptions (Brett & Thompson, 2016; De Dreu, Beersma, Stroebe, & Euwema, 2006; De
Dreu, Koole, & Steinel, 2000). In negotiations about control and accountability, it is essential
that stakeholders know as much as possible about each other’s intentions and expectations
regarding the Al technology in question and openly discuss perceived conflicts between

different objectives and ways to overcome them.
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Information sharing is fostered by deliberately introducing prospective, real-time, and
retrospective considerations as has been stressed in the risk literature (Hardy, Maguire, Power,
&Tsoukas, 2020). If risk assessments are made prospectively, using tools for qualitative and
quantitative risk modeling (NIST, 2023; Taddeo & Floridi, 2018), real-time experience with
these systems is gained early within controlled settings, as in sandbox exercises (Gasser,
2024), and system failures are scrutinized retrospectively through incident reporting or root
cause analysis (Macrae, 2022), all stakeholders develop a much more fine-grained
understanding of what it takes to manage Al risks well and to align control and accountability
accordingly. In the case of highly autonomous and adaptive Al systems, tight feedback loops
between developers and users across the full Al life cycle can help to proactively identify
problems before they lead to undesired outcomes and to develop a shared understanding of the
system’s objectives and limitations (Van den Broek, Sergeeva, & Huysman, 2021). Such a
shared understanding helps decision-making on allocating control and accountability in an
integrative manner because everyone becomes aware of the opportunities and constraints for
effective risk mitigation by different actors involved in developing and using the system.

Examining Al risks in such detail is also promoted by stakeholders’ willingness to take
others’ perspectives (Galinsky, Maddux, Gilin, & White, 2008). When people actively try to
see the world from the view of another, several consequences emerge that foster more
effective negotiations, including greater willingness to disclose information, improved trust,
enhanced interpersonal problem-solving, lowered chance of conflict, and the propensity to
engage in a win-win focused negotiating style (Parker, Atkins, & Axtell, 2008). In the risk
literature, perspective taking has been stressed for containing risks in collaborative efforts
which Weick and Roberts (1993) have termed heedful interrelating. This type of interaction is
characterized by actors constantly (re)considering the effects of their own actions on the goals

and actions of others.
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For technology development and use, it has been argued that perspective taking is
imperative, especially for bridging rationalist approaches to technology that focus on
scientific knowledge, objectivity, and quantification with constructivist views that emphasize
subjective meaning making in social discourse (Anthony et al., 2023; Jasperson, Carte,
Saunders, Butler, Croes, & Zheng, 2002; Leonardi & Barley, 2010). Rationalist perspectives
stress deterministic influences of technology on organizational and work processes and reduce
organizations to production systems for enhancing efficiency and adaptability, in which
accountability is assigned based on instrumental motives (Makarius, Mukherjee, Fox, & Fox,
2020; Murray et al., 2021). Constructivist perspectives highlight the entanglement of
technology and social reality, as well as the emergent nature of new practices and routines.
Based on value-oriented reasoning, accountability becomes a contested entity in continuous
processes of adaptation that are difficult to predict and proactively shape (Elish, 2019;
Leonardi & Barley, 2010; Orlikowski & Scott, 2008; Suchman, 2002). Acknowledging both
rationalist and constructivist perspectives as equally relevant and valid helps to build a more
complete understanding of how the technological impact on the organization of work can and
should be shaped. This understanding constitutes the grounds for integrative negotiations on
allocating control and accountability in the newly emerging work systems.

In relation to Al, a pertinent example is Kim, Glaeser, Hillis, Kominers, and Luca's
(2024) discussion of why restaurant inspectors preferred their own heuristiscs to Al-based
recommendations for inspection targets, even though the latter were more accurate. This case
illustrates the relevance of jointly considering rationalist and constructivist viewpoints for
developing more effective work practices. Likewise, Lebovitz, Lifshitz-Assaf, and Levina
(2022) reported that physicians would sincerely engage with Al-based diagnostic tools only
after challenging the logic of the systems based on their own expertise. Lebovitz et al. (2021)
also described how decision-makers in a hospital struggled to verify the accuracy of Al tools

used for diagnostic tasks. They tried to understand how “ground truths” were established in
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the training and validation of the tools and how this process compared to their own practice of
ensuring the most accurate decisions. Key to physicians’ frustration was that their concept of
expert judgment, based on sensemaking and intuition, conflicted with the technology
developers’ purely rationalist understanding. These latter examples show how the lack of
perspective taking between Al developers and users impedes effective negotiation of control
and accountability and as a consequence effective use of a new Al systems. This discussion
leads to the fifth proposition:

Proposition 5. To the extent that stakeholders engage in extensive information sharing
aided by perspective taking, an integrative negotiation strategy is more likely.

Turning to managing power differentials as a second lever for promoting an integrative
negotiation strategy, one must first acknowledge abundant evidence that more powerful
stakeholders often manage to obtain more satisfactory results for themselves at the cost of
other less powerful stakeholders (Brett & Thompson, 2016; Thompson et al., 2010).
Regarding Al development and use, this imbalance can be illustrated by the quarrel between
Tesla and the National Highway Traffic Safety Administration (NHTSA) over Tesla’s
Autopilot. In the wake of several severe accidents, NHTSA’s attempts to gain more
knowledge on the exact functioning of this system were stymied; indeed, NHTSA eventually
bent to Elon Musk’s pressures and removed a prominent human factors expert from its board
(Ross, 2023). Uber is another negative example as the company resists to acknowledge its role
as an employer and refuses to disclose the algorithms used in driver-customer matching and
performance evaluation (Mohlmann, Zalmanson, Henfridsson, & Gregory, 2021).

If stakeholders adopt more decentralized forms of governance, as postulated in our third
proposition, this should help to increase powerful actors’ willingness to accept accountability
and to give up some of their control to others to help them fulfil their accountabilities
(Anthony et al., 2023; Chhillar & Aguilera, 2022). Recent conceptual work on stakeholder

governance has been driven by optimism that power struggles will subside once stakeholders
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realize that egalitarian collaboration provides the best outcomes for all when tasks are highly
interdependent (Bridoux & Stoelhorst, 2022). Decentralized stakeholder governance should
thus facilitate frame alignment towards accepting accountability for mitigating Al risks as a
shared norm (Grimm & Reinecke, 2024). Thereby, even big players such as the organizations
that possess large data sets and the computational capability for training complex models
might be swayed to accept accountability for the quality of data and algorithms they provide
and overcome concerns about losing competitive advantage by making systems more
transparent to users and regulators (de Laat, 2018; Faraj et al., 2018; Jacobides et al., 2021).
Moreover, worries regarding control-accountability alignment by less powerful actors
such as individual Al users and developers are likely to be heard more if accountability is a
shared concern. Not only would Al users such as the physicians in the studies of Lebovitz and
colleagues (2021, 2022) have a stronger voice in stakeholder negotiations, but also individual
Al developers. Suchman (2002: 94) has argued that in order to settle what she calls located
accountabilities, developers “must give up control over technology design (which is in any
case illusory) and see themselves as entering into an extended set of working relations for
which the question at each next turn becomes: How do we proceed in a responsible way?” If
accountability is a shared norm by all, for instance the informal and highly personalized
strategies used by Al developers in a study by Hagtvedt, Harvey, Demir-Caliskan & Hagtvedt
(2024) to deliberately limit the functionality of new Al systems to keep human users in the
loop might become accepted or even desired practice in order to mitigate Al risks (see also the
discussion leading up to proposition 2 and Table 1). Establishing such practices also mirrors
discussions on accuracy-explainability tradeoffs for explainable Al (Kim & Doshi-Velez,
2021). The assumption that more complex and thus more opaque systems are always more
accurate has been challenged by pointing to cases where simpler models were as accurate, and
by highlighting the business interests involved in selling complex models to customers who

cannot verify accuracy claims (Rudin, 2019).
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These examples illustrate how more integrative negotiations of control-accountability
alignment can be fostered despite strong power differentials among stakeholders if
accountability for mitigating Al risks is established as a shared norm. Chhillar and Aguilera
(2022) have emphasized that norms guiding self-regulation of stakeholder decision-making
may be more effective than hard law, because law enforcement is very difficult to achieve in
highly entangled processes, such as those characteristic of Al development and use. However,
regulatory action can help to build an ‘accountability culture’ in which all stakeholders are
committed to mitigating Al risks (NIST, 2023), for instance by developing indicators for such
a culture within a regulatory framework of self-regulation, as has happened in a number of
high-risk industries (Grote, 2012; Kirwan, Hale & Hopkins, 2002; Majumdar & Markus,
2001; May, 2007). This discussion leads to our final proposition:

Proposition 6. To the extent that accountability for mitigating Al risks is a shared norm
among stakeholders, an integrative negotiation strategy is more likely even in the case of
large power differentials between stakeholders.

DISCUSSION

Our theory aims to answer the fundamental question of how the principle of control-
accountability alignment can be upheld for Al development and use to mitigate Al risks. Core
to our theorizing about the processes involved in developing and using Al has been that,
compared to other technologies, there are new risks caused by the increasing autonomy and
adaptive capabilities of Al. As Al systems learn from huge data sets and continuously change
during their use, they become opaque even for their developers, and new interdependencies
are created between developers and users. Faulty and biased decision-making in a wide
variety of Al applications, uncontrolled use of private data, and unvetted use of information
produced by generative Al bear witness to these new risks. Alignment between control and
accountability as a fundamental way to contain risk in organizational processes is rendered

more difficult because Al opacity and dynamism reduce human control and the entanglement
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between development and use hinders unequivocal assignment of control and accountability.
We have detailed how decisions on allocating control and accountability may acknowledge
these new challenges and have postulated decentralized forms of stakeholder governance and
integrative negotiation strategies as conducive to achieving control-accountability alignment.

We argue that by fostering egalitarian interactions among stakeholders based on a
shared sense of accountability for keeping risks at bay in the highly complex and
interdependent processes during Al development and use, a fuller understanding of the
challenges involved in aligning control and accountability is developed, which can guide
integrative negotiations aimed at sharing the burdens and benefits of Al. Lu, D’ Agostino,
Rudman, Ouyang, and Ho (2022) provide a good example for the postulated processes, where
researchers worked with a public health agency to develop an Al-based Covid-19 contact
tracing tool. Through extensive consultation, common ground was built, which led to using a
model comprehensible to all stakeholders, rather than the originally envisioned slightly more
accurate but also far more complex models.
Contributions

Foremost, our theory aims to contribute to mitigating Al risks by proposing how control
and accountability can be aligned for Al users and developers and their senior management
through stakeholder negotiations in decentralized forms of governance. We provide a
framework that allows management researchers to not only describe and explain the impact of
Al but to also examine organizational processes involved in shaping its development and use.

At the micro level, our theory speaks to the working conditions of Al users and
developers. It has long been acknowledged, but not resolved, that users of technology
frequently find themselves in situations where they must incorporate a technical system into
their work processes without sufficiently understanding the system nor having appropriate
means to influence it in line with performance goals (Parker & Grote, 2022). Such situations

are demotivating and stressful and can inhibit learning. However, research on the working
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conditions of technology developers is scarce (Anthony et al., 2023). Our theory emphasizes
that Al risk mitigation requires a closer look at whether Al developers themselves have
sufficient means to control Al development and how they may be able to compensate for
partially losing control as Al systems become more autonomous and dynamic. By recognizing
the role of Al developers more explicitly, simply shifting blame for inadequate performance
from users to developers is avoided. Only when adequate consideration is given to whether
developers can adequately bear accountability, they will be motivated to strive for effective
and safe Al systems. Moreover, by examining changing working requirements for Al
developers, it may become apparent that they require additional skills, especially concerning
socio-technical design thinking and interaction with multiple stakeholders necessary to
establish productive feedback processes.

At the meso level, our portrayal of the intricate relationships between control and
accountability in Al development and use can contribute to a better understanding of how
control and accountability can be aligned across different actors to manage the “many hands”
problem in highly interdependent tasks. We were intrigued to find that control and
accountability have largely been treated in separate research streams in the organizational
literature (Merchant & Otley, 2007; Sitkin at al, 2020). The highly entangled interactions
between multiple actors across several organizations involved in Al development and use can
be an interesting testbed for investigating how controlling others through holding them
accountable can be more or less effective depending on how much control over actual work
processes and outcomes those others have. Furthermore, the case of Al development and use
speaks to fundamental issues of sharing control and accountability amongst various actors.
For instance, Al developers may be held accountable for actions of Al users when Al systems
cannot be rendered sufficiently transparent and predictable for Al users; and senior managers
may be held accountable when Al systems are impenetrable to developers and yet developers

are not encouraged and enabled to develop complementary mechanisms for risk mitigation or
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even voice concerns (Lukpat, 2024). We outline organizational mechanisms that can support
such distributed forms of control-accountability alignment and thereby inform research on
processes involved in truly sharing rather than diffusing responsibility.

At the macro level, our propositions for integrative stakeholder negotiations in
decentralized forms of governance may enrich strategic considerations for the management of
technologies in organizations and broader concerns of effective stakeholder governance. By
delineating how negotiations on control and accountability require extensive information
sharing and perspective taking amongst multiple and differently situated stakeholders, our
theory encourages a deeper appreciation of the interplay between rationalist and constructivist
perspectives involved in managing the uncertainties of emerging technologies (Kapoor &
Klueter, 2021). By addressing the fundamental problem of how powerful stakeholders may be
motivated to relinquish some of their power to achieve better results for all, we also add to the
growing literature on Al governance (Chhillar & Aguilera, 2022; Falco et al., 2021; Gasser &
Almeida, 2017; Wirtz et al., 2022). In line with recent literature on stakeholder governance,
we argue that shared governance among all stakeholders can be effective, especially if
accountability can be agreed upon as a common norm and powerful actors realize that thereby
reputation and other risks can be reduced (Bridoux & Stoelhorst, 2022).

Future research

By putting our propositions to the test, future research will be instrumental for shaping
Al development and use in ways that capitalize on Al's potential for improved performance in
a wide array of businesses, while keeping its risks at bay. Research may cut across levels of
analysis to examine the impact of different options for control-accountability alignment for
different stakeholders or the effectiveness of different mechanisms for integrative negotiation
strategies we have proposed. Furthermore, a range of questions can be addressed that follow

from the micro, meso, and macro considerations we have outlined above.
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At the micro level, research could delve into the daily work of Al developers to better
understand how they deal with the opportunities and challenges involved in creating Al
systems. Such research could follow the example of ethnographic studies mentioned earlier
(Hadtvedt et al., 2024; Jain, 2023) to learn more about developers’ strategies to stay in control
themselves and to also help Al users to stay in control. As an example, a study by Myers
(2023) unravelled some of the power dynamics that Al developers face and how they cope
with them. She found that developers managed to address worker concerns in their designs,
even against the interests of those workers’ managers. For instance, they set up a system for
workers to report operational problems in a way that allowed them to also communicate issues
they themselves wanted solved. Adding to this emerging body of knowledge can help to
inform work design for Al developers, drawing on the immense research on what job
characteristics are key for designing motivating work and improving workers’ performance
and well-being (Parker, 2014).

Besides establishing a new focus on the working conditions of Al developers, research
should continue to address the work by Al users as it is transformed through new
opportunities for augmenting, but also automating, human capabilities. Most fundamentally,
such research concerns the allocation of functions between human users and technical systems
which with their increasing agency become stakeholders in their own right (Choudhary et al.,
2023; Johnson & Verdicchio, 2019). Baird and Maruping (2021) have developed an elaborate
conceptual model of how negotiations are part of dynamically delegating tasks between
human actors and Al systems where capabilities, roles, and preferences along with
coordination requirements and liabilities are assessed by both, putting the Al at the same level
as the human actor. Empirically testing their assumptions with the issue of aligning control
and accountability for both in mind will be a fascinating first step towards discussing

possibilities for accountability residing in technical systems.
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At the meso level, research may address the dynamics involved in aligning control and
accountability for individual actors as well as across actors. For instance, Frink et al.’s (2008)
multilevel model of accountability could be employed to trace how developments in Al
regulatory systems as they are currently underway in many countries, will affect both
organizational accountability and, through the control mechanisms companies choose to
answer to their new accountabilities, also individuals’ accountability and control. Such
research could also take different kinds of organizational arrangements into account. In our
theorizing we have assumed a simple situation of one company developing technology for
other companies, which provides a basic structure for assigning control and accountability.
However, Al development and use might happen in many other settings, including nascent
firms, freelancers, organizations that possess data and computing power, consumers as users
rather than firms, which all imply different sets of actors and different fora these actors are
accountable to. Moreover, we have not considered challenges and opportunities posed by
different environments for how control and accountability might be aligned, for instance
market pressures or legal requirements. Effective governance is highly dependent on such
factors and our propositions could therefore be expanded to include environmental
contingencies (Aguilera et al., 2008).

Testing our propositions on the positive effects of allocating accountability to Al
developers for the outcomes of using Al systems can provide valuable insights into new forms
of distributed control and accountability not addressed to date. Cutting across levels of
analysis, such research could examine different kinds of accountability, which we have not
done to keep the complexity of our propositions manageable. For instance, in their research on
human-centred system design for Internet of Things technologies, Boos et al. (2013)
distinguished three kinds of accountability: Visibility refers to the demand to provide an
intelligible account of one’s own actions to other actors (Suchman, 2007); responsibility

concerns an actor’s duties and obligation to perform certain activities, which is determined by
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the actor’s formal work role and the specific allocations of functions between different human
actors and between humans and technology (Lee, 2006); and liability relates to an actor’s
requirement to answer to law, regulations, and contracts (Nissenbaum, 1996).

These three kinds of accountability may not necessarily be assigned to the same actor.
Often, visibility and responsibility will go together because being responsible for fulfilling a
required task requires actors to show others what actions they have taken to do so. An
intricate issue regarding the linkage between visibility and responsibility has been pointed out
by Leonardi and Treem (2020) which they term the transparency paradox: Actors may
provide a flurry of information about their behavior that makes identifying relevant
information for judging the appropriateness of their behavior more difficult. Liability may
often be assigned to third actors, for instance to managers who delegated tasks to members of
their team, or even to the firm as a whole. Furthermore, the three kinds of accountability
interact with each other: Properly aligning control with both visibility and responsibility
demands to ensure effective workflows will reduce the likelihood that liability claims
materialize. Distinguishing different kinds of accountability can also advance discussions on
whether humans remain ultimately accountable even for highly agentic Al systems. Visibility
and responsibility may eventually be assigned to Al systems, while liability rests with
humans.

At the macro level, our propositions on integrative stakeholder negotiations may
provide a starting point for exploring decentralized forms of stakeholder governance further.
Recently, several theoretical lenses have been proposed that all emphasize collaboration
among stakeholders outside of classical hierarchies in organizations and the necessity for
participation and dialogue to develop a shared purpose, to promote responsible innovation,
and to prevent exploitation of common-pool resources (Bacq & Aguilera, 2022; Bridoux &
Stoelhorst, 2022; McGahan, 2023). As Chhillar and Aguilera (2022) have shown, Al

governance can benefit from knowledge about different accountability mechanisms, such as
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financial incentives, legal requirements, and social stigma, and their effects on stakeholder
compliance. Investigating such effects at the fine-grained level of stakeholder negotiations
proposed in our theory may add empirical depth to emerging new forms of stakeholder
governance and guide practitioners in bringing effective risk management of Al to life.

A crucial and overarching consideration for future research concerns the role of
regulators in mitigating Al risks. A multitude of approaches for regulating Al exist, ranging
from industrial standards to binding law and from norms to constrain Al development and use
to norms that enable innovation and reduce power imbalances among stakeholders (Gasser,
2024). Regulators have very different functions depending on which regulatory regimes (May,
2007) are chosen, with different requirements and opportunities for how their own control and
accountability can be aligned in the quest for safer Al development and use. Our focus has
been on the interactions between stakeholders directly involved in Al development and use
and how these interactions may be shaped to foster risk mitigation. However, these
interactions are strongly influenced by the chosen regulatory regime. Whether indeed regimes
can be successful at mitigating Al risk that emphasize self-regulation among stakeholders, as
we have in our theorizing, and permit learning and exploration by "flexible rules" (Grote,
2024) in support of "tentative governance" (Gasser, 2024), is a question at the core of current
efforts to tame Al in the service of society.

CONCLUSION

The risks posed by Al seem to be on everyone’s mind, from casual Al users to nations.
By focusing on two fundamental concepts in management research—control and
accountability—we propose that the risks of highly complex, opaque, and dynamic advanced
Al systems can be mitigated through integrative stakeholder negotiations aimed at equitable
and effective control-accountability alignment. New research opportunities abound to
empirically validate and expand our reasoning for how AI’s fast-growing agency can be

tamed to make Al safer and more useful for all.
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Table 1. Considerations for control-accountability alignment in Al development and use

making to them.

Al system Low Medium High
capabilities for (e.g., programmed (e.g., trained system with | (e.g., trained system with
¢ system; trained system many parameters, but deep neural networks
au Onf)ITIOIIS with few parameters) frozen) that continuously learns
adaptivity from new data)
Al users have no control
d fully rel th
Al users are at best ant Y rer}tl otr} th ¢
rtially in control if the SYStem as part oF Titt
pa . ) work tasks, possibly
system is explainable aided by some
Al users are in control if | and still leaves certain explanations given by
Control of Al the system is explainable decisions to them. the system.
outcomes and leaves final decision- Al developers are

partially in control by
defining and maintaining
boundary conditions for
system use.

Al developers are
partially in control by
intense testing and
monitoring of system
outcomes in line with an
operating envelope.

Accountability for
Al outcomes

Al users are accountable
if conditions for their
control have been
established.

Al developers are
accountable if conditions
for their control have
been established.

Al developers are
accountable if conditions
for their (partial) control

have been established.

Control over Al
system functioning

Al developers are in
control if they have the
decision power over ML
techniques in line with
the chosen system
functionality.

Al developers are in
control if they have the
decision power over ML
techniques in line with
the chosen system
functionality.

Al developers are
partially in control by
intense testing and
monitoring of system
functioning in line with
an operating envelope.

Accountability for
Al system
functioning

Al developers are
accountable if conditions
for their control have
been established.

Al developers are
accountable if conditions
for their control have
been established.

Al developers are
accountable if conditions
for their control can be
established; otherwise,
senior management of
developers is
accountable.

Accountability for
supporting
organizational
mechanisms

Senior management of
users and developers
are accountable for
strengthening agency of
Al users and developers.

Senior management of

users are accountable for

preventing control abuse
by Al users.

Senior management of
developers are
accountable for

strengthening agency of
Al developers.

Senior management of
users and developers
are accountable for
endorsing organizational
monitoring and feedback
systems for continuous
learning.
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Figure 1. Conceptual model positioning our propositions
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