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ABSTRACT

Federated multi-view clustering has the potential to learn a global
clustering model from data distributed across multiple devices. In
this setting, label information is unknown and data privacy must be
preserved, leading to two major challenges. First, views on different
clients often have feature heterogeneity, and mining their comple-
mentary cluster information is not trivial. Second, the storage and
usage of data from multiple clients in a distributed environment
can lead to incompleteness of multi-view data. To address these
challenges, we propose a novel federated deep multi-view cluster-
ing method that can mine complementary cluster structures from
multiple clients, while dealing with data incompleteness and pri-
vacy concerns. Specifically, in the server environment, we propose
sample alignment and data extension techniques to explore the
complementary cluster structures of multiple views. The server
then distributes global prototypes and global pseudo-labels to each
client as global self-supervised information. In the client environ-
ment, multiple clients use the global self-supervised information
and deep autoencoders to learn view-specific cluster assignments
and embedded features, which are then uploaded to the server
for refining the global self-supervised information. Finally, the re-
sults of our extensive experiments demonstrate that our proposed
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method exhibits superior performance in addressing the challenges
of incomplete multi-view data in distributed environments.
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1 INTRODUCTION

Multimedia technologies have led to the emergence of a large
amount of multi-view or multi-modal data, which often lack label
information [4, 44-46]. To explore useful consistent and comple-
mentary information among multiple views in an unsupervised
manner, researchers have proposed various multi-view clustering
methods [21, 29, 40]. However, these methods typically operate in a
centralized environment and cannot handle isolated data stored in
various distributed devices/silos due to privacy concerns in indus-
try competition. Fortunately, federated learning offers a potential
solution for such scenarios by enabling the training of a unified
model without exposing sensitive data stored on individual devices.

Federated multi-view learning [26, 50] is a relatively new ma-
chine learning paradigm that has gained significant attention in
recent years. It is designed to learn a global model from multi-view
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Figure 1: Problem illustration of federated multi-view clus-
tering. (a) During global training, how can the server address
feature heterogeneity and incomplete information in multi-
view data to obtain a clear global clustering structure? (b)
During local training, how can we alleviate the unclear clus-
tering structure of the client with low-quality views?

data that are distributed across different devices, and it often in-
corporates existing machine learning methods, such as multi-view
matrix factorization [15, 19], ensemble learning [8, 14], and deep
models [17, 42]. By combining these methods with the federated
learning approach, it becomes possible to address the challenges
posed by distributed multi-view data, such as data privacy and
feature heterogeneity.

Clustering analysis with federated multi-view learning, known
as federated multi-view clustering (FedMVC), has recently been
shown to be an effective method for handling multi-view/modal
data without label information in distributed environments. How-
ever, despite its potential, FedMVC is still a relatively underexplored
area of research. Addressing the challenges of FedMVC is crucial,
and there are two main obstacles to overcome. Firstly, due to the
feature heterogeneity of multi-view data and the complexity of clus-
tering, traditional federated learning solutions struggle to identify
complementary cluster structures. Even if each client can cluster
local data separately, the feature heterogeneity of the datasets may
obscure certain clusters that only become apparent when the data
are combined. Some federated clustering methods [10, 30] extend
traditional clustering algorithms to federated learning settings, but
they have limited capability to learn feature representations and
struggle to handle complex heterogeneous multi-view data. Sec-
ondly, the data storage and usage of multiple clients in distributed
environments can lead to incomplete multi-view data [3, 43]. For
example, medical tests distributed across different healthcare insti-
tutions can be considered as different views, but patients do not
undergo all the corresponding tests at each institution, which makes
most methods based on information completeness assumptions un-
available in such scenarios.
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To overcome the challenges outlined above, we introduce a
novel federated deep multi-view clustering method, FedDMVC.
Our method is designed for scenarios where a dataset with M views
is distributed across M clients, and the samples of each client do not
have exact overlaps. The primary aim of our approach is to lever-
age global self-supervised information within a federated learning
setting to extract complementary cluster structures from the data
distributed across multiple clients. The general framework of Fed-
DMVC is illustrated in Figure 2. Initially, the server distributes
global self-supervised information, such as global prototypes and
global pseudo-labels, to each client. Then, each client utilizes deep
autoencoders and the global self-supervised information to learn
view-specific cluster assignments and embedded features, which
are then uploaded to the server for the next iteration.

In general, existing vertical federated learning methods involve
parties sharing embeddings in a private manner [5, 7], followed by
a server model that captures the complex interactions of the embed-
dings. For the proposed FedDMVC method, we additionally upload
the cluster assignments of each client to the server. To address
challenge 1, we construct global self-supervised information on the
server to mitigate the heterogeneity of local datasets, and explore
complementary cluster structures from multiple views across mul-
tiple clients. To tackle challenge 2, we propose sample alignment
and data extension techniques that leverage global prototypes and
view-specific patterns to impute incomplete data based on sample
commonality and view versatility.

We summarize our contributions in this paper as follows:

e We propose a novel federated deep multi-view clustering
method that can effectively mine complementary cluster
structures from multi-view data across multiple clients.

e We propose a method to expand data from global prototypes

and view-specific patterns based on sample commonality

and view versatility, thereby addressing the incompleteness
of multi-view data in distributed environments.

Our proposed method can facilitate the flow and sharing of

information among clients while ensuring privacy. Extensive

experiments conducted on public datasets demonstrate that
our method outperforms state-of-the-art techniques.

2 RELATED WORK
2.1 Multi-View Clustering

Multi-view clustering (MVC) methods aim to improve clustering
performance by leveraging consistent and complementary infor-
mation among multiple views. Traditional MVC methods utilize
classical machine learning techniques such as non-negative matrix
factorization (NMF), subspace and graph learning. Liu et al. [25]
proposed an NMF-based method to handle multi-view data. Zhao et
al. [48] utilized a deep semi-NMF structure to extract more consis-
tent information. Similarly, subspace-based MVC methods achieve
data clustering by exploring shared representations among multiple
views. For example, Li et al. [22] constructed a mutual multilayer
subspace representation associated with latent representation to
better recognize clustering structures. Zheng et al. [49] introduced
an effective feature cascaded multi-view subspace clustering to ex-
plore the consistency information of multi-view data. Graph-based
MVC methods can exploit graph structure information to improve
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the recognition of clustering patterns. For instance, Wang et al.
[33] used multi-graph Laplacian regularized low-rank represen-
tation for multi-view graph clustering. Fan et al. [11] integrated
self-supervised training with graph autoencoder reconstruction in
a unified framework for attribute multi-view graph clustering.

In recent years, deep learning based MVC methods have been
attracting increasing attention, among which MVC methods based
on deep autoencoders have achieved remarkable achievements [9].
Deep autoencoders learn embedded features by optimizing the
reconstruction loss between input and output [28, 37]. They are
usually combined with existing clustering methods to explore the
unified clustering structure among multiple views. For example,
Abavisani et al. [1] first used autoencoder architecture for multi-
view subspace clustering. Although Xu et al. [38, 39] proposed deep
imputation-free frameworks for addressing the incompleteness of
multi-view data, data privacy issues in federated environments and
the utilization of complementary information in incomplete parts
of data have not been well studied.

Most traditional and deep MVC methods usually operate in cen-
tralized environments [41], which is difficult to handle data privacy
leakage and data isolation issues. Although some distributed MVC
methods [6, 18] have been proposed and can be applied in dis-
tributed environments, they are not suitable for addressing the
unique challenges introduced by federated learning, such as fea-
ture heterogeneity and incompleteness of multi-view data across
multiple clients. In this paper, we propose a novel federated deep
multi-view clustering method that can solve the above issues.

2.2 Federated Multi-View Learning

Federated multi-view learning presents effective solutions to the
challenge of multi-view learning in federated environments. It can
be roughly classified into three categories: (1) Some FedMVL meth-
ods [15, 19] extend the federated learning framework to include
multi-view matrix factorization, which involves aggregating or se-
lecting the low-rank matrix for each view on the server. For example,
Flanagan et al. [15] combined multi-view matrix factorization with
a federated learning framework used for personalized recommen-
dations. Huang et al. [19] first considered the issues of high com-
munication costs and proposed an NMF-based federated learning
framework for the multi-view clustering task. (2) Ensemble-based
FedMVL methods, which usually train a single learner locally with
data from each client and exploit the differences among multiple
learners on the server to improve the learning performance. For
instance, Feng et al. [14] proposed a multi-participant multi-class
vertical federated learning framework that trains separate models
for each participant. Che et al. [8] proposed a generic federated
multi-view learning framework that can be applied to both verti-
cal and horizontal multi-view data distributions. (3) Deep learning
techniques are applied to FedMVL, including but not limited to
(a) Deep structured semantic models are used to map users and
items to a shared semantic space within a federated multi-view
setting [17]; (b) DeepMood architecture is used for late fusion in a
federated learning setting at the session level [42].

Although existing FedMVL methods have designed appropriate
frameworks according to the different distributions or character-
istics of multi-view data, most studies have focused on labeled
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data and are not directly applicable to unsupervised multi-view
environments. In addition, all FedMVL methods assume complete
information, but in the real world, not all samples have complete
views due to the data storage and usage of multiple clients. Unlike
previous methods, our method can adapt to unsupervised multi-
view environments and address the issue of incomplete views for
samples. Moreover, we design a mechanism to discover and lever-
age global self-supervision information, which enhances the quality
of the local model for each client and yields a high-quality global
clustering structure on the server.

3 METHODOLOGY
3.1 Problem Setting

In this paper, we propose a novel federated deep multi-view clus-
tering method, which can collaborate multi-view data distributed
across different clients to mine complementary cluster structures,
while addressing data incompleteness and privacy. We focus on the
cross-silo federation learning scenario, where all clients participate
in each round of communication. In a federated multi-view setting,
multi-view data with M views, denoted by X = {Xl, X2, .. XM },
are distributed among M silos. For client m, its data are represented
as X € RNmXDm where D, is the dimensionality of samples in
the m-th view and Ny, is the number of samples in the m-th client,
m = 1,..., M. It should be noted that there are differences in the
number of samples, sample features and clustering distribution of
each client, but there are also some overlapping samples among
clients. In this scenario, we clarify two goals:

Global goal. It is expected to obtain a high-quality global clus-
tering structure on the server that is comparable in performance to
a model trained on centralized data collected from clients.

Local goal. It is expected to improve the clustering performance
of each client by considering global information, resulting in bet-
ter performance than the model trained with each client’s data
independently.

3.2 Local Training

We construct a local model for each client using the same approach
and enhance it by considering the global prototypes C and global
pseudo-labels P obtained from the server. We analyze the local
training process for client m as follows.

Deep autoencoder has been widely employed in various unsu-
pervised environments owing to their ability to effectively capture
the essential features of the data [13, 24, 47]. Therefore, we utilize
an autoencoder to project the client’s data into a low-dimensional
space, preserving the privacy of the original data while capturing
informative latent features for clustering. The proposed method
can be expressed by minimizing the following reconstruction loss:

£ =X g @2 = 3 [ - Do (g )
i=1

where Z™ denotes the low-dimensional feature embedding of client
m, Egm and Dgm denote its encoder and decoder networks, respec-

tively. The encoder is Egm (X™; ™) : X™ € RNmXDp y 7m ¢
RNmXdm and the decoder is Dgm (Z™;0™) : Z™ € RNm*dm
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Figure 2: The framework of FedDMVC. It contains a server and M clients. (1) Server: the server aggregates information uploaded
by the clients and proposes sample alignment and data extension. After that, the server proceeds to construct global features Z,
obtain global pseudo-labels P, and explore the complementary cluster structures among multiple views. (2) Clients: For client
m, we utilize the global self-supervised information and deep autoencoders to learn view-specific cluster assignments Q" and
embedded features Z™, which are then uploaded to the server for refining the global self-supervised information.

m ¢ RNmXDm where dp, is the dimensionality of embedded fea-
tures, ¢"" and 0™ are learnable parameters of autoencoder network.
Inspired by popular single-view deep clustering methods [16, 37],
we use a parameterized mapping My, (Z™;U™): Z™ € RNmXdm
Q™ € RNVmXK 0 obtain soft cluster assignments Q™, where K is
the number of categories to be clustered. Concretely,

(o)
i (1o o)

is the probability that the embedded feature z["

signed to the j-th cluster, U™ = [ uf ;u2 J.au K] € RKXd'" repre-
sent the learnable parameters, can be initialized with the global
prototypes C.

For client m, we can convert the global pseudo-labels P to su-
pervised information P™ on that client by a mapping %, (P): P €
RN*K RNm>XK swhere N represents the total number of
samples on all clients. Furthermore, the clustering loss between the
pseudo-labels P™ and its own cluster assignment distribution Q"
is optimized:

m _
ij =

€ Q™ @

where q is as-

— P e

Nm

K
pij
LI =Dgr (P™ Q™) =D > plilog ’,ﬁ. 3)
i=1 j=1 lJ
So, the total loss of client m consists of two parts:
L7 =L +y L )

—
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where y is a trade-off coefficient between the clustering and recon-
struction losses. The reconstruction loss £]” ensures the represen-
tation capability of the embedded features to the client’s original
data. Optimizing the clustering loss L] will make the distribution
of Q™ sharper and mine complementary information from other
clients by minimizing the KL divergence between Q" and P™.

3.3 Global Training

In our framework, to facilitate information flow, each client uploads
its embedded features and cluster assignments to the server. The
server plays a critical role in discovering global self-supervised in-
formation, achieving high-quality global clustering, and addressing
the challenges of feature heterogeneity and incomplete information
in multi-view data by utilizing sample alignment and data extension
techniques.

After receiving the cluster assignments from each client, the
server averages them to obtain the global cluster assignments:

M
Q=) Qmam ()
m=1

where Q € RN*K 1t is worth noting that the clusters represented

by Q™ in each client do not necessarily correspond to each other.
1

Therefore, we denote /" = argmax; qg?, qZ? € Q™ and then treat [

as an anchor to modify I™ on the remaining clients by minimizing
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the following matching formula:
r;’l’irp M™TA™
. ©)
st A™ (Am) =Ig,

where A™ is a boolean matrix used to adjust the arrangement of Q™
and M™ € RKXK denotes the cost matrix. M™ = max; ; th‘ -M™
and rh:'] = ij:lué [I,T = i] ¥ [1,11 = j], where ¥[-] represents the
indicator function. The optimization of Eq. (6) is performed using
the Hungarian algorithm [20].

After receiving the embedded features uploaded by each client,
the server concatenates them to generate the global features:

z=|z\. 22 ...,ZM] e RNXZnydm )

On the server, we employ an indicator matrix H € {0, 1}V*M,
where hjy,, € H, hj = 1 denotes client m has data for the i-th
sample, and otherwise h;;, = 0. Moreover, we denote Z = [Z¢; Zy].
For each z; € Z, if there exists Z%:l him = M, then z; € Z¢;
otherwise z; € Zj.

By leveraging the overlapping samples across clients, we can
obtain the global prototypes C using the following objective:

K
mcin||Zc—C||f7 = mirlg Z Z”z,——le

CjSj=12;€Zc j=1

®

2
2

where C € RKXZ?n/Izl dm and cj [c}, c?, - cjw] The global pro-
totypes represent the shared common pattern among samples be-
longing to the same cluster, obtained by aligning the overlapping
client samples.

To extract view-specific patterns W from each client’s data, we
utilize the following optimization:

in||Zc - WOC||2
rr‘l)lvnll c QCll
min Z

M
{Wm}mzl Z; EZC m=

M

©

Iz~ wmaic™ [
1

where q; € Q. We can leverage information from the global proto-
types C, global cluster assignments Q, and view-specific patterns
W to impute the unavailable embedded features z[". Specifically,
QC and W impute the unavailable embedded features from the per-
spective of sample commonality and view versatility, respectively.
In this case, when h;m = 0 for 2", the calculation is as follows:

(10)

By starting with the global common structure, z]* combines
the common characteristics of samples with the versatile features
of views, resulting in effective data extension. This imputation
method enables the utilization of shared information and partially
overlapping parts of samples among various clients, facilitating the
mining of more accurate global pseudo-labels P later.

We concatenate the embedded features uploaded by each client
with the features obtained by expanding the data in Eq. (10) to
update global features Z = [Z¢; Zy]. Then we adopt K-means [27]
on the global features to obtain the global clustering structure and

Z;n = quiCm SWAR
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Algorithm 1 Federated Deep Multi-View Clustering (FedDMVC)

Input: Data with M views X = {Xl,Xz, e XM}, which are dis-
tributed on M local silos, number of clusters K, Epoch E.
Output: Global clustering predictions.
1: while not reaching E epochs do
2: for m = 1to M do in parallel

3 if E == 1 then
4 Get 0™, ¢™, and U™ by pretraining autoencoder.
5 else
6: Update U™ by global prototypes C.
7: while not reach the maximum iterations T; do
8 Optimize the total loss function by Eq. (4).
9: end while
10: end if
11: Upload Z™ and Q™ to the server.
12: end for
13: Update global cluster assignments Q by Egs. (5)-(6).
14: Obtain global prototypes C by Eq. (8).
15: while not reach the maximum iterations T, do
16: Impute the unavailable embedded features by Eq. (9).
17: end while
18: Update global features Z by Eq. (10).
19: Obtain global pseudo-labels P by Egs. (11)-(13).
20: Distribute C and P to each client.

21: end while
22: Calculate the clustering predictions by Eq. (14).

calculate the cluster centroids:

N

X 2
2 2 Nl =il

i=1 j=1

min
€1,€2,...,CK

(11)

After that, we can use the Student’s ¢-distribution to measure the
similarity between global features and cluster centroids as follows:

(el el)”

5 (14— efF)

(12)

In this way, the confidence s;; is high when z; is closer to cj. We
use the function &(S) to enhance the confidence and obtain the
global pseudo-labels P:

(Sij/Zj Sij)2
5 (su/501)

pij =E(si) = ep (13)

Furthermore, the global clustering predictions are calculated by

y; = arg m]ax (pij) - (14)
In summary, the server effectively utilizes the information uploaded
by clients to mine global prototypes and global pseudo-labels based
on sample commonality and view versatility, and discovers a clear
global clustering structure.
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3.4 Optimization

Algorithm 1 provides a detailed description of the optimization
procedure, which comprises two main parts: the clients and the
server. The clients are responsible for parallel training of the local
model. In the first round, they perform pretraining of the autoen-
coder. In the following rounds, they use the global self-supervision
information discovered by the server to enhance the quality of
their local models. The server aligns and imputes the unavailable
embedded features, utilizing the information uploaded by clients
to address the issue of incomplete sample overlap. In addition, the
server discovers the global prototypes and global pseudo-labels
from the global features, and obtains global clustering predictions.
Clients and the server alternately iterate through E epochs.

Complexity Analysis. Suppose K, M, and N represent the num-
ber of clusters, clients and total samples, respectively. Let H denote
the maximum number of neurons in autoencoders’ hidden layers, W
denote the maximum number of hidden neurons in the network on
the server, and Z denote the maximum dimensionality of embedded
features. Generally N > V, K, M holds. In Algorithm 1, for client
m, the complexities to optimize Eq. (1) and Eq. (2) are O(NH?) and
O(NZK), respectively. For server, the complexities to optimize Eq.
(6) and Eq. (9) are O(MK> + NMK) and O(NW), respectively, while
the complexity to optimize Eq. (11) is O(NMZK). In conclusion, the
total complexity of our algorithm is O(NH? + NMZK + MK>+NW)
in each iteration, which is linear to the data size N.

4 EXPERIMENT
4.1 Experimental Settings

Datasets. Our experiments are carried out on four widely used
datasets. Specifically, Reuters [2] contains 1200 articles in 6 cat-
egories, with each article written in five different languages and
treated as five separate text views. Scene [12] includes 4,485 scene
images in 15 classes with three views. Handwritten Numerals
(HW)! contains 2000 samples in 10 categories corresponding to
numerals 0-9, each constituted by the six visual views. Fashion-
MV [36] contains images from 10 categories, where we treat six
different styles of one object as six views, to better simulate the
federated learning environment with six clients.

Note that in our federated setting, multiple views of these datasets
are distributed among different clients and are isolated from each
other. In addition, to evaluate the effectiveness of our method in
handling incomplete multi-view data, we randomly remove some
samples from arbitrary views, resulting in the incomplete dataset,
following [43]. Also, we define the sample overlapping rate § = m/n
among clients, where n is the size of the dataset and m is the number
of samples with fully overlapping views for all clients.

Comparing Methods. We select several pertinent algorithms to
serve as comparison methods. Since our method is essentially dis-
tributed, we include two distributed multi-view clustering methods
as comparison methods, i.e., RMKMC [6] and CaMVC [18]. Like-
wise, our method can be applied to IMVC for handling incomplete
multi-view data. We compare our method with five state-of-the-art

!https://archive.ics.uci.edu/ml/datasets.php
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IMVC methods, i.e., CDIMC-net [34], GIMC-FLSD [35], HCP-IMSC
[23], IMVC-CBG [32] and DSIMVC [31].

For fair comparisons, we conduct FedDMVC and baselines un-
der two settings, i.e., § = 0.5 (denoted by Partially) and § = 1
(denoted by Fully). As the first two baselines are unable to handle
partially overlapping data directly, we preprocess them by filling
the incomplete parts with the mean value of the entire view.

Evaluation Metrics. We evaluate the clustering effectiveness
using three metrics: clustering accuracy (ACC), normalized mutual
information (NMI), and adjusted rand index (ARI). A higher value
for each metric indicates better clustering performance.

4.2 Clustering Results

Table 1 shows the quantitative comparison of FedDMVC and base-
line models in the Partially and Fully scenarios. Due to the high
algorithmic complexity, HCP-IMSC was unable to be executed on
the Fashion-MV dataset. From Table 1, we can observe that the
proposed method outperforms all baseline models for different sce-
narios on all datasets. Compared with the second-best methods
CDIMC-net, GIMC-FLSD and DSIMVC, FedDMVC has considerable
improvements especially on Reuters, Scene and HW. The results
demonstrate that our method is effective in handling both complete
and incomplete information, while ensuring data privacy in a fed-
erated setting. Particularly in handling incomplete information, the
superior performance of FedDMVC validates the effectiveness of
our proposed strategy of utilizing sample commonality and view
versatility for data extension.

To further investigate the robustness of our proposed method,
we conduct experiments on Reuters with overlapping rates varying
from 0.1 to 1 with an interval of 0.1. As shown in Figure 3, our
FedDMVC significantly outperforms the baseline methods across
all overlapping rates. Moreover, the performance of FedDMVC
shows substantial improvement with increasing overlapping rates.
The results indicate that FedDMVC is robust to varying degrees
of sample overlapping across clients. Additionally, FedDMVC can
effectively estimate the data distribution by leveraging available
information, even when the overlapping rate is low.

4.3 Model Analysis

Ablation Study in Each Client’s Local Model. To further val-
idate the effectiveness of the global information included in our
proposed method on the local models of each client, we conduct an
ablation study, as shown in Figure 4. The figure depicts different
scenarios, with different colored lines representing each scenario.
The label "w/0" denotes the absence of global information in the
method. If the client does not consider any global information, it is
equivalent to using autoencoder to extract the embedded features of
its own raw data and then performing local clustering. If the client
does not consider the global pseudo-labels P, it corresponds to only
using Eq. (1) for optimization. If the client does not consider the
global prototype C, it means that the client uses Eq. (4) for optimiza-
tion but still updates the clustering mapping using local centroids.
The results indicate that incorporating both global pseudo-labels P
and global prototypes C is advantageous for improving local clus-
tering performance. Furthermore, it is observed that P has a greater
influence on optimizing the local clustering structure than C.
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Table 1: Experiments on four datasets. The best result in each column is shown in bold and the second-best is underlined.

Reuters Scene HW Fashion-MV
Overlapping  Methods ACC NMI ARl ACC NMI ARl ACC NMI ARl ACC NMI ARI
RMKMC [6] 0324 0178 0054 0276 0252 0118 0648 0628 0508 0550 0.654 0.467
CaMVC [18] 0313 0171 0056 0296 0293 0147 0730 0673 0585 0501 0582 0.391

CDIMC-net [34] 0.179 0.040 0.001 0306 0.319 0.153 0798 0.820 0.736 0.604 0.701  0.522
GIMC-FLSD [35] 0.473 0.274 0.202 0300 0.264 0.135 0.242 0.163 0.033 0.709 0.738 0.603

Partiall
ataly  HCpIMSC[23] 0438 0261 0.178 0325 0273 0143 0809 0778 0719 - - -
IMVC-CBG [32]  0.364 0.213 0.088 0268 0270 0.144 0471 0473 0237 0.468 0439 0.202
DSIMVC [31] 0421 0256 0.187 0278 0304 0.145 0762 0736 0650 0.800 0.801 0.665
FedDMVC (ours) 0.566 0.299 0.249 0.393 0.343 0.225 0.893 0.824 0.790 0.820 0.785 0.690
RMKMC [6] 0384 0244 0148 0407 0406 0230 0741 0739 0.636 0532 0737 0556
CaMVC [18] 0395 0261 0166 0370 0368 0203 0769 0766 0.684 0500 0.687 0510
CDIMC-net [34] 0356 0.164 0.092 0387 0.407 0.193 0.845 0901 0.826 0.696 0.801 0.642
Pl GIMC-FLSD [35] 0475 0.287 0.205 0347 0370 0.186 0422 0474 0298 0787 0.827 0.729
Y HCP-IMSC [23]  0.418 0251 0.166 0380 0330 0.183 0.826 0793 0743 - - -
IMVC-CBG [32] 0460 0.289 0.156 0300 0316 0.164 0604 0.618 0480 0585 0594  0.426
DSIMVC [31] 0434 0272 0204 0284 0322 0152 0817 0792 0735 0905 0.915 0.853
FedDMVC (ours) 0.655 0.419 0.364 0.451 0.429 0.280 0.965 0.925 00924 0.925 0904 0.856
RMKMC CaMVC CDIMC-net GIMC-FLSD HCP-IMSC IMVC-CBG DSIMVC Qurs
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Figure 3: Performance analysis on Reuters with different overlapping rates.
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Figure 4: Global information ablation experiments for each client on four datasets with the overlapping rate of 0.5.
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Table 2: Ablation experiments of the data extension process on the server on four datasets with the overlapping rate of 0.5.

Reuters Scene HW Fashion-MV
Variants ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI
(A) | w/o QC & W | 03375 0.1138  0.0831 0.2415 0.1968 0.0949 | 0.4910 0.3741 0.2752 | 0.3322 0.3312 0.1974
(B) w/o W 0.5550 0.2945 0.2474 | 0.3426 0.3046 0.1701 | 0.8305 0.7979 0.7510 | 0.7058 0.7623 0.6214
©) FedDMVC 0.5658 0.2993 0.2494 | 0.3927 0.3426 0.2248 | 0.8928 0.8071 0.7899 | 0.8203 0.7848 0.6900

Variants of Data Extension Process on the Server. To further
verify the effectiveness of our proposed method’s data extension
process on the server, we conduct ablation studies on Eq. (8) and
Eq. (9). Table 2 shows the global clustering results with different
variants included. Similarly, w/o represents that the variants are
not included in the method. (A) represents not using any strategy to
impute unavailable embedded features. In this case, we directly use
the global clustering distribution Q obtained from Eq. (5) to obtain
global information and global clustering structure. (B) considers the
commonality of all samples, but lacks estimates of different views
from different clients. The results analysis shows that (B) outper-
forms (A), indicating that QC estimates sample commonality and
is representative of some data features. (C) consists of the complete
components of our method and outperforms (B). By considering
sample commonality and view versatility, we achieve high-quality
data extension and obtain a clear global clustering structure.

1.0

=&= Client 1
== Client 2
=@ Client 3
== Client 4
=== Client 5
Client 6

0.9

0.8

ACC

0.7

0.6

0.5

10! 100 10° 102 10°

Trade-off Coefficient y

102 102

Figure 5: ACC with different y on HW when § = 0.5.

Parameter Analysis. Throughout the training process of each
client, the loss function defined in Eq. (4) incorporates a trade-off
coefficient parameter, y, which serves to balance the clustering and
reconstruction losses. Here we test the sensitivity of this parameter
by varying y from [10_3, 1072,..., 103]. As shown in Figure 5, the
y range between [10_1, 102] is found to be robust for each client
in FedDMVC. This indicates that each client needs to consider
both losses to achieve a better clustering structure, and highlights
the importance of considering global information. Without loss of
generality, we set y = 0.1 for all datasets in our experiments.

Attributes of Federated Learning. To explore the heterogene-
ity of sample sizes among clients in federated learning, we introduce
Dirichlet distribution when constructing incomplete datasets. A
smaller Dirichlet parameter « leads to more heterogeneous splits,
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Figure 6: Sensitivity to imbalanced sample sizes among
clients on four datasets with the overlapping rate of 0.5.

resulting in highly imbalanced sample sizes among clients. Fig-
ure 6 illustrates three levels of heterogeneity by setting a to 1072
(high), 10° (moderate), and 10? (none) on four datasets. The results
show that FedDMVC performs well even in highly heterogeneous
scenarios, with only a slight decrease in performance.

5 CONCLUSION

In this paper, we propose a novel federated deep multi-view clus-
tering method, which can collaborate multi-view data stored in
different clients to mine complementary cluster structures. Firstly,
we construct global self-supervised information on the server and
explore complementary cluster structures across multiple views
from multiple clients. Furthermore, we propose sample alignment
and data extension to impute incomplete data based on sample
commonality and view versatility. More importantly, the process of
discovering and utilizing global self-supervised information enables
the flow and sharing of information across clients in a privacy-
preserving manner. Numerous experiments demonstrate that our
method outperforms centralized methods that cannot protect data
privacy, demonstrating the effectiveness of our proposed method.
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