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ABSTRACT

Faced with over 100M open source projects, a more manageable

small subset is needed for most empirical investigations. Over

half of the research papers in leading venues investigated �ltering

projects by some measure of popularity with explicit or implicit

arguments that unpopular projects are not of interest, may not even

represent “real” software projects, or that less popular projects are

not worthy of study. However, such �ltering may have enormous

e�ects on the results of the studies if and precisely because the

sought-out response or prediction is in any way related to the

�ltering criteria.

This paper exempli�es the impact of this common practice on

research outcomes, speci�cally how �ltering of software projects

on GitHub based on inherent characteristics a�ects the assessment

of their popularity. Using a dataset of over 100,000 repositories, we

used multiple regression to model the number of stars –a commonly

used proxy for popularity– based on factors such as the number of

commits, the duration of the project, the number of authors and the

number of core developers. Our control model included the entire

dataset, while a second �ltered model considered only projects

with ten or more authors. The results indicated that while certain

characteristics of the repository consistently predict popularity,

the �ltering process signi�cantly alters the relationships between

these characteristics and the response. We found that the number

of commits exhibited a positive correlation with popularity in the

control sample but showed a negative correlation in the �ltered

sample. These �ndings highlight the potential biases introduced by

data �ltering and emphasize the need for careful sample selection in

empirical research of mining software repositories. We recommend

that empirical work should either analyze complete datasets such

as World of Code, or employ strati�ed random sampling from a

complete dataset to ensure that �ltering is not biasing the results.
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1 INTRODUCTION

Volumes of public data that could be extracted from open source

projects that use version control and issue tracking systems have

been widely exploited by research that seeks to better understand

software development projects. Such studies increasingly use a

large collection of projects to achieve some generality of the results.

As it is extremely di�cult to collect these data from all OSS projects,

most research focuses on selecting a manageable subset of projects

from the largest “forge”, GitHub. Once projects are selected accord-

ing to some criteria, data of these projects are extracted, cleaned,

and analyzed to identify a relationship between some predictors

and outcomes investigated in speci�c research [8, 12, 26]. In fact, in

more than half of the cases of such analysis obtained from leading

conferences, the projects were selected based on some measure

of popularity. Another study [7], investigated methods used in 93

publications that analyzed the mining of GitHub repositories with

respect to reported methods, datasets, and limitations and found nu-

merous issues with the dataset collection process and size and poor

sampling techniques. The authors of [4] �ltered the top 2500 public

repositories on GitHub with high stars. The goal of this restriction

was to concentrate on the peculiarities of the widely used GitHub

systems and the di�culties that come with human examination.

The “star” ratings are a static representation of the community’s

preferences at a certain moment in time (namely, the past) rather

than current choices. It also does not show which packages are used

the most or which are growing or losing popularity. In [13, 25], the

authors proposed ranking the code and �ltering the repositories

based on the entity of the code and its usage. This approach is

based on ∼12,000 Java projects �ltered by the presence of source

code, resulting in the database consisting of 4600 repositories. Such

�ltering can surely exclude projects that are widely used and safe-

guards against phishing, intentional code spoo�ng, among others.

Along the same line [1], the authors performed a �ltering based on

the static snapshot of code repositories based on one-time usage,



WSESE 2024, 2024, Lisbon, Portugal Addi Malviya-Thakur and Audris Mockus

resulting in more than 200K �ltered code bases. In [22], the authors

illustrated the relationship between popularity and security level

based on the top 20 widely used Java libraries. The �ltering was

based on usage rather than on more elaborate and �ner-grained

experiments. Research has shown that in open source software

projects, factors like the number of branches, open issues, and con-

tributors signi�cantly in�uence popularity, with each factor having

a large e�ect size [9]. Another study indicates that the number of

followers and aspects such as programming language and commits

by others at the time of newcomer joining are crucial for long-term

contributor retention, highlighting these as top features in various

time intervals [3]. Several research studies have highlighted the

use of collaborative �ltering as a way to identify key repositories to

examine a multitude of scienti�c problems [5, 16, 24]. Such studies

clearly raise the problem of trust, reproducibility, and validation

resulting from incomplete data samples through heuristic �ltering

of open source repositories.

Authors in [6] identify the use of small data sets, poor sampling

techniques and hard to replicate methodologies, while authors

of [19] recognize that contemporary �ltering methods may be in-

su�cient means of identifying “real” software projects and trie

to use machine learning models that rely on various repository

statistics to identify “real” software projects. In particular, while

our proposed work focuses on the methodological robustness of

sampling strategies over time, [19] o�ers a practical tool for �lter-

ing engineered projects in large software repositories. Thus, [19]

and our proposed work address limitations in current research

practices but from di�erent angles: one through methodological

improvement and the other through a technical solution.

In summary, some measure of popularity or project activity is

often used to �lter out projects that are below certain thresholds

for that measure or for prediction probability (in the case of ML

models). As a result, many software projects are excluded from

the subsequent analysis based on �ltering criteria, resulting in the

so-called “missing data”.

Missing data, if not handled properly, distorts statistical results

and degrades the prediction of machine learning methods. Filtering

removes the response and all independent variables, while tradi-

tional missing data techniques are typically used when at least one

of the predictors is present and uses imputation and/or weighting

techniques to �ll in missing values [14, 17]. The three types of miss-

ing data [14] are MCAR or “missing completely at random”, MAR

or “Missing at random,” and MNAR or “missing not at random.”

Filtering would result in MCAR if the distribution of the response

is independent of the �ltering criteria, a quite unlikely scenario

in most cases. The advantage of MCAR is that the analysis on the

�ltered data would be valid. Fortunately, the analysis would be

valid even in MAR cases, which require that the missingness be

conditionally independent given the observed variables, i.e., the

fact that a value is missing depends only on the observed values.

Since �ltering excludes all values, subsequent analysis is equiva-

lent to the listwise-deletion technique (i.e., when data rows with

any missing values are excluded). It yields correct results only if

the �ltering criteria are completely unrelated to the response: an

extremely unlikely scenario.

For example, if we predict the number of stars, and the likelihood

that the number of stars is missing depends only on the number of

authors, we need to include the number of authors in a regression

model and impute the missing values for the number of stars to

get valid results. Filtering, unfortunately, excludes entire data rows

where the number of authors is low, hence any subsequent analysis

would be invalid. MCAR assumption would not apply, because

the probability that a value is missing depends on the number

of authors. However, if we do not have the number of authors

(in case of �ltering) or simply do not include it in our estimation

model, then even the MAR assumption is not satis�ed. Such case

is referred to as data not missing at random (MNAR). The MNAR

data can be made to satisfy the MAR assumption if variables that

characterize situations when a value is missing are added. Therefore,

it is important to add variables that might predict the missing value

mechanism to the dataset. With �ltered data that is not possible.

In this study, we illustrate the often overlooked issue of missing

data arising when software projects are �ltered out of research

datasets. We demonstrate the signi�cant impact this can have on

research outcomes, particularly through a case study that models

the popularity of software projects.

Our recommended approach to solving this problem involves

either using the full data when possible (research infrastructure

such as World of Code [15] and archival collections such as Soft-

ware Heritage [23] make complete datasets much easier to access)

or the use of a strati�ed sampling technique [20] from the above-

mentioned resources to e�ectively reduces the risk of bias, ensuring

that the empirical �ndings remain representative despite excluded

(missing) data. Our proposed use of strati�ed sampling might help

addresses the concerns highlighted in [2], which emphasizes the

rarity of representative sampling in software engineering research,

proposing a solution that contributes to resolving the �eld’s gen-

eralizability crisis. The key idea of the strati�ed sampling is that

di�erent populations (strata) of projects may have di�erent prop-

erties based on certain criteria, for example, the mechanism that

gets a single-author project many stars may be di�erent from one

for projects with thousands of contributors. Instead of getting data

on all projects, a random sample is selected for each strata and

then the results are extrapolated to the entire population. A simple

random sampling would also work, but it would require a much

larger sample size for the same variance of the desired estimates,

e.g., a very large random sample is needed to include at least some

of the very large (and extremely rare) projects.

First, we explained how �ltering is related to missing data and

how analysis on �ltered data is equivalent to listwise deletion tech-

nique. Second, we provide an actual example based on a very large

real dataset that demonstrates that �ltering may completely change

the conclusions. Third, we illustrate how strati�ed sampling could

be applied to manage the scale of the analysis yet yield representa-

tive results.

We draw data from a collection of open source version control

repositories that attempts to approximate the complete universe

of open source software, World of Code (WoC) [15], in order to

be able to draw a truly random sample and compare it with �lter-

ing approaches commonly used in empirical software engineering

research.

The remainder of the paper introduces an illustrative example

in Section 2, discusses limitations in Section 3, discusses strati�ed

sampling in Section 3, and concludes in Section 6.
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All data and code used in this study are publicly available in the

replication package links: https://zenodo.org/records/10516681 and

https://github.com/woc-hack/Assignments/

2 ILLUSTRATIVE EXAMPLE

This section illustrates the problem of changes in the rating result-

ing from missing and �ltering the repositories based on certain

attributes. To model the rating of software repositories and mea-

sure what causes the ratings to change, we rely on key inherent

characteristics of the repositories and model these quantities to

understand what causes some projects to have more stars than

others.

2.1 Problem statement

We would like to explain the popularity of a GitHub repository by

various other attributes. Our primary hypothesis is that repositories

with more activity, more authors, and those that have been around

for a longer time will be more popular. To operationalize these

concepts, we use the number of stars as a measure of popularity,

the number of commits as a measure of activity, the time since the

repository was created as duration, and the number of individuals

who committed code to the repository as the number of authors.

For simplicity, we used linear regression to model the number

of stars, and the following sections describe precise ways in which

measures were obtained and the sample was �ltered.

Data Extraction. Since its inception, Free/Libre and open-source

software (FLOSS) has dramatically impacted the software commu-

nity and ecosystem. FLOSS is free software and open source soft-

ware, so anyone can freely use, copy, study, and change the software

in any way. World of code (WoC) has enabled research on the global

properties of FLOSS [15]. The WoC collection of software reposito-

ries contains authors, projects, commits, blobs, dependencies, and a

history of the FLOSS ecosystems. These data are updated regularly

and contain billions of git objects. We will use WoC’s extensive

and frequently updated version control commit data collection of

the entire FLOSS ecosystems for this study. WoC APIs are used to

fetch and process data related to FLOSS repositories. We extract

several attributes of repositories’ to develop the ranking/popularity

rating mechanism. To baseline the analysis and develop a control

dataset, we have extracted more than 100K repositories containing

the following attributes about each repository.

• project id (p)

• the starting date (fr)

• project number of stars (ns)

• the project duration (dur)

• number of authors (na)

• number of commits (nc)

• number of Core Developers (nCore)

• number of commits by Top Developers (nc1)

Please note that the quantities obtained are highly skewed; hence

we do a log transform to make it more suitable for linear regres-

sion. Next, we begin by performing a correlation analysis on the

extracted data to estimate the relationship among the attributes

of the repositories. Understanding the correlations among the pre-

dictors informs the interpretation of the results of the model. To

Table 1: Correlation analysis based on collected data and

analysis results using Spearman correlation method.

ns dur na nc nCore nc1

ns 1.00 0.26 0.16 0.17 0.08 0.15

dur 0.26 1.00 0.14 0.25 0.06 0.16

na 0.16 0.14 1.00 0.28 0.70 0.06

nc 0.17 0.25 0.28 1.00 0.16 0.89

nCore 0.08 0.06 0.70 0.16 1.00 -0.10

nc1 0.15 0.16 0.06 0.89 -0.10 1.00

simplify the interpretation, we typically want to leave only one of

the highly correlated predictors in the model [18].

Correlation Analysis. We begin with a correlation analysis of the

independent variables extracted for the repositories to measure the

strength of the linear relationship. This allows us to determine how

much one variable changes due to the change in the other. A high

correlation indicates a strong association between the two variables,

whereas a low correlation indicates a poor relationship between

the variables. We have used Spearman’s correlation for this study.

The results of the analysis shown in Table 1 illustrate a strong

correlation between the number of authors and number of core

developers, and the second between the number of commits and the

number of commits by the top developers, This conclusion would

help us to understand the interdependence of random variables in

a large data set of the repository. Next, we de�ne our approach

to calculate the popularity as a function of the repository’s set of

independent variables.

In this section, we demonstrate how �ltering can alter the cal-

culation of the popularity rating of open source repositories. The

meaning and calculation of the popularity vary based on the un-

derlying formulation and the de�nition of the popularity itself. For

example, some studies de�ne popularity as the download of soft-

ware among the practitioner community. In comparison, some use

developer activities as a function of assigning popularity to open

source repositories [25]. Others have used HITS-based in�uence

analysis on graphs that represent the star relationship between

Github users and repositories [10], among others [4, 11, 22]. How-

ever, whatever de�nition entails, we demonstrate how a chosen

well-de�ned popularity rating of software can change when a vary-

ing number of repositories are studied.

Popularity rating. The software repository rating is measured as

a linear combination of log of duration (ldur), number of com-

mits (lnc), number of authors (lna), and number of core developers

(lncore). We begin by de�ning a plausible rating de�nition as a com-

bination of several repository attributes. Then we show whether

such a set of attributes is a reliable mechanism to estimate the

ratings. We propose the use of these attributes to estimate the rat-

ings/rankings of repositories. However, in doing so, we also demon-

strate the argument that repository ratings can vary as we modify

the de�nition and the contribution of repository attributes in cal-

culating the ratings. That said, let us assume we de�ne multiple

linear regression as follows,
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Table 2: MLR with random control sample of 100K reposito-

ries

Attribute Estimate Std. error t-value Pr(>|t|)

ldur 0.155 0.0046 33.600 <2e-16

lnc 0.023 0.0070 3.100 0.0019

lna 0.795 0.0240 32.800 <2e-16

lnCore -0.564 0.0350 -16.126 <2e-16

;<(;=B ∼ ;3DA + ;=2 + ;=0 + ;�>A4, 30C0 = I0)

To determine the repository popularity rating, we employ multi-

ple regression, is a statistical technique for predicting the outcome

of a response variable by combining several explanatory variables.

The linear relationship between explanatory (independent) and

response (dependent) variables is represented using multiple linear

regression.

Multiple regression is essentially an extension of ordinary least-

squares regression because it uses more than one explanatory vari-

able. We utilize this method to calculate the popularity rating using

a linear combination of the attributes mentioned above. In addi-

tion, the relationship between many independent criteria and the

calculation of the dependent popularity rating is investigated.

After each of the independent factors has been determined to

predict the dependent attribute, the information on the numerous

attributes can be used to provide an accurate prognosis on the level

of e�ect they have on the outcome of the popularity rating. Next, we

begin with an un�ltered random sample of repositories that serves

as a control (baseline) for the repository ranking. Then, we show

how �ltered out or missing repositories from this control sample

can alter the rating calculation as the estimates of the independent

variables change. This illustrates that changes in �ltering result in

a change in the outcomes of the analysis.

Control Sample. We begin with the creation of a control sample of

100k repositories to serve as the baseline estimate for the indepen-

dent variables contributing to the ranking of the repository. The

control data will remain unchanged throughout the experiment. It

will be used as a reference and for comparison with other �lters

that induce missing data and evaluate potential changes in the

dependent variables. We test whether the independent variables

(predictors) that include log of duration (ldur), log of number of

commits (lnc), log of number of authors (lna), and log of number

of core developers (lncore) go from positive (or reverse) on the

dependent variable (project number of stars (ns)).

We show the results of the multiple regression analysis of control

data in Table 2. The commits made by the developers (lnc) has an

estimated value of 0.0232. Next, we examine the e�ect of �ltering

by the number of authors (lna).

Projects with 10+ authors. To illustrate by how much the �ltering

may alter the results, we select a sample by �ltering the list of

repositories containing at least 10+ authors or more. Since the

number of stars is our response variable, any �ltering by the number

of stars would immediately bias the results. Instead, we �lter by

one of the predictors: the number of authors. Since the number of

authors is included as a predictor in the model, it should not a�ect

Table 3: MLR results for more than ten authors

Attribute Estimate Std. error t-value Pr(>|t|)

ldur 0.57 0.08 6.98 2.01e-11 ***

lnc -0.52 0.11 -4.55 7.93e-06 ***

lna 3.55 0.38 9.4 <2e-16 ***

lnCore -2.74 0.32 -8.66 3.32e-16 ***

the modeled relationship between the number of authors and the

number of stars, but �ltering is equivalent to listwise-deletion and

for the analysis to be valid an MCAR assumption needs to hold

(and it does not).

Next, we estimate the popularity ratings through the indepen-

dent variables (;<(;=B ∼ ;3DA + ;=2 + ;=0 + ;�>A4)). The results of

this are shown in Table 3. These results show that the number of

commits has a negative in�uence when we �lter the repositories

by the number of authors. Note that the estimated value of log

of the number of commits (lnc) in the control dataset results is

positive, while the estimated value of lnc in this case for �ltered

repositories with 10+ authors became negative. This dichotomy in

results further underscores the crucial point that even when the

criteria for data exclusion, such as instances of missing data, are

integrated as predictive variables in the analysis, the process of

�ltering can substantially alter the outcomes of empirical studies.

2.2 Proposed solution

We propose a practical solution for the classi�cation and selection

of open source software using strati�ed sampling. This approach

involves dividing software projects into distinct groups before sam-

pling, ensuring that various project types are represented. It ad-

dresses some issues like biases from unmeasured factors and miss-

ing data, common in software analyses. By weighting each group

according to its prevalence in the real world, strati�ed sampling

requires a much smaller sample size than a simple random sam-

pling yet allows inference on the overall population. Next section

discusses this in more details.

3 STRATIFIED SAMPLING

The �eld of polling has developed sophisticated sampling tech-

niques that minimize the e�ort needed to obtain a reasonably ac-

curate estimate of the outcome of, for example, an election. Since

systems such as WoC make it easy to collect data for a range of

properties for nearly all software projects, sampling is not tech-

nically needed. But research may still require an e�ort-intensive

calculation of additional predictors or a manual qualitative anal-

ysis. As such, the need for sampling is almost always present. A

simple random sample of even 1000 GitHub repositories would

result in tiny, short-duration, inactive projects. Putting extra e�ort

into obtaining additional measures for such a sample would not

be advisable. However, depending on the hypothesis and likely

relationships in the data, we may develop sampling procedures

that minimize missing-data bias. In all cases, we should not �lter

by the value of the response variable, whether it be popularity,

activity, or team size. Such �ltering would almost certainly intro-

duce a missing not at random situation if we do not measure and
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include in the model *all* variables that a�ect the outcome and

either include all rows (no �ltering) or do a simple random sam-

pling. However, it should be possible to �lter by predictors that

are included in the model assuming that there are no unmeasured

predictors. Unfortunately, commonly used models in software en-

gineering explain a relatively small fraction of the variability in

the response, suggesting that many important predictors are not

measured. The relationships may also vary according to the size of

the predictors, further exacerbating biases introduced by �ltering.

As an approach to avoid the problem of simple random sampling, it

is advisable to carefully design the sampling so that projects with

di�erent values of the characteristics that may a�ect the outcome

are included. If we want to obtain results for the entire population,

we should weight each strata according to its prevalence in the

original population. The e�ects can also be investigated and com-

pared among the di�erent strata and help to obtain more easily and

meaningfully generalizable results.

For example, in our case we may want to sample an equal num-

ber of projects = from the sub-populations of projects with one

to : authors. Suppose that the population size at each : is #: .

Then we can �t a weighted multiple regression where the weights

for the observations representing :-th strata would be #:

=
. Gener-

ally speaking, regression analysis and other inference methods are

somewhat di�erent for strati�ed sampling, see, e.g., [21] and the

details are beyond the scope of this illustration.

Another important question is how to conduct a random or

strati�ed sampling in the �rst place. First, existing research mostly

ignores projects not on GitHub, includingmany important and large

open source projects. Second, studies are restricted on sampling

using GitHub APIs or mostly obsolete and partial public datasets

and have to devise �ltering criteria based on whats available in such

datasets. Fortunately, several e�orts such as Software Heritage [23]

and World of Code [15] spent signi�cant amount of e�ort to collect

nearly complete collection of open source projects from all pub-

lic forges. In fact, World of Code research infrastructure provides

interested researchers with access and training and, among other

features, includes extensive support for random or strati�ed sam-

pling such as numerous summaries of software projects, authors,

and even programming APIs.

4 DISCUSSION

This work focuses on demonstrating the impact of �ltering on

the results obtained in a simple case of linear or logistic regres-

sion. The speci�c example was chosen to be as simple as possible

to avoid many other aspects of statistical analysis that are impor-

tant for obtaining valid conclusions. We tried to illustrate only

the most simple aspects of sampling and did not attempt to cover

more sophisticated and largely unsolved problems, for example,

sampling from large graphs or linking multiple data sources [18].

By selecting features that do not overlap with the �ltering criteria,

our aim is to mitigate the risk of distributional bias. In the future,

we will explore the identi�cation of a set of characteristics that

are demonstrably independent of our �ltering criterion for further

analysis. The regression in an example is not an attempt to show

any causal connection. All variables may conceivably a�ect each

other. Therefore, it is not meaningful to argue whether the number

of authors increases the popularity rating or whether the reverse

may be true. Instead, the model simply shows that the variables are

related in the samples considered. The performance of regression

models can generally be assessed by looking at the signi�cance of

the model coe�cients, the general value of the model '2, and other

diagnostics such as residuals and �t graphs. It is also important to

note that some of the repositories may not even represent software

projects but may be used for other purposes, so it may be important

to exclude such irrelevant cases. However, the retention of legit-

imate software projects should be done in a way that avoids the

biases described here. This may be done as described in Section 3.

5 LESSONS LEARNED

In the course of our demonstration, we’ve learned valuable lessons

that shed light on the intricacies of data �ltering and its implica-

tions for research in open-source software ranking and selection:

Impact of Data Filtering: This study highlights the substantial

in�uence of data �ltering on research outcomes. The act of �ltering

data based on speci�c criteria can have a profound impact on the

relationships between project characteristics and the target vari-

able. This often leads to results that diverge signi�cantly from those

obtained when using un�ltered data.

The Challenge of Missing Data: Another challenge emerges in

the form of "missing data." Filtering projects based on certain crite-

ria can result in incomplete datasets, introducing potential biases

into the analysis. Filtering corresponds to analysis with missing

data when all rows with any missing (�ltered) value are excluded.

We argue that the analysis of �ltered data is valid only when the

�ltering criteria are independent of the response, a condition that

is typically not satis�ed.

Biases in Data Filtering: It is crucial to emphasize that data �lter-

ing should not be contingent on the value of the response variable

(e.g., popularity). Instead, it should be guided by predictors included

in the analysis model, aimed at circumventing the introduction of

biases.

The Role of Strati�ed Sampling: To address issues arising from

data �ltering and missing data, we recommend the adoption of

strati�ed sampling techniques. Strati�ed sampling involves cat-

egorizing software projects into distinct groups before sampling,

ensuring equitable representation across various project types. This

approach enhances the precision and applicability of the research

�ndings.

Prudent Sample Selection: Researchers are advised to exercise

caution when selecting samples for empirical studies involving

software repositories. Thoughtful sample selection plays a pivotal

role in mitigating potential biases introduced by data �ltering.

Ensuring Research Reliability: This study underscores the para-

mount importance of guaranteeing the reliability of research results.

Researchers are encouraged to perform diagnostic tests, use cross-

validation, and consider longitudinal analysis to validate model

assumptions and a�rm the robustness and consistency of their

�ndings over time.

6 CONCLUSION

Sampling strategies play a crucial role in data discovery science,

as the �ndings are drawn from the data captured for analysis. In
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this paper, we illustrate how convenience sampling or �ltering by

various criteria could a�ect the investigated relationship, leading

to very di�erent results, sometimes opposite to what would be

obtained from the un�ltered data. These evaluations help to un-

derstand the robustness of the research results and ensure that the

conclusions drawn from such studies are reliable and representa-

tive of the real world scenarios they intend to model. In the future,

we plan on conducting a longitudinal analysis to see if the results

hold over time. This is particularly important if the ratings change

over time, as it could a�ect the relevance and applicability of the

research �ndings.
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