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ABSTRACT
This paper presents ParaBase, a configurable baseband process-
ing architecture that efficiently handles parallel sample streams
targeting ultra-wide bandwidth inter-satellite optical communica-
tions for the target data rates exceeding 100 Gbps. We propose a
parallelogram-style systolic accelerator, specifically designed for
parallel processing for correlation kernels, preserving the hard-
ware efficiency inherent in the systolic-array architecture. ParaBase
supports end-to-end baseband processing through a set of hetero-
geneous configurable accelerators customized to their respective
parallel processing requirements. It outperforms the SIMD-style ar-
chitecture and surpasses previous baseband processors by ∼7.0× in
terms of energy efficiency for FIR filtering. The overall architecture
reports energy efficiency of up to 2.9 TOPS/W and 121.8 Gbits/J
while supporting a wide range of data rates from 1∼128 Gbps via
fast reconfiguration for various modulation schemes.

CCS CONCEPTS
• Hardware → Digital signal processing.

KEYWORDS
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1 INTRODUCTION
In light of the rapid evolution of optical communication, the need
for ultra-high bandwidth exceeding 100 Gbps has become impera-
tive for emerging applications. Optical communication, especially
Free Space Optics (FSO) has become an enabling technology to
realize high-speed multi-Gbps connectivity between low Earth or-
bit (LEO) satellites. It offers exceptional security and low error
rates, effectively meeting the high bandwidth demands of future
communication systems available anywhere on Earth [1–3].

In a typical communication system, a high-performance proces-
sor is required to perform computationally demanding workloads
in baseband digital signal processing. A recent trend is to utilize
a Software-Defined Radio (SDR) architecture as a programmable
platform to execute these computation-intensive baseband kernels.
Several SDR processor designs have been proposed to demonstrate
the feasibility of programmable datapaths to perform various base-
band workloads with high hardware efficiency. In particular, [4, 5]
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propose custom SIMD execution models to compute in parallel with
low complexity, and [6, 7] propose systolic array architectures to
efficiently handle multiple kernels via programmable datapaths.

FSO inter-satellite communications impose a challenging re-
quirement for SDRs to support data rates beyond 100 Gbps to fully
leverage the ultra-high bandwidth of tens of GHz available to FSO.
This necessitates high-speed baseband processing whose through-
put significantly exceeds what can be attained through a single
sample stream as the processor runs at a clock frequency much lower
than the available bandwidth. It implies that the processor must
concurrently deal with parallel streams of samples within a single
computing clock cycle. This technical challenge was not fully ad-
dressed in prior architectures [5–7] as they were mostly designed
for terrestrial wireless communications with relatively low through-
put (bandwidth), ranging from a few Mega to Giga (G) samples/s.

In this paper, we propose ParaBase, a parallel baseband process-
ing architecture tailored to accommodate parallel sample streams
achieving data rates exceeding 100 Gbps. Our contribution to this
research is twofold. We first propose a correlation accelerator dedi-
cated to processing correlated output streams in parallel. The major
challenge in designing the architecture lies in handling the correla-
tion between adjacent parallel streams to produce parallel output
streams every clock cycle. Therefore, We introduce a novel systolic
architecture capable of effectively managing this parallel-to-parallel
inter-dependency. The proposed accelerator exhibits superior per-
formance (64G complex samples per sec) and energy efficiency
(26.4G complex samples per joule) compared to prior designs.

Secondly, we propose a reconfigurable datapath to support mul-
tiple FSO standards by partitioning the workloads into correlation
and non-correlation kernels, providing dedicated support for each
through heterogeneous accelerators customized to their respective
parallel processing requirements. The overall system can be config-
ured at the accelerator level with seamless parallel streams between
accelerators without degrading the overall performance, while pro-
viding excellent configurability and flexibility. As a result, it can
support various baseband demodulation workloads defined in a va-
riety of FSO standards. To the best of our knowledge, this is the first
study to address multi-standard flexible FSO baseband processing
featuring a reconfigurable datapath with parallel streams.

The main contributions of our work are summarized as follows:

• A parallelogram-style systolic array accelerator is proposed
to execute correlated operations among parallel streams.

• A flexible baseband architecture consisting of heterogeneous
configurable accelerators is proposed for ultra-high perfor-
mance optical communications exceeding 100 Gbps.

• Extensive analysis is provided to characterize the throughput
and energy efficiency of end-to-end baseband processing for
various optical communication standards.

https://doi.org/10.1145/3665314.3673174
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3665314.3673174&domain=pdf&date_stamp=2024-09-09


ISLPED ’24, August 5–7, 2024, Newport Beach, CA, USA S. Choi, et al.

DDCDigital 
Domain

(I & Q)

FEC 
Dec.LPF

Matched
Filter

Demod.

Equalizer

-IF+foff
Packet Detection

Channel Estimation

CFO (+Pilot tracking)

Boundary Info. 
(Data/control)

Analog
Front-

End

Receiver Baseband Processing

Stream Reg

Stream Reg

Stream Reg

Reg File 

Reg File 

Reg File 

ALU

ALU

ALU

Scalar
Unit

Adder
Tree

Data Memory Interface

PE PE PE PE

PE PE PE PE

PEPEPEPE

PE PE PE PE

Network I/O Interface

Network I/O Interface

D
ir

ec
t 

I/
O

 In
te

rf
ac

e

D
ir

ec
t 

I/
O

 In
te

rf
ac

e

SIMD-style Systolic array-style

PE PE PE PE

PE PE PE PE

PEPEPEPE

PE PE PE PE

Network I/O Interface

Network I/O Interface

D
ir

ec
t 

I/
O

 In
te

rf
ac

e

D
ir

ec
t 

I/
O

 In
te

rf
ac

e

Stream Reg

Stream Reg

Stream Reg

Reg File 

Reg File 

Reg File 

ALU

ALU

ALU

Scalar
Unit

Adder
Tree

Data Memory Interface

SIMD-style Systolic array-style

PE PE PE PE

PE PE PE PE

PEPEPEPE

PE PE PE PE

Network I/O Interface

Network I/O Interface

D
ir

ec
t 

I/
O

 In
te

rf
ac

e

D
ir

ec
t 

I/
O

 In
te

rf
ac

e

Stream Reg

Stream Reg

Stream Reg

Reg File 

Reg File 

Reg File 

ALU

ALU

ALU

Scalar
Unit

Adder
Tree

Data Memory Interface

Figure 1: Functional block diagram of baseband processing
and its architectures.

2 BACKGROUND
2.1 Digital Baseband Processing
In baseband processing, the receiver processing complexity domi-
nates the transmit counterpart [5,8]. Thus we focus on the receiver
baseband in this work. The received optical signal arrives through a
noisy channel and is down-converted to an intermediate frequency
(IF), sampled, and digitized in the analog frontend. The baseband
processor takes complex-valued samples centered at IF and per-
forms additional processing to demodulate the information/coded
bits. It is noteworthy that the receiver baseband processing is intri-
cate for two reasons: 1) the uncertainty of the signal/packet/symbol
arrival time and carrier frequency offsets, and 2) the presence of
noise introduced by the channel.

Figure 1 presents a high-level functional block diagram of the
receiver baseband processing. This process involves computation-
ally intensive operations of Digital Down-Conversion (DDC) fol-
lowed by Low Pass Filter (LPF) and matched/equalization filtering.
Additionally, the baseband processing requires a synchronization
process to obtain the timing and frequency offset of the desired
signal. The proposed datapath leverages a widely used data-aided
method [9] for synchronization, where cross-correlation between
the known symbol patterns and the received signals detects the
timing of the signal and estimates the channel (and phase/frequency
offset) at the peak of the correlation. The synchronization process
via correlations as well as LPF and matched/equalization Finite
Impulse Response (FIR) filtering are the most computationally in-
tensive kernels in the baseband processing kernels.

2.2 Baseband Processor Architectures
Prior SDR architectures [4–7,10] facilitate parallel computing through
the utilization of multiple processing units, each equipped to per-
form operations such as Multiply-and-Accumulate (MAC), division,
and logical operations. They can be categorized with two datap-
ath models: the Single Instruction Multiple Data (SIMD) datapath
and the systolic array datapath as depicted in Figure 1. The SIMD
structure streams multiple operands from the streaming registers to
multiple arithmetic/logical units (ALUs). The SIMD architecture’s
scalability to enhance parallelism is facilitated by its straightfor-
ward datapath design. However, a notable drawback lies in the

potential congestion within the streaming data control pathways.
The systolic array architecture [6, 7], on the other hand, operates
by streaming data between adjacent processing units and passing
partial results to the next unit for further computations. This ap-
proach effectively mitigates wiring and memory/register access
congestions and promotes efficient computation with determinis-
tic execution scheduling. However, systolic array programming
for specific kernels is a high-effort process and it often limits its
scalability for enhanced performance.

The motivation for this work stems from the inefficiencies ob-
served in previous architectures when tasked with high-throughput
(beyond 100 Gbps) parallel data processing. Both architectures show
poor performance when executing correlated operations between
multiple parallel streams, which constitute the majority of com-
putationally intensive workloads in optical communications. As
a solution, we propose a novel systolic-array accelerator explic-
itly designed for the parallel streams of correlated operations as
elaborated in Section 3.

3 A PARALLELOGRAM-STYLE SYSTOLIC
ARRAY

3.1 FIR Computation Characteristics
The computation of FIR filters is a convolution between the input
signal 𝑠 and the coefficients 𝑐 as shown in Eq. (1). The filter length
(number of taps) is indicated by 𝑁 , and 𝑐 [𝑘] is the 𝑘-th coefficient
of the filter. Note that the signal 𝑠 , coefficients 𝑐 , and output 𝑜 are
all complex-valued in general.

𝑜 [𝑖] =
𝑁−1∑︁
𝑗=0

𝑠 [𝑖 − 𝑗] · 𝑐 [ 𝑗] (1)

The output 𝑜 [𝑖] is obtained through complex-valued MAC (C-
MAC) operations with the streaming input 𝑠 [𝑖 − 𝑗] and its corre-
sponding coefficient 𝑐 [ 𝑗]. Considering this streaming nature of
computation in correlation and FIR filtering, a systolic array ar-
chitecture is a natural choice to efficiently manage the continuous
stream of samples and to produce outputs through a pipelined
accumulation path [7].

Figure 2(a) presents a typical streaming dataflow of FIR filtering
in a systolic array processor. As an input sample continuously
streams to the processor, it is sent to the MAC units every cycle for
multiplication. Subsequently, the multiplied results are added and
then forwarded to the next MAC unit. With a pipelined datapath
for partial sums, the dataflow generates an output every cycle at
the end of the processing path.

The limitation of this conventional dataflow to extend it to mul-
tiple parallel sample streams arises from its requirement for global
streams sent to all MAC units. These global sample streams produce
multiple results that are accumulated in their corresponding MAC
units, serving as the partial sums of the consecutive outputs. Be-
cause of inter-sample dependency, broadcasting of multiple parallel
streams to processing elements creates wiring congestion and con-
sumes excessive power. Hence, extending this conventional systolic
architecture to multiple parallel stream inputs is a non-trivial task.
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Figure 2: The (a) conventional and (b) proposed dataflow.

3.2 The Proposed Dataflow
We overcome the limitation of the conventional FIR filtering / cor-
relation structure by substituting the global input streams with
sequential streams flowing within the same MAC row to accom-
plish a 2D extension of the systolic array dataflow. We provide the
parallel streaming samples as depicted in Figure 2(b) sent to each
designated MAC row and then passed to the next column every
cycle. The same input sample is multiplied with different coeffi-
cients when it passes through a row of the array. At the same time,
the array offers a diagonal path to add the product of the adjacent
sample and coefficient, and to accumulate output values to generate
the partial/final sum of the filtering / correlation.

Figure 2(b) illustrates the datapath of the proposed architec-
ture which accommodates 𝑅 parallel sample streams and supports
up to 𝑁 -tap FIR filtering. While the samples stream horizontally,
the coefficients in the weight buffer are loaded vertically into the
complex-valuedMAC (C-MAC) units, programming the same coeffi-
cient value within the same column. The C-MAC outputs propagate
to the upper row units of the next column, forming a parallelogram-
shaped array where 𝑁 diagonal C-MAC units are involved in gen-
erating one output. This diagonal C-MAC row is duplicated 𝑅

times to facilitate parallel processing of 𝑅 samples/streams, result-
ing in a total of 𝑅𝑁 C-MAC units. We obtain 𝑅 output samples
(𝑜𝑢𝑡 [𝑖] ∼ 𝑜𝑢𝑡 [𝑖 +𝑅−1]) after 𝑁 ×𝑐𝑦𝑐𝑙𝑒𝑀𝐴𝐶 cycles where 𝑐𝑦𝑐𝑙𝑒𝑀𝐴𝐶

is the latency of C-MAC. Meanwhile, as can be observed from Eq. (1)
and Figure 2(b), the computation requires additional 𝑁 − 1 samples
of 𝑠 [𝑖 −𝑁 +1] ∼ 𝑠 [𝑖 −1] in addition to the current samples entering
the array. Therefore, we implement a delayed streaming buffer to
store the last 𝑁 − 1 samples so that they can be streamed together
with the current samples. Note that the 𝑖th output is actually an
𝑁 −1 sample-shifted version of the FIR filtering / correlation output.
Hence, we employ a relocating buffer at the end so that the input

samples for the next accelerator are aligned with the indices of
the output samples arrived from FIR filtering / correlation. The
cross-correlation required in the synchronization can be executed
by storing the expected symbol pattern data instead of the FIR filter
coefficients in the weight buffer.

3.3 Low Power Techniques
1) Configurable Clock Gating is applied to execute the correlated
operations with a subset of C-MAC units when the accelerator is
programmed with different filter lengths. The number of active
columns corresponds to the tap number of an FIR filter or correla-
tion. Our accelerator can support any integer number of taps less
than or equal to 𝑁 . Unused C-MAC columns are clock-gated to
propagate accumulated results without any computations to the
next column. Clock gating is only applied to idle C-MAC units
while output registers are active for signal propagation.

2) Ternary Weight Cross-Correlation is utilized to provide power-
and area-efficient implementation of cross-correlation-based syn-
chronization.Many FSO standards define the syncword or preamble
with ternary complex values of {0,±1,±𝑖} eliminating the need for
high-cost C-MAC operations during synchronization, replacing
them with simpler MUXes and additions. This observation allows
us to implement a longer-length parallelogram array without sig-
nificant area and power overhead for longer cross-correlation with
ternary-valued patterns. Our design supports 𝑁 = 16 for general
complex-valued correlation/filtering, and the length is extended
to 𝑁 = 64 for ternary-valued correlations by adding additional
columns specifically designed for ternary-valued correlations.

4 PARABASE IMPLEMENTATION
4.1 Overall Architecture
Supporting full programmability for the target throughput > 100
Gbps is challenging and unnecessary for optical communications
wheremultiple standards define similar modulation schemes. Hence
we made a design choice to implement ParaBase using a set of het-
erogeneous configurable accelerators where each accelerator is
dedicated to a specific subset of kernels. This configuration forms
a datapath seamlessly connecting parallel data streams between
kernels. Each accelerator can be individually configured to execute
kernels in various modes and can be bypassed when not needed
within the overall datapath. Further details regarding the method-
ology for datapath configuration are discussed in Section 4.3.

Figure 3 depicts the overall datapath of ParaBase. The architec-
ture comprises parallel computing accelerators including a DDC ac-
celerator, correlation accelerators, a demodulator, sampling buffers,
and auxiliary units such as a reduction tree comparator and data
stream controllers. Each accelerator is equipped with parallel I/O
paths and supports parallel computations for multiple streams
of sample data. Intra-accelerator parallelism is supported in two
different ways: 1) correlation accelerators employ the proposed
parallelogram-style systolic array architecture, and 2) the other
accelerators that do not exhibit inter-sample correlations utilize
a SIMD-style implementation for the parallel stream size of 𝑅. By
providing heterogeneous parallelism architectures for those accel-
erators, we offer a power- and area-efficient processor design to
process 𝑅 samples at every clock cycle.
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Figure 3: The overall architecture of ParaBase.

4.2 Accelerator Details
Figure 4 illustrates two major accelerators: DDC and demodula-
tor that employ identical processing units for processing parallel
streams without correlation between samples. The DDC acceler-
ator down-converts the complex signals from the Intermediate
Frequency (IF) to the baseband (i.e., DC). As shown in Figure 4(a), it
utilizes quadrature mixers that multiply the sine and cosine signal
(whose frequency is set by IF) to apply phase shifts during down-
conversion. The complex sinusoidal waveform is derived from a
64-entry Read-Only Memory (ROM) for the resolution of 64 phases
per quadrant (256 points on the unit circle). The frequency and
phase of the mixed signal are determined by the phase accumulator,
which continuously adds a (programmable) constant phase differ-
ence to the accumulated phase every cycle. The resolution of this
phase accumulator is 2𝜋/232 radian per cycle which corresponds to
the DDC frequency resolution of 15Hz when the clock frequency
is 1GHz. It is then encoded as an index of the ROM to produce
the mixer input. The ROM unit is shared across 4 adjacent sample
streams, resulting in a total of ⌈𝑅/4⌉ ROM instances in the design.

The demodulator shown in Figure 4(b) generates final soft-decision
or hard-decision output bits based on various modulation schemes.
Supported modulations include (differential) Phase-Shift Keying
(PSK), Quadrature Amplitude Modulation (QAM), and On-Off Key-
ing (OOK). It consists of a complex MAC for channel equalization, a
soft decision module supporting from binary to 16-PSK/QAM, and
a hard decision module for B/Q/8-PSK, 4/16/64-QAM, and OOK.
The soft decision computes the approximate Log-Likelihood Ratio
(LLR) [11] based on the minimum sum of distances from a received
symbol to the constellation points. For hard decisions, modulation-
dependent quantizers are designed to convert a quadrature complex-
valued symbol into binary bits. These bits serve as an index for a
programmable 6-bit Look-Up Table (LUT) that produces the final
hard-decision output bits for the selected modulation scheme.

As depicted in Figure 3, ParaBase instantiates sampling buffers
after each correlation accelerator for configurable down-sampling
operations. These are designed to manage the order and rate of
sample streams by dropping (down-sampling) samples with a pro-
grammed constant rate. Note that it supports not only an integer
but also a fractional down-sampling rate, which is essential in FSO
to compensate for the small frequency shift caused by the Doppler
effect. The 32-bit accumulation counter increases the counter value
with 32 fractional bits to update the sampling index by the resolu-
tion of 2−32. After down-sampling, the buffers always maintain the
same number (𝑅) of active parallel streams by adjusting the number
of active cycles to lower the data rate after down-sampling.

ParaBase employs additional hardware components, including
parallel processing units and a parallel control unit for auxiliary
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Figure 4: Designs of (a) a DDC unit and (b) a demodulator.

Table 1: Accelerator Types and Supported Kernels

Accelerator Type Functional Operation Supported Kernels

DDC ROM-based mixer DDC

Correlation Accelerator 1 to 16-tap FIR Low-pass filter (LPF)
Matched filter

Ternary-Corr. Accelerator 1 to 64-length X-Corr. Cross-correlation

Demodulator Complex mult. and
soft/hard decision

Channel equalization
PSK/QAM/OOK demod.

Sampling Buffer 1x to 16x down-sample
and store

Integer down sampling
Fractional down sampling

Parallel Processing (PP) Magnitude computation
and complex mult.

Parallel magnitude gen.
Differential sample gen.

Parallel Control (P-Ctrl) Reduction tree comparator Min/Max detection

tasks. A parallel processing unit can generate magnitude values
from the complex-valued samples and differential samples by mul-
tiplying the conjugate of the adjacent sample for 𝑅 parallel sample
streams. The parallel control unit incorporates a reduction tree
comparator to detect min/max values within parallel streams, re-
alizing a min/max function that is necessary for synchronization
tasks. Table 1 provides the full list of accelerators configured in
ParaBase, detailing the kernels they support. These accelerators are
programmed with variable options such as filter length, sampling
rate, etc. to process the kernels required for the operation mode.

4.3 Baseband Program
ParaBase supports various optical communication standards by
executing multiple kernels in a sequential manner. FSO standards
share the common kernels while some specific kernels may be
bypassed depending on the operation mode. This characteristic
allows the representation of the end-to-end process as a flow graph
forming a sequential path through kernels with optional skipping
connections. ParaBase enables flexible baseband processing by a
central controller with programmable parameter registers, which
distributes the control signals to all accelerators in the design. Figure
5 illustrates end-to-end baseband processing examples for differ-
ent modes, where each accelerator is bypassed or activated with a
specific kernel. For an example of non-coherent OOK signal demod-
ulation, the datapath has active DDC, LPF, magnitude computation,
down-sampling, matched filtering, down-sampling, and OOK de-
modulationwhile the remaining accelerators are bypassed as shown
in Figure 5.
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Figure 5: The baseband program and operation mapping.

5 EVALUATION
5.1 Experimental Methodology
We evaluate ParaBase using a parallel stream size of𝑅 =64 operating
at a clock frequency of 1 GHz to attain a processing rate of 64
Giga (G) complex samples/s. This corresponds to the sampling
frequency (bandwidth) of 64 GHz of complex-valued baseband
signals. We fully implemented a Verilog RTL design of ParaBase
and synthesized it using Synopsys Design Compiler with Global
Foundry 12 nm design kit. Area and power consumption numbers
shown in Table 2 are estimated from post-synthesis simulations and
Primetime PX (PTPX) analysis. The precision of the datapath and
computation is set to 16-bit fixed-point complex numbers. (𝑁 =)16-
length correlation accelerators (with a 64-length ternary correlation
mode) are implemented in the evaluated ParaBase.

For benchmarking, we evaluate the optical communication stan-
dards of DVB-S2 [12], SDA [13], and oFEC [14]. The optical links
include 1 Gbps Differential Binary Phase Shift Keying (DBPSK), 10
Gbps On-Off Keying (OOK), and 100 Gbps Quadrature PSK (QPSK),
where detailed settings are specified in Table 3. Test vectors for
validation are generated from a golden model developed in Matlab.

5.2 FIR Filtering and Correlation Comparison
5.2.1 Area and Power Analysis. We examine the area and power
characteristics of the proposed correlation accelerator. For compar-
ison, we customize and synthesize a scaled SIMD accelerator based
on the streaming dataflow demonstrated in [5]. However, due to the
heightened congestion within the streaming datapath, the SIMD
architecture directly scaled from [5] cannot operate with the same
target frequency of 1 GHz. We therefore design two versions of the
SIMD accelerator to match the throughput of our accelerator. One
variant (SIMD-low) operates at 500 MHz, incorporating 2× process-
ing units with the same configuration, while the other (SIMD-high)
has additional pipeline stages to operate at 1 GHz.

The comparison of the estimated area and power is presented
in Figure 6. The SIMD-high model exhibits an area that is approx-
imately on par with our model, yet consumes 1.4× more power.
Conversely, the SIMD-low model shows a comparable power con-
sumption but occupies 60% more area than our design. In summary,
the proposed parallelogram-style systolic array demonstrates supe-
rior hardware efficiency over SIMD models.

Table 2: Area and Power (at 1 GHz) Summary

Area (𝑚𝑚2) Power (W)
DDC Accelerator 0.14 0.195
Correlation Accelerator 1.78 0.118 - 2.42
Ternary-Correlation Accelerator 0.88 0.091 - 1.79
Sampling Buffers 0.05 0.045
Demodulator Accelerator (Soft/Hard) 1.23 0.813 - 1.27 / 0.358
Auxiliary Units 0.2 0.13
Total 6.09 1.05 - 4.02

Table 3: Operation Settings for the Benchmark Standards

Utilized
rows (/64)

Oversampling
rate

Operating
frequency

Modulation
type Data rate

DVB-S2 [12] 64 8× 125 MHz DBPSK 1 Gbps
SDA [13] 60 6× 1 GHz OOK 10 Gbps
oFEC [14] 50 1× 1 GHz QPSK 100 Gbps
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Figure 6: Area and power comparison with the scaled SIMD
architecture.

5.2.2 Low Power Technique Analysis. As discussed in Section 3.3,
we apply clock gating to enable power-efficient execution of FIR
and cross-correlation kernels of varying lengths. In Figure 7(a),
the red line represents the power consumption of the correlation
accelerator when the FIR tap number changes from 1 to 16. Thanks
to the configurable clock gating, substantial power savings of up
to 89.8% can be achieved when running a short-tap FIR using the
same accelerator. Additionally, we analyze the 64-length ternary
correlation accelerator in Figure 7(b) where we compare the area
between the 16-bit complex-MAC-based accelerator and the ternary
complex-MAC-based accelerator. The ternary correlator, when con-
figured with the 16-length / 64-length setup, occupies only 11%
/ 49% of the area of the 16-bit correlator, respectively. This area
efficiency of the ternary correlator is due to the significant reduc-
tion in combinational logic, whereas the sequential logic to register
samples does not reduce as significantly. The ternary correlator
exhibits > 4× less power consumption for the 4𝑥 longer correlation
compared to the full correlator as shown in Figure 7(a) (i.e., per tap
power consumption is < 16× lower). The configurable clock gating
is applied with a resolution of 16 columns in the ternary correlator.

5.2.3 Energy Efficiency over SOTA Works. Our design is compared
with prior state-of-the-art (SOTA) SDR accelerators. Systolic array
architectures [6, 7] are programmable for longer-tap FIR filters
but they face performance scaling limitations to meet the target
performance of tens of Giga samples/s as their performance is
constrained by the inability to handle parallel correlated input
streams. Table 4 shows that our design attains a remarkable energy
efficiency (in addition to the throughput gain) with an improvement
of 3.9× ∼ 7.0× compared to previous SDR architectures.
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Figure 7: (a) Estimated power of clock gated corr. accelerators,
(b) Area comparison between original and ternary models.

Table 4: 16-Tap FIR Energy Efficiency Comparison

SIMD SDR
[5]

Systolic SDR
[6]

DAP (peak)
[7] Ours

Tech. / Voltage 28nm / 0.9V 40nm / 0.73V 12nm / 1.0V 12nm / 1.0V
Throughput∗
(samples/s) 9.33 × 106 6.33 × 108 3.94 × 109 6.40 × 1010

Energy Efficiency∗
(G samples/J) 3.80 6.74 3.98 26.4

∗ Throughput and efficiency are scaled to our 12nm process and 1.0V supply voltage.

5.3 End-to-End Simulation Results
Three FSO standards ranging from 1 Gbps to 100 Gbps are evalu-
ated to estimate the energy efficiency of the end-to-end baseband
processing. The baseband processor is configured to operate for
each standard as specified in Section 4.3. For DVB-S2 DBPSK de-
modulation, for example, our baseband processor is configured to
sequentially perform DDC, LPF, down-sampling, matched filtering,
differential sample calculation, and BPSK soft decision.

In Figure 8(a), the energy efficiency is reported in Tera opera-
tions per second per watt (TOPS/W) for the workloads. Figure 8(a)
shows an average of 2.3 TOPS/W and 1.9 TOPS/W achieved when
operating synchronization and demodulation for the three stan-
dards, respectively. The highest energy efficiency of 2.9 TOPS/W is
attained when operating DVB-S2 synchronization workload. We
include the peak mode for an additional benchmark that employs
QPSK hard decision using the full 64 G complex samples/s input
achieving a data rate of 128 Gbps. While our design maintains high
energy efficiency for most tasks, the actual TOPS/W varies depend-
ing on the total arithmetic operations and data-dependent control
logic in the mode-specific datapath. Figure 8(b) shows the energy
efficiency with respect to the data rate, which is measured by the
number of demodulated information bits for all modes. DVB-S2 en-
ergy efficiency is low because it involves significant down-sampling
from 8 GHz to 1 GHz for the final relatively low data rate of 1 Gbps
(i.e., DDC and FIR filtering run at 8× higher sampling rate before
down-sampling the signal to the actual symbol rate). The energy
efficiency per information bit is the highest for the peak mode
reaching up to 121.8 Gbits/J for the throughput of 128 Gbps. This
translates to a total baseband power consumption of 1.05 W at 128
Gbps for FSO inter-satellite communications.

6 CONCLUSION
This paper proposed ParaBase, a configurable parallel baseband
architecture to perform ultra-high-speed optical communication
baseband processing for data rates exceeding 100 Gbps. It presents
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Figure 8: (a) GOPS/W and (b) Gbits/J energy efficiency of the
end-to-end baseband process.

a novel parallelogram-style systolic array architecture to manage
multiple parallel sample streams effectively for correlation kernels.
The proposed architecture leverages multiple heterogeneous con-
figurable accelerators to support a wide range of FSO standards
with outstanding performance and efficiency compared to prior
SDR accelerators. The proposed solution only consumes 1.05 W for
128 Gbps throughput, showing the feasibility of an energy-efficient,
reconfigurable multi-standard SDR for future inter-satellite optical
communications.
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