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ABSTRACT
5G new radio (NR) frequency range 2 (FR2) in the millimeter-
wave (mmWave) band has a much shorter baseband process-
ing deadline compared to that in the sub-7GHz FR1 band.
This tight deadline requires an efficient real-time system
for baseband processing using minimal computational re-
sources. We demonstrate Savannah, a software framework
for efficient mmWave baseband processing using minimal
and heterogeneous computing resources, including CPU and
eASIC. Savannah vectorizes matrix operations and memory
access patterns in multi-input multi-output (MIMO) arith-
metic, offloads low-density parity-check (LDPC) coding to an
eASIC, and enables single-core operation. We demonstrate
that Savannah, using a single CPU core and an eASIC, can
support a 2×2 MIMO link with 100MHz bandwidth under
full uplink traffic load, yielding a data rate of up to 487Mbps.
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1 INTRODUCTION
Millimeter-wave (mmWave) transmission band in 5G fre-
quency range 2 (FR2) [4] has been actively studied [9, 12,
14, 20, 21] and shown the potential of supporting higher
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(a) IBM 28GHz PAAM [23] (b) Lenovo P5 with ACC100

Figure 1: (a) PAWR COSMOS testbed with FR2 front ends, (b)
a local setup with a workstation.

data rates leveraging the larger available bandwidth com-
pared to the sub-7GHz band (5G FR1) [24]. Meanwhile, the
virtualized radio access network (vRAN) emerged for fast
deployment, efficient resource allocation, and interoperabil-
ity [27]. However, the research community lacks an open-
sourced baseband processing framework for vRAN that can
handle 5G FR2 traffic in real time. We present Savannah [19]
– a solution that supports up to 2×2 MIMO in an FR2 link
with 100MHz bandwidth using a single CPU core and an
ACC100 accelerator [25] for low-density parity check (LDPC)
decoding. Savannah vectorizes matrix operations with SIMD
instructions (e.g., AVX-512 [13]) to accelerate MIMO DSP
stages (e.g., precoder calculation and equalization [19, Fig.
2]) and adopts the ACC100 accelerator to reduce the required
CPU core counts for energy efficiency and cost-effectiveness.

Wewill demonstrate Savannah on both commodity servers
and edge workstations. We present the real-time quality of
transmission (QoT) using the PAWR COSMOS testbed [22]
with 28GHz front ends [23] connected to servers. We also
show Savannah’s adaptability to be deployed on a worksta-
tion with an Intel ACC100 accelerator card. The codebase
for Savannah is open-sourced [1], and the experimentation
using COSMOS testbed is publicly available as a tutorial [2].

2 DEMO SETUP
Savannah supports two configurations for flexibility and
broad applicability. Savannah-mc, designed to operate with-
out the ACC100 accelerator but at the cost of requiring addi-
tional CPU cores, applies Intel’s FlexRAN SDK [6] for LDPC
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(a) IQ samples and FFT results snapshot.
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(b) Constellation diagrams with EVM. (c) EVM, SNR and BER over time.

Figure 2: Examples of the real-time visualization of FR2 links with 100MHz bandwidth. (a) Received baseband signal in the
time and frequency domains. (b) Constellation diagrams of 16QAM in 2×2 MIMO and 64QAM in SISO. (c) Per-frame EVM, SNR
and BER in the 2×2 MIMO, 16QAM link.

decoding and operates in a multi-core setting. Savannah-
sc incorporates Intel’s ACC100 accelerator and runs with a
single CPU core. The minimum hardware requirement of
the base station in Savannah-mc is a workstation whose
CPUs support AVX-512 [13], and Savannah-sc requires one
additional ACC100 accelerator via the PCIe port. The radio
unit (RU) can be any UHD-based [17] software-defined radio
(SDR) if not emulated. We select two scenarios to show Sa-
vannah’s capability and portability: (i) Savannah-mc on the
COSMOS testbed with FR2 front ends and (ii) Savannah-sc
on a local workstation with minimum hardware resources.
COSMOS testbed with FR2 front ends. We leverage the
open-access PAWR COSMOS testbed [5] to demonstrate Sa-
vannah with FR2 front ends. In particular, we use the COS-
MOS Sandbox 2 (sb2) [18], which includes two IBM 28GHz
phased array antenna module (PAAM) boards [23] (as shown
in Fig. 1(a)) and two USRP N310 SDRs. Both the 28GHz front
ends and SDRs are controlled by a Dell PowerEdge R740
server with a 48-core Intel Xeon Gold 6226 CPU @2.7GHz.
Local setup with a workstation. As shown in Fig. 1(b), we
deploy Savannah-sc on a Lenovo TS P5 workstation with an
8-core Intel Xeon W3-2435 CPU and a DPDK [26] controlled
Silicom’s Lisbon P2 ACC100 card [19, Sec. 6]. Due to the
lack of portable mmWave front ends, we set up a sub-6 GHz
wireless link between two USRP X310 SDRs and employ
Physical layer (PHY) parameters that reflects FR2 settings.
5G NR FR2 PHY configurations. We focus on FR2 nu-
merology 3 (𝜇 = 3) with 120KHz subcarrier spacing (SCS)
and 0.125ms slot duration. Every five slots are arranged in a
TDD format of DDDSU [8, 10, 15, 16]. Allowing two slot dura-
tions for MAC scheduling [11], we set the PHY processing
deadline to be three slots, i.e., 0.375ms. We consider 100MHz
channel bandwidth and set a fast Fourier transform (FFT) size
of 1,024 (equals to the number of subcarriers), out of which
792 are allocated as data subcarriers. We select modulation
and coding schemes (MCS) 17 (i.e., 64QAM and a code rate
of 438/1,024) [3], as a higher modulation order and smaller
code rate imply heavier baseband processing workload [7].

3 REAL-TIME PROCESSING DEMO
Experiment 1: Peak real-time baseband processing. We
will showcase the peak performance of our system in a 2×2,
100MHz link, using local workstationswith anACC100 accel-
erator with emulated RUs. We apply MCS17 which translates
to a data rate of 487Mbps. In this case, the system is dedicated
to real-time processing, and all non-critical functionalities
are disabled. Log recording for the link quality metrics and
timestamps is assigned to separate threads. The log includes
the processing time of each DSP stage in a frame, bit error
rate (BER), and block error rate (BLER). The log, in the stan-
dard output, is kept minimal for the system’s performance.
Experiment 2: Over-the-air (OTA) transmissionwith vi-
sualization. We develop Python scripts to visualize the DSP
results for each stage simultaneously with real-time process-
ing of OTA transmissions through a customized graphical
user interface (GUI). Savannah saves the frame buffers for
each DSP stage to a .bin file, including the raw I/Q samples
and FFT results (see Fig. 2(a)), and constellation diagrams af-
ter equalization (see Fig. 2(b)). Similar to Agora [7], Savannah
saves error vector magnitude (EVM), signal-to-noise ratio
(SNR), and BER for each frame into CSV files (see Fig. 2(c)).
Dedicated Python scripts repeatedly read from the files and
update the corresponding plots in the GUI. This demonstra-
tion will be showcased using both demo setups.
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