
Throughput Optimization with a NUMA-Aware Runtime System
for Efficient Scientific Data Streaming

Hasibul Jamil
University at Buffalo (SUNY)

New York, USA
mdhasibu@buffalo.edu

Joaquin Chung
Argonne National Laboratory

Illinois, USA
chungmiranda@anl.gov

Tekin Bicer
Argonne National Laboratory

Illinois, USA
tbicer@anl.gov

Tevfik Kosar
University at Buffalo (SUNY)

New York, USA
tkosar@buffalo.edu

Rajkumar Kettimuthu
Argonne National Laboratory

Illinois, USA
kettimut@anl.gov

ABSTRACT

With the surge in data generation rates from advanced scientific

instruments, there is an urgent need for effective network manage-

ment and resource utilization strategies for data streaming. Present

strategies often lag behind hardware advancements, leading to

resource underutilization. Modern servers typically employ non-

uniform memory access (NUMA) multiprocessors, which, despite

their benefits, can pose performance challenges. This paper presents

a novel runtime system tailored for efficient multi-stream data

management, optimizing both its compression and decompression

phases, and enhancing network I/O based on the server’s unique

hardware design. Our system coordinates parallel tasks for data

compression, decompression, and transfer, aiming to reduce net-

work data influx. Empirical tests show that aligning streaming tasks

with the right NUMA domain results in a 1.48X throughput boost

compared to cutting-edge methods and a 2.6X improvement over

standard techniques.
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1 INTRODUCTION

Large-scale scientific instruments, such as the detectors at the

Advanced Photon Source (APS) in Argonne National Laboratory

(ANL), are now generating vast volumes of experimental data

at an unprecedented pace, often exceeding rates of 25 Gbps per

beamline[14, 23]. This trend is projected to grow exponentially with

the emergence of next-generation synchrotron radiation facilities,

Network Network
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 Instruments

Upstream Gateway Node HPC Cluster

Figure 1: Multiple detectors at the Advanced Photon Source

(APS) are streaming data to an upstream gateway, where

data is accumulated for pre-processing or load-balancing

before being forwarded to an HPC cluster. Within the HPC

cluster, the data undergoes further analysis and processing,

transforming the raw information into valuable insights.

like the upcoming upgrade to the APS [41, 42]. The enhanced x-ray

brightness, anticipated to be 500 times greater, is expected to drive

corresponding increases in data-intensive imaging experiments.

This may potentially lead to terabit-scale data generation rates and

petabyte-scale experimental datasets [2, 24, 26].

The pace at which scientific instruments generate data increases

faster than the capacity of the links and processing resources be-

tween the instruments and high-performance computing (HPC)

resources. This creates a bottleneck in handling large datasets that

can generate unwanted interruptions during data acquisition or

force a manual reduction of the acquisition rate. Figure 1 illustrates

a data streaming pipeline with an upstream gateway node. Posi-

tioned between the data streaming sources and the HPC cluster,

this gateway node offers functionalities such as data aggregation,

pre-processing, and load balancing, as well as serving as a secu-

rity barrier. One promising approach to overcome these challenges

involves optimizing the upstream system’s architecture and effec-

tively utilizing network bandwidth. By incorporating non-uniform

memory access (NUMA) and integrating high-speed or multiple

Network Interface Cards (NICs), the system can effectively increase

the number of available cores and memory and available network

bandwidth from a single host perspective. This, in turn, enhances

the system’s overall capacity to process and manage the influx of

data, positioning it better to handle the ever-growing demands of

modern scientific experimentation.

Traditional approaches for optimizing data streaming, which en-

compass tasks such as compression, decompression, and network

I/O, typically depend on the operating system to assign specific
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Figure 2: Schematic of the runtime system handling data

streaming and processing tasks. The runtime system is

formulated as a heterogeneous software pipeline. Uncom-

pressed scientific data is streamed into memory, where a

set of compression threads ({C}) compresses specific data

chunks. These compressed data chunks are enqueued in a

thread-safe queue, ready for a set of sending threads ({S})

to transmit them over the TCP/IP network to the upstream

node. Upon arrival at the upstream node, a set of receiving

threads ({R}) retrieves the chunks and places them into an-

other thread-safe queue. A set of decompression threads ({D})

then decompresses each data chunk and stores it back into

memory or disk.

cores for the execution of these tasks [10, 12, 13]. They often employ

non-NUMA-aware memory allocation and follow static data paths.

Originally crafted for uniform hardware setups, these methods

fall short in addressing the complexities of contemporary hetero-

geneous systems. The rise of advanced NICs and the nuances of

NUMA architectures have underscored the limitations of such rigid

strategies. They often result in task-to-resource mismatches, lead-

ing to resource underutilization, inefficient memory access, and

compromised performance [8]. In modern systems that incorpo-

rate NUMA, memory latency is inherently affected by the spatial

relationship between the cores that request data and the target

memory controllers [18, 25, 37]. In this context, maintaining local

memory access becomes critical. Such an approach is not merely

about minimizing latency; it also involves distributing data evenly

amongst memory controllers. This balance helps in avoiding poten-

tial inter-socket contention, a situation where different parts of the

system compete for the same resources [16, 39]. The implications

of this are significant: to optimize memory access, NUMA-aware

memory allocation needs to be closely aligned with resource-aware

task-to-core mapping. Only by merging these two strategies, we

can create a system that operates at peak efficiency. Through this

harmonious integration, it is possible to enhance not only the over-

all performance of a system but also the utilization of its resources,

leading to a more effective streaming operation.

With high-bandwidth single nodes capable of both transmit-

ting and receiving substantial amounts of data, the real challenge

emerges in maximizing resource efficiency. To address this, we

devise a runtime system tailored to manage data streaming applica-

tions, acting as an intermediary between the software program and

the underlying hardware. The system, working in conjunction with

the OS, oversees intermediary memory allocation schemes and

task-to-NUMA-domain mapping, optimizing hardware resource

utilization as well as network bandwidth utilization. Our runtime

system is versatile enough to integrate computational tasks as well.

For example, cores that are not needed for network I/O can be re-

purposed for computation operations such as data compression and

decompression. This enhances not only the effective data streaming

rate but also the overall utilization of resources. Consider a system

operating at 100 Gbps; if some cores are employed for compression

at a 2X compression ratio, the effective data transfer rate is effec-

tively doubled to 200 Gbps. The seamless integration of compression

tasks leads to a substantial reduction in the size of data chunks be-

ing streamed, thereby decreasing ingress traffic volume. This traffic

minimization optimizes network resource utilization, facilitating

the coexistence of multiple services on a single network, either

provisioned or ad-hoc. Figure 2 illustrates the various components

of our runtime system and provides a schematic representation of

the intended operation.

Designing this runtime system in terms of different tasks such

as compression, decompression, and network I/O raises two pivotal

questions: (1) How can the organization of data streaming tasks be

optimized relative to execution core selection so as to maximize

network bandwidth utilization? (2) How can computation jobs such

as compression and decompression be effectively integrated into

the streaming task, enabling concurrent use of CPU resources and

effectively utilizing network bandwidth to reduce network traffic?

To address these concerns, we emphasize our contributions in

following areas:

• We introduce several observations in § 3.1, 3.2, 3.3, 3.4

to devise a scheme to optimize the organization of data

streaming tasks. By strategically selecting execution cores,

we aim to maximize network bandwidth utilization, thus

directly addressing the first posed question.

• We embed computational operations such as compression

and decompression within the data streaming process. This

not only promotes the efficient use of CPU resources but

also maximizes the utilization of network bandwidth, of-

fering a solution to the second question.

• Our empirical analysis reveals that strategically selecting

the number of streaming tasks and aligning them to the

most suitable NUMA domain can increase the average

throughput by 1.48X compared to state-of-the-art methods

and 2.6X over traditional baseline techniques.

The remainder of this paper is structured as follows: Section 2

provides the background. In Section 3, we delve into the system’s

architecture and our design approach. Section 4 evaluates the per-

formance of our runtime system. We explore other relevant studies

in Section 5, and Section 6 concludes the paper.

2 BACKGROUND

In this section, we first explore the background of the NUMA archi-

tecture and examine the operation of NICs within this framework.

Our goal is to highlight the implications of NUMA-specific network

I/O performance.

2.1 NUMA Architecture

Modern servers are equipped with a NUMA architecture, wherein

multiple CPU cores are organized into distinct sockets. Each socket

possesses its own designated memory, termed local memory, cou-

pled with an advanced memory controller. This controller facilitates

access to the memory across all other sockets. When one socket ac-

cesses the local memory of another socket, it is referred to as remote

memory. Accessing remote memory is inherently slower than ac-

cessing the local memory. This is due to the necessity of transferring
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Figure 3: Network andmemory I/O of the NUMAarchitecture.

Throughout this paper, the terms ‘NUMA socket’, ‘node’, and

‘processor’ are used interchangeably to refer to the NUMA

domain.

data from the remote memory through the NUMA interconnect. A

bottleneck in cross-socket memory access arises when CPU cores in

one socket access the memory of another socket via the Quick Path

Interconnect (QPI) [1]. Each socket employs a memory controller

(MC) to establish connections to its local memory channels, as de-

picted in Figure 3. Accessing the physical memory that is linked

to a remote MC is called remote memory access. The QPI interfaces

play a pivotal role in facilitating data transfers between sockets.

2.2 NIC Operation in NUMA Architecture

Once network packets reach end hosts, processing packets via NIC

involves several stages [8]. Initially, packets are temporarily stored

in the NIC’s input buffer, typically an SRAM. Subsequently, the

NIC retrieves an Rx descriptor from its queue, which indicates the

virtual address where the packet should be transferred using Direct

Memory Access (DMA) within the host memory. To perform this

DMA, the NIC initiates PCIe write transactions using the packet

descriptor’s address. These transactions fall under the purview of

the PCIe root complex, which remaps the virtual memory addresses

to their physical counterparts with the assistance of an IOMMU.

Once the physical memory address is deciphered, the root complex

manages the transfer of the packet’s data to the host memory. Upon

successful transfer, a hardware interrupt activates an interrupt

handler linked to a processor core. This handler then prepares a

softIRQ context for its native core or an alternate CPU core. Every

CPU core inspects its poll queue using a designated poll method

and subsequently processes the queued softIRQ context.

It is worth noting that contemporaryNICs utilize themulti-queue

technique, supporting numerous receive and transmit descriptor

queues. For each incoming packet, the NIC controller formulates

a hash value. Using these hash values as a guide, the NIC ensures

that packets from an identical data stream are directed to a spe-

cific queue while simultaneously distributing varied traffic flows

evenly across multiple queues. Two key strategies, Receive-side

Scaling (RSS) [5] and Receive Packet Steering (RPS), are employed

to optimize network transmission performance in multi-core server

systems. While RSS allows each NIC queue to be linked to a ded-

icated CPU core, RPS designates a specific core for managing a

softIRQ context. Consequently, the receiving thread of the stream-

ing application accesses this host memory to acquire the streaming

data.

As shown in Figure 3, the NIC establishes a connection with the

NUMA 1 domain. This implies that the host memory, where the root

complex relocates the data, is situated within the NUMA 1 domain.

As a result, receiving threads that are pinned to NUMA 1 cores

can swiftly access the packets from their local memory. However,

for those threads tethered to NUMA 0 cores, packet processing

latency may increase due to the cross-socket phenomena or remote

memory access dynamics.

3 SYSTEM ARCHITECTURE AND DESIGN
SPACE EXPLORATION

Our runtime system is architecturally formulated as a heteroge-

neous software pipeline, integrating different tasks, including com-

pression, transmission, reception, and decompression. As datamoves

through the system, individual data chunks go through these tasks

in a pipelined fashion provided by our runtime framework. As

shown in Figure 4, this architectural framework is not restricted to

a single node. It is expansively distributed, stretching across various

nodes, which include nodes explicitly dedicated to data generation

(data streaming sender) and data reception (data streaming receiver).

An integral part of our design is the ‘runtime configuration gen-

erator,’ which is responsible for generating the configurations for

both the sender and receiver nodes. These configurations contain

information related to the type of tasks designated to individual

sockets, the number of tasks, and the task execution location. Fig-

ure 2 provides a breakdown of the individual components and tasks

that constitute our runtime system. This includes the operations in-

volved in compression, data sending, reception, and the final stage

of decompression. These components, inherently modular, find

their strategic placements either at the sender or the receiver of our

data streaming runtime framework. The structural design and oper-

ational dynamics resemble with the paradigms of a heterogeneous

software pipeline, as elaborated in [35].

The runtime system is implemented in the C programming lan-

guage, tailored specifically for Linux operating systems. This en-

sures compatibility and efficient execution within the Linux en-

vironment. It is architected to be versatile and able to support a

variety of workloads, notably those requiring compression and de-

compression, network tasks, and meticulous adjustments of each

task’s CPU affinity. For our networking operations, we utilize the

zeroMQ [7] library, which provides a robust and high-performance

messaging protocol. To optimize data transfer speeds, the lz4 [19]

library is incorporated for swift data chunk compression and de-

compression. Additionally, we leverage the libnuma [4] library for

precise control over CPU-thread affinity, enhancing the system’s

performance by taking advantage of non-uniform memory access

(NUMA) architectures. numa_bind() has been used specifically to

restrict task and its children to run and allocate memory exclu-

sively from the specified NUMA sockets. Our implementation code

is available at https://github.com/H-jamil/ha4hpdt.git.

In the subsequent section, we delve into the optimal configura-

tion generation for both the sender and receiver ends of the data

streaming pipeline. We examine various design spaces, considering

differing tasks, task counts, and execution locations, along with

their respective performance metrics. Our objective is to highlight

the criticality of addressing NUMA-specific performance consid-

erations for both computational tasks (such as compression and

decompression) and data transfer tasks. Addressing these nuances
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Figure 4: Architecture of the data streaming runtime system.

The runtime system can spanmultiple nodes, with each node

using a separate configuration file. These configuration files,

generated by the runtime configuration generator, specify

the task type, the number of tasks, and the location of task

execution. Based on these configurations, both data produc-

ers and consumers initialize and conduct data streaming over

TCP/IP network.

is pivotal for optimal resource utilization and meeting the perfor-

mance demands of scientific data streaming.

3.1 Network performance and NUMA

We conduct experiments between APS and the Argonne Leader-

ship Computing Facility (ALCF), two separate facilities within the

Argonne National Laboratory (ANL). These facilities are intercon-

nected by a network with 200 Gbps of bandwidth and 0.45ms RTT.

Our aim is to investigate the effects of network transfer throughput

and core affinity on the streaming process.

On the sending side, we employ four distinct machines to gen-

erate streams, simulating the data generation typical of scientific

instruments and adequately matching the bandwidth capabilities

of the receiver-side NIC. For processing source data, we employ the

hdf5 [3] library, which allows for seamless management of large

and complex datasets. Our receiving machine, which mirrors the

role of the upstream machine in a scientific data streaming work-

flow (see Figure 1), is composed of two NUMA sockets. Each of

these sockets has a Xeon Gold 6346 CPU with 16 physical cores

operating at 3.1GHz (equivalent to 32 threads). Additionally, each

socket boasts 512GB of memory (broken down as 16x32 DDR4 32GB

3.2GHz ECC RDIMM) per socket/CPU. Each NUMA socket is also

directly tethered to a Network Interface Card (NIC) via a PCIe 4.0

link. The dual-port Mellanox ConnectX-6 (MT28908) NIC provides

a bandwidth performance of up to 200 Gb/s per NIC, resulting in a

combined bandwidth of 400 Gb/s for both NICs. However, the NIC

in the NUMA 0 domain connects to a LUSTRE file system through

a separate network, this connection is not used in our study. Hence,

our attention is primarily centered on the NIC connected to the

NUMA 1 domain as this particular machine works as the upstream

gateway node.
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Figure 5: Depiction of the throughput achieved as the num-

ber of data streaming tasks varies across different NUMA

domains. Here, #𝑝 indicates the number of streaming pro-

cesses. ’𝑁_0’, ’𝑁_1’, and ’𝑁_0_1’ represent scenarios where all

streaming processes are executed on NUMA 0, NUMA 1, and

equally divided between NUMA 0 and NUMA 1, respectively.

It is noteworthy that an average increase of 15% in through-

put is observed when transfer tasks are allocated to cores in

the NUMA 1 domain.

In a typical setup on the sender side, there are mechanisms (e.g.,

the NIC to CPU backpressure) in place to avert host congestion [16].

In this particular experiment, however, senders exclusively gener-

ate data chunks at a fixed rate, emulating data creation in scientific

instruments. As a result, our primary interest lies in the receiver

end of the streams, representing the upstream gateway machine

as shown in Figure 1. In the conducted experiment between Po-

laris cluster (ALCF) and 𝑙𝑦𝑛𝑥𝑑𝑡𝑛 (upstream gateway node), a net-

work throughput of over 190+Gbps is achieved on the receiver side.

Throughout this experiment, we vary the number of processes and

cores used to study their influence on achieved throughput. Each

sending process has 1 sending thread, and each receiving process

has 1 receiving thread. We increase from a base of 2 processes up

to 128 processes across a range of 2 to all 32 available cores.

The data shown in Figure 5 reveals two main observations based

on the number of processes that are running: (1) An increase in

the number of streaming processes and utilized cores results in an

increase in the receiver-side throughput. (2) Given the NIC’s connec-

tion to the NUMA 1 domain, an average 15% boost in throughput is

achieved when all streaming processes are assigned to cores within

NUMA 1.

We examine both core utilization and the average remote mem-

ory access for each core during the streaming operation. These

observations are illustrated in Figures 6 and 7. Due to space con-

straints, several configurations have been omitted. As anticipated

and discussed in previous § 2.2, assigning streaming processes to

cores in the NUMA 0 domain led to an overhead due to remote mem-

ory access, as shown in Figure 7. The NIC connects to the NUMA 1

domain, allowing quick packet access for threads on NUMA 1 cores

but potentially increasing latency for threads on NUMA 0 cores

due to cross-socket behavior. This overhead consequently resulted

in a reduced throughput.

Observation 1: Selecting the appropriate NUMA socket is crucial

when deploying a data streaming application on a server. Streaming

performance is influenced by the NUMA socket on which the receiving

threads operate and the NUMA socket to which a particular NIC is

connected.
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Figure 6: Core usage for different configurations during

the experiments. The 32 cores are depicted in the Y-axis,

with core 0 starting from the top. In the X-axis, the label

16𝑃_2𝑐_𝑁_0 denotes 16 streaming processes that are running

in 2 cores from NUMA 0 domain.

3.2 Compression performance and NUMA

The primary goal of the runtime system is to optimize the use

of available resources and minimize network I/O. To achieve this,

available CPU cores are employed to compress outgoing data and

decompress incoming data chunks efficiently. This not only speeds

up data movement but also makes better use of the compute re-

source utilization. For example, if a system can move data at a speed

of 100 Gbps and unused cores work to compress the data to half its

size, the result is that the effective data transfer speed is 200 Gbps.

By shrinking data sizes, we reduce the amount of data being sent,

making the network less congested. This helps multiple users and

services to share the same network. In our experiment, we utilized

a synthesized dataset of 16 GB, which mirrors real tomographic

datasets outlined in [6, 36]. This data can be located either in the

NUMA 0 memory domain or the NUMA 1 domain, serving as the

source for our streaming operations. The data chunk size chosen

for our streaming process is 11.0592 MB, equivalent to data from

one X-ray projection. This chunk size represents the unit of opera-

tion in our streaming workflow. Compressor threads successively

fetch sequential data chunks, which are then passed through the

LZ4 algorithm [19] for compression. LZ4 is renowned for its speed,

lossless compression, and favorable compression ratio. On average,

the data stream achieves a compression ratio of 2:1 for the data

chunks.

We examine the compression speed in relation to the number

of threads CC, the memory location of the dataset, and the exe-

cution domain of the compression threads. The potential memory

locations for the source data, as well as the chosen schemes for

designating the compression threads to specific NUMA domains,

are outlined in Table 1. This compression operation simulates the

compression component of the sending machine within a runtime

system tailored for a scientific instrument data-flow scenario. We

conduct experiments for each configuration ten times and present

the average results.

In the results shown in Figure 8, we look at how the compression

throughput of data compression changes based on the number of

threads {C} we use. We find that the more threads we use, the faster

the data is compressed, but only up to a point. Specifically, once

we use more threads than the number of available cores on the

16p_2c_N_0
16p_2c_N_1
16p_2c_N_0_1
16p_4c_N_0
16p_4c_N_1
16p_4c_N_0_1
16p_8c_N_0
16p_8c_N_1
16p_8c_N_0_1
16p_16c_N_0
16p_16c_N_1
16p_16c_N_0_1
32p_2c_N_0
32p_2c_N_1
32p_2c_N_0_1
32p_4c_N_0
32p_4c_N_1
32p_4c_N_0_1
32p_8c_N_0
32p_8c_N_1
32p_8c_N_0_1
32p_16c_N_0_1
32p_32c_N_0_1

30
25
20
15
10
5
0

0
0.2
0.4
0.6
0.8
1

configuration

co
re

 n
um

be
r

Figure 7: Average normalized remote memory access (i.e.,

NUMAaccess) bandwidth for everyCPU core during different

configurations of the experiments.

Table 1: Experimental configurations corresponding to Fig-

ures 8a, 8b, 9a, 9b. The ’MemoryDomain’ indicates the NUMA

domain in which the data resides, while the ’Execution Do-

main’ specifies the domain where the threads execute their

operations. In configurations E and F, ’Execution Domain 0

& 1’ indicates that threads are evenly distributed between

NUMA domains 0 and 1. For configurations G and H, the

operating system (OS) determines the thread execution do-

mains.

Configuration
Memory

Domain

Execution

Domain

A 0 0

B 0 1

C 1 0

D 1 1

E 0 0 & 1

F 1 0 & 1

G 0 OS

H 1 OS

CPU, we do not see any more speed improvement. In the results

depicted in Figure 8b, we observe the utilization patterns of all

32 cores under various configurations for 16 and 32 compression

threads. Since both the NUMA 0 and NUMA 1 sockets possess 16

cores each, when the number of threads surpasses 16, all threads

execute within the same domain, causing multiple threads to run on

the same core. This leads to context switching, which explains the

nearly halved performance for configurations A, B, C, and D when

using 32 and 64 threads, compared to configurations E, F, G, and H,

where threads can run concurrently across all 32 cores. Moreover,

the location of data storage and the specific location of compression

do not influence the compression speed. The uniform compression

speed, irrespective of the data storage or specific compression loca-

tion, can be attributed to data cache prefetching technology [27].

This technology optimizes performance by preemptively loading

anticipated data into the cache, minimizing the latency typically

associated with accessing data from varying storage points.
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(a) Compression throughput achieved as the number of concurrent

compression threads vary across different configuration as shown in

Table 1.

(b) Core usage for different configuration during the experiments

with thread number 16 and 32 for compression as shown in Figure 8a.

Figure 8: Relationship between compression threads {C}, as illustrated in Figure 2, and the achieved compression throughput.

The compression throughput is directly proportional to the number of threads, provided the number of threads does not

exceed the available CPU cores. The data residing domain and the domain of compression execution appear not to impact the

compression throughput’s performance.

Observation 2:Data compression speeds upwith increased threads

only until the number of threads matches the CPU’s core count; be-

yond that, performance declines due to context switching overhead.

Additionally, source data storage location and compression execu-

tion location in the NUMA domain do not impact the compression

performance.

3.3 Decompression performance and NUMA

In our study, we also explore the decompression process of com-

pressed data chunks. Our goal is to analyze how the decompression

speed varied based on factors such as the number of decompression

threads {D}, the storage location of the data chunks, and the pro-

cessing location of the decompression threads. Details on possible

memory locations for the compressed data and the strategies used

to allocate decompression threads to specific NUMA domains are

detailed in Table 1. This decompression process is representative

of the actions performed by the receiving machine in a runtime

system designed for data streaming in scientific instruments. For

consistency, each configuration is tested ten times, and the aver-

age results are depicted in Figure 9. This Figure shows how the

decompression speed of data chunks is influenced by the number of

threads {D} employed. Our findings suggest that using more threads

accelerates the decompression process, achieving a speed approxi-

mately 3X faster than the compression operation when using the

same number of worker threads.

Further, Figure 9b highlights the utilization patterns of all 32

cores across diverse configurations, using 8 and 16 decompression

threads. With 8 threads, performance remains consistent across the

configurations detailed in Table 1. However, with 16 threads, config-

urations E and F outpace the others in throughput. The key differ-

entiator in configurations E and F is the even distribution of decom-

pression threads across bothNUMA0 andNUMA1 sockets. This dis-

tribution minimizes intra-socket resource contentionÐspecifically

at the last level cache (LLC) and memory controller (which links

domain memory to LLC)Ðcompared to configurations like A, B,

C, and D (where all decompression threads operate) or G and H

(where the majority function within a single NUMA domain) [18].

This distinction is evident in Figure 9b. We capped our evaluation at

16 decompression threads, considering the decompression through-

put achieved with 16 decompression threads is sufficient for the

receiver end of our runtime system for handling individual streams.

Observation 3: Decompression performance is unaffected by the

NUMA domain location of the compressed (source) data chunk or

where the decompression execution occurs. Increasing the number of

decompression threads enhances throughput, especially when threads

are evenly distributed across NUMA domains, minimizing resource

contention.

3.4 Sending and receiving threads and NUMA

We conduct additional experiments to understand how the number

and execution location of sending and receiving threads influence

network throughput in a streaming application using our runtime

system. For this study, we focus solely on the sending and receiving

operations, omitting the compression and decompression processes.

This simulates the sender-side sending and receiver-side receiving

operations in our runtime system, as depicted in Figure 10. The

sending machine, 𝑢𝑝𝑑𝑟𝑎𝑓 𝑡1, has a NIC supporting 100 Gbps, limit-

ing our experiments to this maximum network bandwidth. The size

of data chunks sent and received in this study equates to the aver-

age compressed chunk size. Furthermore, these chunks are stored

in memory where the respective send and receive threads execute,

based on Linux OS’s first-touch policy. This policy dictates that

a data page is allocated in the local memory of the core that first

accesses it [30]. The potential execution locations for both sending

and receiving threads across NUMA domains are outlined in Ta-

ble 2. The number of sending and receiving threads is symmetrical;

that is, for every 𝑥 sending threads, there are 𝑥 receiving threads,

resulting in 𝑥 TCP streams. Considering the shared nature of the

network with other users and services, we repeat each configura-

tion 30 times for consistency. The average results are showcased in

Figure 11.

The relationship between the location of receiving threads and

network I/O throughput reveals some interesting patterns. On the

machine 𝑢𝑝𝑑𝑟𝑎𝑓 𝑡1, the Network Interface Card (NIC) supports a

maximum bandwidth of 100 Gbps. Consequently, as we increment

the number of sending and receiving threads from 1 to 2, there is a

sharp rise in transfer throughput across all configurations. However,
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(a) Decompression throughput achieved as the number of concurrent

compression threads vary across different configuration as shown in

Table 1.

(b) Core usage for different configuration during the experiments for

decompression with thread number 8 and 16 as shown in Figure 9a.

Figure 9: Relationship between decompression threads {D}, as depicted in Figure 2, and the achieved decompression throughput.

The decompression throughput is directly proportional to the number of threads and on average ∼3X greater than the

throughput achieved with the same number of compression threads. Similar to the compression and NUMA scenario, the

domain where the data resides and the domain where decompression execution takes place do not seem to influence the

performance of the decompression throughput.

as the thread count increases from 2 to 3, not all configurations ex-

hibit the same growth rate. Specifically, configurations B and D see

a more subdued throughput increase compared to configurations

A, C, and E.

A closer examination reveals that configurations B and D achieve

a higher throughput when receiving threads are on NUMA domain

1, especially noticeable for thread counts of 1, 2, and 3. This behav-

ior aligns with our earlier observation: having the NIC connected to

NUMAdomain 1 and executing the receiving threads in the same do-

main can boost throughput by up to 15%. Interestingly, the location

where the sending threads execute does not influence the transfer

throughput. This is attributed to specific mechanisms on the sender

side, such as NIC to CPU backpressure, which effectively prevents

host congestion [16]. In an alternate scenario where the NIC could

have supported bandwidth exceeding 100 Gbps, we speculate that

configurations B and D might have sustained their throughput

growth rate even when employing three threads. However, as it

stands, all configurations exhibit similar throughput patterns once

the thread count hits 4.

Observation 4: Network throughput is significantly influenced

by the receiving thread’s location, with configurations B and D seeing

up to a 15% boost when threads operate within NUMA domain 1.

Conversely, the sending threads’ location has no discernible impact

on throughput, likely due to sender-side mechanisms that mitigate

host congestion.

4 PERFORMANCE EVALUATION

From the insights obtained in the previous section, we generate

configurations for different components of our runtime system us-

ing the runtime configuration generator. Our runtime system is a

heterogeneous software pipeline, integrating tasks such as compres-

sion, sending, receiving, and decompression. Data chunks traverse

multiple software components within our framework, extending

across nodes, including data generation and reception, linked by a

network. In this section, we first present the performance of our

runtime system using a baseline configuration for a single-stream

application. Then, we demonstrate its capability in handling multi-

stream operations and compare its performance enhancements with

state-of-the-art OS-based solutions.

Table 2: Experimental configurations corresponding to Fig-

ure 10. The ’Sender Socket’ column indicates the NUMA do-

main in which the the sender threads are residing, while the

’Receiver Socket’ column specifies the domain where the re-

ceiver threads execute their operations. In configurations E

OS determines the thread execution domains both in sender

and receiver side.

Configuration
Sender

Socket

Receiver

Socket

A 0 0

B 0 1

C 1 0

D 1 1

E OS OS

4.1 End-to-End Performance for a Single Stream

We assess the efficiency of our runtime system using a single data

stream under varying configurations (e.g., differing numbers of

compression and decompression threads, transmission-reception

threads, and the domain of execution for the receiver thread) as

outlined in Table 3. Our runtime system is integrated within two

machines: 𝑢𝑝𝑑𝑟𝑎𝑓 𝑡1, responsible for generating data, and 𝑙𝑦𝑛𝑥𝑑𝑡𝑛,

designed as the data consumer. 𝑢𝑝𝑑𝑟𝑎𝑓 𝑡1 has same configuration

and organization as 𝑙𝑦𝑛𝑥𝑑𝑡𝑛 depicted in §3.1. These machines are

interconnected via a network that can accommodate 100 Gbps, as

depicted in Figure 10. Each experiment was iterated five times, and

the average result is presented in Figure 12.

In Figure 12, the X-axis represents the number of sending-receiving

threads, and the color of each bar signifies the execution NUMA

domain of the receiver threads. Notably, the observed trends reveal

that, for configurations A and B, the achieved throughput remains

relatively constant. This finding underscores the fact that maintain-

ing a constant number of compression threads while increasing

the count of decompression threads does not result in a notable

increase in the end-to-end throughput. Moreover, it is evident that

increasing the count of sending-receiving threads does not signifi-

cantly impact the overall performance, implying that the bottleneck
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Figure 10: Experimental setup illustrating the rela-

tionship between the number of sender(𝑢𝑝𝑑𝑟𝑎𝑓 𝑡1) and

receiver(𝑙𝑦𝑛𝑥𝑑𝑡𝑛) threads.

Table 3: Experimental configurations corresponding to Fig-

ure 12.

Configuration

#of

compression

Threads

#of

decompression

Threads

A 8 4

B 8 8

C 16 8

D 16 16

E 32 4

F 32 8

G 32 16

primarily arises from the number of compression threads for these

configurations. As the number of compression threads is increased,

the bottlenecks within the end-to-end pipeline shift across different

segments. This phenomenon becomes particularly evident when

analyzing configurations C and D. In this case, the throughput ex-

hibits higher values when the receiver threads are executed within

the NUMA 1 domain.

Furthermore, when the number of compression threads is con-

strained to match the available CPU cores on the sending machine,

as is the case with configurations E, F, and G (e.g., 32 compres-

sion threads), the bottleneck dynamics change once again. The

limitations are now imposed by the quantities of sending-receiving

threads, decompression threads, and the execution domain of the re-

ceiving threads. Notably, in configurations F and G, with 8 sending-

receiving threads and executing receiver threads within the NUMA

1 domain, we manage to achieve an end-to-end performance of

97 Gbps. This notable enhancement is 2.6X greater than the base-

line performance achieved with configurations A and B, which

yielded 37 Gbps.

4.2 Performance Comparison

To assess the effectiveness of our runtime system, we conduct

a comparative analysis with a scenario where we refrain from

explicitly designating the execution locations for runtime system
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Figure 12: End-to-end throughput based on various config-

urations of the compression and decompression threads, as

outlined in Table 3. The throughput is notably higher when

the receiving threads are located in the NUMA 1 domain, as

indicated by the red bar.

component threads (such as compression, sending, receiving, and

decompression). Instead, we allow the operating system (OS) to

determine the execution locations autonomously. In this context,

our runtime system operates within the framework of five distinct

machines: 𝑢𝑝𝑑𝑟𝑎𝑓 𝑡1, 𝑢𝑝𝑑𝑟𝑎𝑓 𝑡2, 𝑝𝑜𝑙𝑎𝑟𝑖𝑠1, 𝑝𝑜𝑙𝑎𝑟𝑖𝑠2, all engaged in

generating four distinct data streams, while 𝑙𝑦𝑛𝑥𝑑𝑡𝑛 serves as the

data consumer, assuming the role of the upstream gateway node.

Both𝑢𝑝𝑑𝑟𝑎𝑓 𝑡1 and𝑢𝑝𝑑𝑟𝑎𝑓 𝑡2 are characterized by similar config-

urations and organizational structures, mirroring those of 𝑙𝑦𝑛𝑥𝑑𝑡𝑛

as detailed in § 3.1. Conversely, the 𝑝𝑜𝑙𝑎𝑟𝑖𝑠1 and 𝑝𝑜𝑙𝑎𝑟𝑖𝑠2 nodes

share a similar architecture and organization, each equipped with

a 2.8 GHz AMD EPYC Milan 7543P CPU boasting 32 cores with 512

GB of DDR4 RAM. All four sender nodes have NICs with 100 Gbps.

However, it is noteworthy that only the 𝑙𝑦𝑛𝑥𝑑𝑡𝑛 machine as a re-

ceiver has a NIC of 200 Gbps. 𝑢𝑝𝑑𝑟𝑎𝑓 𝑡1, 𝑢𝑝𝑑𝑟𝑎𝑓 𝑡2, and 𝑙𝑦𝑛𝑥𝑑𝑡𝑛

operate on Red Hat Enterprise Linux 8, employing kernel version

4.18. Conversely, the 𝑝𝑜𝑙𝑎𝑟𝑖𝑠1 and 𝑝𝑜𝑙𝑎𝑟𝑖𝑠2 machines opt for SUSE

Linux Enterprise Server 15 SP3, with kernel version 5.3.

The interconnection among these machines is realized through

a real network path capable of accommodating a bandwidth of

200 Gbps, as illustrated in Figure 13. This comprehensive setup

allows us to holistically evaluate the performance of our runtime

system and draw meaningful comparisons in terms of network

utilization and end-to-end performance, as shown in Figure 14.

In Figure 14, we present a bar graph depicting the combined

and individual network throughput, along with the end-to-end

throughput for each of the four streams: stream-1, 2, 3, and 4. With

an average compression ratio of 2:1, it’s noteworthy that after

decompression, the end-to-end throughput becomes twice that of

the network throughput.
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Figure 13: Experimental setup illustrating the generation of

four concurrent data streams using four distinct machines.

One machine, denoted as 𝑙𝑦𝑛𝑥𝑑𝑡𝑛, acts as the upstream gate-

way, receiving all the overlapping streams.

Given that the NUMA 1 domain of the 𝑙𝑦𝑛𝑥𝑑𝑡𝑛 machine is

equipped with 16 cores, and considering the presence of four dis-

tinct data streams, we have allocated these cores evenly among

the streams. This approach justifies our choice of utilizing four

sending-receiving threads. This decision is grounded in the notion

that running multiple sending-receiving threads on a single core

introduces context-switching overhead, ultimately detrimentally af-

fecting network I/O performance, as elaborated in §3.1. Each stream,

correspondingly, employs four decompression threads assigned to

four cores residing in the NUMA 0 domain, so all 16 cores in NUMA

0 domain are evenly distributed between four data streams.

In the case of the OS, we specify the number of threads, and

the OS determines the execution locations for individual threads.

Specifically, we found that the operating system, while capable

of determining thread execution locations, does not always pos-

sess the intricate architectural and organizational knowledge of

the involved machines to maximize efficiency. Our runtime sys-

tem, on the other hand, is designed to tap into such knowledge,

enabling it to manage not only the optimal number of threads

(compression, sending, receiving, decompression) but also their

precise placement within the most suitable NUMA domains. This

approach yields significant performance improvement, as shown in

Figure 14. Specifically, we achieve 105.41 Gbps cumulative network

performance, corresponding to 212.95Gbps cumulative end-to-end

performance. In contrast, relying solely on the OS, the network

throughput reaches 70.98Gbps, accompanied by an end-to-end per-

formance of 143.3Gbps. Evidently, our runtime system outperforms

the OS-based approach by a 1.48X factor. This performance im-

provement is due to runtime system’s capacity to harness knowl-

edge regarding the architectural and organizational knowledge of

sender and receiver machines. This enables the runtime system to

expertly manage the execution of the optimal number of compres-

sion, sending, receiving, and decompression threads, in addition to

strategically placing them within the most suitable NUMA domains.
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Figure 14: Data streaming performance with the setup spec-

ified in Figure 13. Evaluation of network performance and

end-to-end performance based on receiving threads and de-

compressing threads execution location chosen by OS versus

specified by our runtime system. In all cases, the sender uses

32 compression threads and 4 sending threads.

5 RELATED WORK

As high-speed data sources proliferate, a range of data-intensive

applications are being implemented in real-world scenarios. These

applications, with their stringent latency and throughput demands,

cannot be adequately supported by traditional batch processing

models. Notable efforts to enhance Data Stream Processing Systems

(DSPSs) have been made by both the research community [29, 43]

and industry giants like SAP[45], Google [17], and Microsoft [9].

However, the ever-increasing performance needs, complex analyses,

and heavy state access requirements of emerging stream applica-

tions [11, 20, 32, 38] present new challenges. Although strides in

computer architecture have sparked a wave of interest in hardware-

conscious DSPSs [43, 44], aiming to exploit modern hardware ca-

pabilities for stream processing acceleration, the heterogeneity in-

troduced by the presence of NUMA and NUMA-to-NIC connection

domain is often overlooked.

Previous research has explored the concept of NUMA-aware sys-

tem optimizationswithin the field of relational databases [21, 31, 34].

RING [33], a NUMA-aware Message-batching runtime system, is

designed to improve efficiency, primarily for irregular applications,

by managing memory through a partitioned global address space

model and leveraging one-sided RDMA API. [15] shows how co-

herence traffic can be constrained in a large, real cache-coherent

NUMA (ccNUMA) platform comprising 288 cores by utilizing a com-

bined hardware/software approach. [8] provides evidence of host

congestion in production clusters, attributing it to the adoption of

high-bandwidth access links, which leads to bottlenecks within the

host interconnect (NIC-to-CPU data path). In contrast, our proposed

runtime system introduces a specialized approach. It holistically

integrates computational and I/O operations, emphasizing efficient

multi-stream data transfers between scientific instruments and HPC

clusters, and strategically orchestrates parallel tasks, significantly

reducing the data volume on the network.

[28] describes a NUMA-aware thread and resource scheduling

methodology to optimize data transfers over terabit networks. [40]

presents that binding processes to the local processor, rather than to

specific cores, improves the efficiency of high-speed data transfers.

[22] delves deeper to understand the end-system bottlenecks for
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high-speed TCP flows, emphasizing the significant role of affinitiza-

tion, or core binding, on protocol processing efficiency and how it

changes the performance bottleneck of the network receive process.

In the Network Functions Virtualization (NFV) domain, [18] dis-

cusses the challenges posed by the NUMA architecture inmulti-core

servers for service function chain (SFC) placement. [37] highlights

the importance of considering NUMA architecture when deploy-

ing network processing software for NFV. It introduces the use

of DPDK to enhance data plane performance and addresses the

need for proper thread mapping on physical cores across NUMA

sockets. [25] points out the challenges faced when deploying NFV

on modern NUMA-based Standard High Volume Servers (SHVS),

and proposes a collaborative thread scheduling mechanism to min-

imize end-to-end performance slowdown for NFV traffic flows,

demonstrating improved CPU utilization and traffic throughput.

The above-mentioned studies provide valuable techniques and

execution models but do not directly address our specific prob-

lem - managing the heterogeneity brought about by NUMA and

NUMA-to-NIC connection domain for scientific data streaming

applications. In contrast, our proposed runtime system operates

as a layer above the operating system, specifically designed to

accommodate this heterogeneity. It maintains a knowledge base

of the underlying hardware, including NUMA configurations and

NUMA-to-NIC connection domain, and can accordingly adapt data

streaming and computational resource allocation. This enables the

support of tasks like data compression, maximizing bandwidth uti-

lization, and significantly improving the overall efficiency of data

streaming tasks.

6 CONCLUSION AND LOOKING FORWARD

In an era marked by unprecedented data generation rates, especially

from sophisticated scientific tools, the challenge of optimizing net-

work and resource management for data streaming has never been

more critical. Conventional models are lagging, often overwhelmed

by the pace of advancements in hardware technologies. This lag

can be seen in the common underutilization of resources and the

consequent suboptimal system performance. Despite their inher-

ent benefits, NUMA systems present challenges, especially when

accessing memory segments located remotely from the processing

unit. Addressing this, our research presents a runtime system capa-

ble of managing efficient multi-stream data management, ensuring

optimal compression, decompression, and streamlining based on

the specific hardware characteristics of the host server. The core

of our suggested runtime system consists of data compression, de-

compression, and transfer tasks. Importantly, these tasks aim to

limit the amount of data coming into the network. We report two

major findings that we address with our runtime system: (1) The

strategic allocation of data streaming tasks, in line with the selected

execution CPU, can significantly improve network bandwidth uti-

lization. (2) Incorporating data compression and decompression

into the streaming process optimizes both CPU resource consump-

tion and network bandwidth efficiency. Our empirical evaluations

validate these hypotheses, suggesting that the pinning streaming

tasks with the right NUMA domain can boost throughput by 1.48X

in comparison to state-of-the-art solutions and 2.6X over baseline

configurations.

As we move into a more digital world, we need systems like

ours that are flexible and work efficiently. Looking ahead, our fu-

ture work will focus on developing the dynamic capabilities of our

runtime system. We aim to enable the runtime system to adjust

the allocation of cores to streaming software processes in response

to real-time resource utilization. By closely monitoring the usage

of CPU cores, our runtime system will be able to react to varying

processing demands, further optimizing resource management and

improving the overall performance of the data streaming processes.

This dynamic adjustment will introduce a level of adaptability to

the runtime system, allowing it to better serve in data-intensive

environments where computational needs may fluctuate.
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