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ABSTRACT This paper proposes a semi-analytical approach for efficient and accurate electromagnetic
transient (EMT) simulation of a power grid. The approach first derives a high-order semi-analytical solution
(SAS) of the grid’s state-space EMT model using the differential transformation (DT), and then evaluates the
solution over enlarged, variable time steps to significantly accelerate the simulations while maintaining its
high accuracy on detailed fast EMT dynamics. The approach also addresses switches during large time steps
by using a limit violation detection algorithm with a binary search-enhanced quadratic interpolation. Case
studies are conducted on EMT models of the IEEE 39-bus system and large-scale systems to demonstrate the
merits of the new simulation approach against traditional numerical methods.

INDEX TERMS Electromagnetic transient, state-space formulation, semi-analytical-solution, variable time

step, limit violation.

I. INTRODUCTION
S POWERFUL tools for power system dynamic
and stability analysis, numerical simulations include
electromechanical transient simulations and electromag-
netic transient (EMT) simulations. The former adopt a
phasor model for the simulated power system, assum-
ing a synchronous system frequency and computing only
positive-sequence values of voltages and currents. The sim-
ulation time steps are around milliseconds to focus on
electromechanical dynamics of generators and motors. The
latter, EMT simulations, compute three-phase instantaneous
voltages and currents varying at actual frequencies, taking
into account the fast dynamics caused by the interactions
between the electric fields of capacitors and magnetic fields
of inductors. Thus, EMT simulations enable a more detailed
analysis of fast phenomena such as harmonics, overvoltage,
short-circuit current, and others. However, EMT simulations
suffer from high computational costs due to the tiny time steps
in us [1], [2], [3].
To accelerate EMT simulations, some approaches focus on
enlarging the time step to reduce the number of steps when

the system enters a nearly balanced, steady-state condition,
such as DQO transformation [4], frequency shift [5], [6],
and dynamic phasor methods [4], [7]. For instance, DQO
transformation can transform balanced three-phase instanta-
neous variables into DC values for more efficient simulations.
However, when facing unbalanced conditions or the pres-
ence of high-order harmonics, the DQO transformation and
frequency shift approaches are inefficient [4]. The dynamic
phasor approach approximates the original waveform by a
certain number of time-varying Fourier series, but it requires
carefully selecting these series to reflect the correct system
behaviors [4], [7]. Considering more series will cause vari-
ables and equations to grow and thus decrease the simulation
speed [4]. Other approaches adopt phasor-EMT hybrid simu-
lation to reduce the computational cost for EMT zones [8],
[9], [10], and parallel computing to speed up simulations
leveraging CPU, GPU and HPC, respectively in [11], [12],
and [13]. Reference [14] proposes a combined state-space
nodal method that discretizes state-space equations of sub-
systems into nodal equations and enables flexible interfacing
between subsystems [15], [16]. Yet, the trapezoidal-rule
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method adopted on a nodal formulation can hardly allow for
a variable time step, mainly due to the lack of high order
information for estimating the truncation error [3]. Refer-
ence [17] investigated EMT simulations using variable time
steps. However, because the time step is embedded into the
network’s conductance matrix, the nodal formulation must
be determined prior to the time domain simulation and any
change in the time step will affect the formulation. As a result,
the time step can hardly vary adaptively during simulations.

Compared to the nodal formulation-based approach, this
paper proposes a new semi-analytical EMT simulation
approach, which utilizes a high-order semi-analytical solu-
tion (SAS) derived from the system’s state-space model to
vary the time step and improve simulation efficiency while
maintaining high precision.

In recent years, the SAS methods have been proposed for
power systems to speed up phasor-based transient stability
simulations. An SAS is an approximate high-order analytical
solution for a nonlinear system modeled by ordinary differ-
ential equations or differential-algebraic equations. It can be
derived by mathematical methods, including the Adomian
Decomposition [18], Holomorphic Embedding [19], Differ-
ential Transformation (DT) [20], and Homotopy Analysis
methods [21], as time-power series or other forms [22], [23].
Among these methods, the DT provides a highly accurate
approximation of a true solution by using an ultra-high-order
SAS in the form of a power series of time and allows deriving
the SAS terms from low orders to arbitrary high orders in an
efficient, recursive manner [24], [25], [26].

This paper, for the first time, proposes a semi-analytical
approach for EMT simulation of large-scale power grids.
Our preliminary work [27] conducted a proof-of-concept
study on simulating the EMT model of a small two-area
system while the complete approach proposed in this paper
is able to accurately simulate large EMT models by using
a variable time step and addressing switches during simu-
lations. Based on EMT state-space equations, the approach
derives SASs for network components represented by R-L-
C circuits, the voltage-behind-reactance (VBR) synchronous
generator model [28], typical generator controllers, and an
inverter-based resource (IBR) model. Then, a multistage sim-
ulation strategy is proposed, enabling variable, larger time
steps for acceptable truncation errors estimated by equation
imbalance. The proposed approach can automatically adjust
the step size for accurate and convergent computations. When
the time step is enlarged to improve simulation efficiency and
results in a low resolution, the SAS can easily reconstruct
high-resolution results through its evaluation of variables at
any internal points in a time step, and this further facilitates
accurate detection of limit violations during simulations. For
EMT simulation, finding each switching moment due to a
limit violation is important for precise and correct simulation
results, but the traditional linear interpolation algorithm for
small-step EMT simulations may become inaccurate at time
steps enlarged by the SAS. This paper proposes a more effi-
cient and accurate limit violation detection algorithm using
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binary search and quadratic interpolation with the SAS to
precisely locate the switching moment at any limit, which
has not been fully addressed by previous semi-analytical
simulation methods. The high-order SAS derived from the
DT allows adjusting the step size immediately when a switch
occurs to correct the simulation.

The main contributions of this paper include: first, an SAS-
based EMT simulation approach that can more flexibly
choose the solution order and time step during the simu-
lation; second, a variable time step simulation strategy for
more efficient simulation while maintaining a high accuracys;
third, an SAS-based dense output mechanism to recon-
struct detailed high-resolution simulation results even with
large time steps; fourth, a binary search-enhanced quadratic
interpolation-based limit detection algorithm to accurately
address limit violations during large time steps, which has
not been proposed by existing semi-analytical simulation
approaches for power systems.

The rest of this paper is organized as follows. Section II
introduces the proposed DT-based semi-analytical EMT sim-
ulation approach and the set of transformation rules for linear
and nonlinear functions. Section III derives the SAS for each
state-space EMT model. Section IV presents and illustrates
a multistage simulation strategy incorporating a proposed
variable time step algorithm, along with the dense output
mechanism. Section V proposes the limit violation detection
algorithm using a binary search-enhanced quadratic inter-
polation. Then, tests on EMT models of the IEEE 39-bus
system with synchronous machines and a modified version
with IBRs are conducted respectively in section VI and
section VII. Validation of the proposed limit violation detec-
tion algorithm is presented in section VIII. Case studies on
synthetic large-scale systems are performed in section IX.
Finally, conclusions and future work are drawn in section X.

Il. SAS AND DIFFERENTIAL TRANSFORMATION RULES
FOR EMT SIMULATIONS

An EMT simulation needs to solve an initial value problem
for the power system model. The N-th order SAS for the
initial value problem (1) takes the form (2) [20], [21], [22],
[23]:

dx(t)
dt

x(1) = Z;iox[k]tk ~ z;vzox[k]tk,t <T, ()

=f(x(®), 1), x|;=0 = x[0] )]

where x is a state variable; f is a smooth function; x[0] is
the initial value of x; x[k] indicates coefficients of the SAS
series; k is the order of a series term; N is the highest order of
truncated SAS terms; and T is the convergence region. The
SAS offers a higher-order approximation of the true solution.
For a smooth function g(z), its k™-order DT at t = fg is

defined as:
1 [d*g()
kl=— | ——— 3
glk] k![ ik l=to 3)
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TABLE 1. Differential transform rules.

i Differential Transformation

STK] = enf], ﬂ[k]={l k=0
0 k=0
Tk = eslk]
T /1K) = elk]+ HIK]
L Tk1=Y  elmilk —m]

Original function

L S=c

" ¢ is constant
#2: f (1) = cg(t)
#3: £(0)=g(O) £ h(0)
#a: f(t) = g(D)h(7)

dg(r)
dt

#5100 = L fTk] = (k+Dglk +1]
-3

EES 3 2 mitk =]

se. S (1) =sin(h(1)) e[m]ik —m]

" g(t) = cos(h(1))

skl= Zk (g[m]g[k —m]+h[m]h[k —m])
- *(S[kl > fm Tk —m])

47 s() =g O+1* ()
f(@)=+s(t)

From (1)-(3), a differential equation (4) involving smooth
functions f (), g(¢), and h(¢) is transformed into (5) about
their DTs f[k], g[k] and h[k] (k = O, 1, ..., N) of the k-
order [26], [27]:

d
g(” — (1) = g(Oh(t) @)

N
Z(k + Dglk + 11 — 1) = D kIt — 10)*

k=0 k=0

Zf[k](t—to)" ZZ(g[m]h[k m))(t — 1)

k=0 m=0

k
= (k+Dglk + 11 =fkl =D glmllk —m] (5)

By calculating DTs in such a recursive manner, the SAS of
any order for (1) can be derived in the form of (2).

Some transformation rules for common linear and non-
linear functions are given in Table 1 [24], [25], [26], which
facilitate efficient, recursive derivation of a high-order SAS.

In EMT simulations, the Park transformation (6) and its
inverse transformation are required to interface variables of a
generator in the DQO frame with the three-phase network in
the abc frame. To deal with matrix multiplications, the fol-
lowing Proposition 1 is introduced, based on rules in Table 1.

- . |
W@ o 2 2 p
(1) | = 3 cosf cos(d —Z) cos(d + &)
74(1) | —sinf —sin(@ — %”) —sin(0 + %”)
Ppark
_Za(t)
x| zp(1) (6)
_Zc(t)
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Proposition 1: For any three smooth matrix functions
F(¢), G(r) and H(¢) given in (7) that satisfy F(#)=G(¢)H(z) for
t>0, the rule in (8) holds for DTs of their matrix elements.

F(1) = [f;(1)] € RNoxM:
G(1) = [g;(1)] € RNo*M:
H(t) = [h(1)] € RN )

k
HR =Y S gulmlk—ml(®)

where f;(¢), g;j(t), and h;j(t) are the i-th row j-th column
elements, Ng, N1, and N, are positive integers on matrix
dimensions, and [k], [m], and [k-m] indicate the orders of
DTs.

lll. DT OF STATE-SPACE REPRESENTED EMT MODELS
This section presents state-space EMT models of power sys-
tem components along with their SASs derived by the DT.

A. SYNCHRONOUS GENERATOR

The VBR generator model from [28] is applied in this paper
for EMT simulation purpose. Eq. (9)-(11) give the VBR
model of a round rotor generator, comprising the swing
equation (9), the rotor flux equation (10), and the stator phase
current equation that interfaces with the network (11) [28]:

@ = Awy

dt

o e, pBr, 0
dﬂ% = ey — Z—d(lfd — Rad)

% = _rl—d(l]d — Aad)

d:}% = ——ql(lzrz - Aaq) (19)
% = L/l’ (Vabe + Rsiape — P palrkvgdq + dd_i/bci“b")

abc

(1)

In(9),8, Aw,, H, D, p,, and p,, are the rotor angle, rotor speed
deviation, inertial constant, damping coefficient, mechanical
power, and electrical power of a generator, respectively; wq
is the nominal frequency of the system. In (10), Azz, A14, A14,
and Ay, are flux linkages of the filed winding, d-axis damper
winding, g-axis first damper winding, g-axis second damper
winding, respectively; 71y, 14, 714, and rp, are resistances
of the four windings; Lgy, L1, L1, and Lyg are leakage
inductances of the four windings; A, and /'Laq are d-q axes
flux linkages; ey is the field voltage. In (11), igpe and vape
are three-phase generator terminal current and voltage that
interface with the grid through current injection [29]; Ry is the
constant stator resistance. The subtransient inductance matrix
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L), in (11)is given by (12) and (13):

Ls(20)  Ly(20 — %) Ly(20 + &)
Lype = | Lu(20 — ) Ls(20 + %)  Lu(20)
Ly20+%Z) Ly  Ls(20 — %)

12)
1 " 7 1, 1"
Ls(-) = Lls+§(L0_le+Lad +Laq) + 5( ad — Laq) cos(+)

1 1
Lu(:) = (Lo = 2Ly = Ljy = L) + 5Ly = Liy cos()

ad = Lad//Lpat/ /Lrats Ly = Lag/ [L1gi/ /Logl (13)

Here, L;; and Ly are leakage and zero sequence inductances,
respectively, and ““//”’ means the parallel connection of induc-
tances. The d-q axes subtransient voltages in (11) are given
by:

i
2
- W_d+”_d)L’/§id_|:w(l_%)_%rl_d:| M
=T\ 2 Mta 2 A
Liy  Lig L Lyar ™ Lig Ly
Iﬁr«ﬂ — _rldLgd( _ﬁ) Mg
Lig L Ly Lia
M A L
—L! (L Py, + 29, 14
“q(quz Lqu) " L (1
I'lg g 2.
v;’ —(LT + LT)LL/I/!J ig
14l 2ql
2
rqugQ(l_L_gq _lﬁrz_q 1
q
Ly, Lig" Ly, Lig
2
|:L£/l/q g rqutll/q( Lz/l/q ):| A
2 q
Ligla Ly, Lag
a | M
+ L;’d(% + Lo (15)

Mi Mg
Aad = (—ig + ~— + —)L;,
“ L L’ ™
M A
Aag = (—ig+ —L + D)L, (16)
“ g qul L2ql “a

In the Park transformation (6), 8 satisfies d0/dt=w, .
The electrical power depends on the number of poles 7,:

3n
pe = "0 (Qadly = Aagia) (17)

Applying the rules in Table 1 to (9)-(17) yields the corre-
sponding DT equations as illustrated in (18)-(22) for variables
55 Awr, Afd» iabc» Vq, and Pe-

(k + 1)S8[k + 1] = Aw, [k]

)
(18)

k4 DAok + 1] = 22 olk] — palk] — 227K
2H -
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(k + DAglk + 11 = ey [k] — %(ﬂfd[k] — Aaalk]) (19)

(k + Digpelk + 1] = _Lg[;l(vabc[k] + Riagpelk] — V/a/bc[k])

(20)
r r .
vilk + 11 = = (35 + SOLgiglk + 1]
1ql 24l
B 2
_ | netag Lag ) Lag rag
| leql qul L%ql qul
X l1q[k + 1]
-LL/l/(f V] quc/z/q L(/z/q
Yoo, 2 )
| Lig D2ql Lyy 24l
X )qu[k + 1]
k+1
alm]  Aralm]
+ L// ()"f + —)
ad ”% Ly Lia
X w, [k 4+ 1 — m] Q1)
3n k+1 m
pelk + 1] = szzw,[k+ 1—m]
m=0 n=0
X (Aag[m—nligln]— Aaglm—nliq[n])
(22)

where, v;bc[k] in (20) can be derived from applying the
Proposition 1 to v;bc = P;alrkvg g’ iq[n] and iy[n] in (22) are

obtained by applying the Proposition 1 t0 iogg = Pparkiabe-

B. CONTROLLERS OF A GENERATOR

Also consider the models of the exciter, turbine, and governor

of a synchronous generator. Without loss of generality, the

TGOV turbine-governor model in [30] and SEXS exciter

model in [31] are adopted in this paper as described below.
The TGOV1 model is shown in (23):

Puin < p1 < Pax

dp1 _ 1 ( 1 v Awy) )

di T Rg TSR

dp> 1 dp

e (2L _

7 T3( 27 +p1—p2)

Pm = p2 — D Aw, (23)

where pi and p, are intermediate state variables; p.r is the
reference power, and others are control parameters. The cor-
responding DT is given as (24). In addition, due to the limits,
if initial value p1[0]> P4 and dp1/dt=0, or if p1[0]< Puin
and dp1/dt<0, then p[k+1]=0.

Prin < p1[0] < Ppax

1 1
(k+ Dpilk+ 1] = F(_(n[k]pref — Aw,[k]) — p1lk])
1 Rg

1
(k+ Dpalk + 1] = Fz((k + DTopilk + 11+ pilk] — p2[k])
pmlk + 11 = p2lk + 1] = D;Aw, [k + 1] (24)
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(a) series resistor-inductor circuit
FIGURE 1. R-L-C circuit examples.

(b) grounding capacitor circuit

The SEXS exciter is described as:
Epin < Efd < Enax

dEgy 1
—— = —(kgvi — E,

” TE( vl — Efg)

dv 1 dv

d_tl = T—B(quf - TAd_tt — v —v1) (25)

where v,r is the voltage regulator reference; Efy =
efaLaq/Ryg; v1 is an intermediate variable; v, is the termi-
nal voltage magnitude; kg, Tg, T4, Tp are exciter control
parameters. Its DT is given as (26). In addition, if Eg[0]>
Epax and dEg/dt>0, or if Efz[0]< Py, and dEg/dt<0, then
Efy[k+1]=0.

Enin < Efd (0] < Epmax

1
(k+ DEgylk+1] = T—E(kEV1[k] — Eplk])

(k+Dwnilk+1] = TL(U[k]Vref — (k+ DTave[k + 1]
B
— vi[k] = vilk]) (26)

C. NETWORK COMPONENTS
Transmission lines are modeled as [T sections in this
work [32]. Other network components such as transformers,
constant impedance loads, and fixed shunts, are modeled
by R-L-C circuits. Two typical circuits, including the series
resistor-inductor circuit and grounding capacitor circuit, are
shown in Fig. 1 as simple examples.

The differential equations and corresponding DTs of the
resistor-inductor circuit and grounding capacitor circuit in
Fig. 1 are respectively given by (27)-(28) and (29)-(30):

diy  vi1 —vi2 — Riy

7 (27)
: L .
o+ Dig[k + 1] = k= V”L[k] —Rilkl g
o
% = ‘52 (29)
U+ Dwalk 4 1] = 2! (30)

C

Note that other R-L-C branch types can also be easily
considered and are not presented in detail here.

Remark: Using the DT rules, the SASs of other types
of exciters, governors, and stabilizers can be derived. Also,
nonlinear models such as the exponential magnetic saturation
of a synchronous generator [33] can also be transformed by
using the DT rules [20].

D. INVERTER-BASED RESOURCE (IBR)
A grid-following IBR model in Fig. 2 is considered in
this paper, which comprises an outer-loop current regulator,
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f E’@ Current regu]ato;‘:
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ﬂ“: : m OrLL :@ Power regulalori

. . @ i@ Droop regulator E

.91'11 n lig  lidg ; i
Irabe lid  Vidg

wer o Pres |
on @
FIGURE 2. Diagram of a grid-following IBR model.

an inner-loop power regulator, a frequency droop controller,
and a voltage droop controller [34], [35]. The dynamics of its
pulse-width modulation (PWM) are disregarded in this study.
A phase-locked loop (PLL) is used to track the bus voltage
angle. The IBR interfaces with the network by coordinate
transformation. In Fig. 2, the subscript ‘ref represents the
reference value, and ‘0’ signifies the steady-state value.

The mathematical equations of the model primarily consist
of basic linear operations which are fully covered by Table 1,
and thus are not presented in detail here. Additionally, the
frequently used proportional-integral (PI) controller and the
corresponding DT are:

dxs o
dar iXin
Xout = Xs + kpxin €1

(k + Dxglk + 1] = kixinlk]
Xourlk + 1] = x5k + 1] + kpxin[k +1] (32)

where k; and k;, are proportional and integral control gains,
respectively; x;, is the input; x; is the output of the integral
controller; x,,; is the output of the PI controller.

The IBR is interfaced with the network through terminal
current injection:

dirs ap 1 .

% = L_f(eabc — Vt_abc — RflLf_abc) (33)
with its DT described as:
(k+1)iLf_abc[k + 1] = (eapclk] — Vt_abc[k] _RfiLf_abc[k])/Lf

(34)

where ips gpc is the three-phase current on the induc-
tor Ly, Vi gpe is the three-phase terminal voltage at the
PCC point.

E. PROCEDURE FOR CALCULATING SASs OF THE
SYSTEM
Based on the DT equations derived in the last section, first
separate all state variables into three vector groups:
o X1(1) =1[8, Aw,, M, Ma, Mg, Aog, 0, lave, P1, P2,
Ep, vi, x]T
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. X2(t) = [inet: Vnet]T ,

o Xx3(1) = [Vodg, i0dg Vodg Aads lctzppe’ Pm xout]T
where vectors X1 and x3 includes all state variables of syn-
chronous generators, IBRs, and related controls described by
differential equations and non-differential equations, respec-
tively; X includes all network state variables described by
differential equations; i,.; includes all network inductor cur-
rents; v, includes all network capacitor voltages.

Then, the simulation process for each time step is con-
ducted following Algorithm 1 summarized below.

Algorithm 1

Input: initial states x[0], x3[0], x3[0] at r = fg, time step At,
and SAS order N.
Output: SAS coefficients x([1: N], xo[1: N], x3[1: N],
and states x1(7), Xp(¢), x3(¢) att =ty + At.
1. k=0
2: Whilek <N
3 k=k+1
4 Calculate x1[k] using (18), (19), (20), (24), (26), (32), etc.
5: Calculate xp[k] using (28), (30), (34).
6
7
8

Calculate x3[k] using (21), (22), (24), (32), etc.
End while
Calculate x1, X», and X3 using

Xi(1 + A = SN xi[k]AK G = 1,2,3)

IV. SIMULATION STRATEGIES

As a main advantage of the proposed approach, a variable
time step can be adopted to improve simulation efficiency.
When a large time step is used, a dense output mechanism
enabled by the SAS reconstructs accurate, detailed dynamics.

A. MULTISTAGE SIMULATION STRATEGY

Because the SAS is not an exact solution, its error can be
tolerated only within a limited time step. The initial value
problem to be solved for simulations can evaluate an SAS
with a multistage strategy as depicted in Fig. 3 over consecu-
tive time steps that make the desired simulation period. At the
end of each time step, the end values of state variables are
used as the initial values for the next step to evaluate the SAS
of the problem, which can be derived ahead of the simulation
using well-developed rules presented in previous sections.

B. VARIABLE TIME STEP SIMULATION STRATEGY
The simulation can be conducted at a fixed or variable time
step. To improve the convergence and efficiency of simula-
tions using an SAS over larger time steps, a variable-time-step
strategy is proposed and incorporated as follows.

Suppose a linear state-space EMT model for the sys-
tem [36], [37]:

X = Ax + Bu (35)

where x is the network state vector; u is the input vector;
A is the state matrix, and B is the input matrix. Substi-
tute the SAS for x and calculate the absolute imbalance in
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Qi )
(_ Start )

‘ Initial state variable x at £: x[0] ‘

Off-line derived SAS formulae using Differential Transformation ‘

!
Calculate high order coefficients x[k] using SAS formulae F—

[ Determine time step At |
i

‘ Calculate x at the next time step x(s+Ar)=3"

Y kA ‘

k=0

Save x(r+At)

‘ Assignt + At — ¢ and x(z + At) — x[0] ‘

B 5 S
" Simulation™_ No
“~_finished?

\I?es )

( End )

J

FIGURE 3. Flow chart of the SAS-based multistage simulation
strategy using DT.

per unit due to its:
E(At) = |[xsas — Axsas — Bu| (36)

where,

xsas = > xlklant
(k + Dx[k + 1] = Ax[k] + Bu[k] (37)
Substituting (37) into (35) yields:
E(A1) = [|AX[N] + Bu[N ]|l (ADY (38)

The imbalance E(At) can serve as an indicator for determin-
ing the termination of the present time step and the initiation
of the subsequent one. Thus, a variable time step is enabled
for an appropriate balance between the step size and accu-
racy [19], [22]. In practice, the variable length of each time
step is determined by a pre-determined imbalance threshold
eg, typically around 1 x 1072 per unit for EMT simula-
tions, and the time step can be calculated by combining (37)
and (38).

E(At) < eg — At < Atypax (39)

C. DENSE OUTPUT MECHANISM

Because the SAS utilizes high-order approximations to
enlarge the time steps, some detailed fast dynamics such as
overvoltage and overcurrent may be missed. Thus, obtaining
the dense output is of significance in such cases.

As shown in (2) and (37), with derived SAS coefficients,
the SAS expression is a function of time over each step. Thus,
the value of each state variable x at the next time step can be
calculated by substituting the time step At¢. Furthermore, it is
flexible to calculate values at multiple instants #y + #; within
the time step At, as illustrated in (40) and Fig. 4.

N
x(to + 1) & Zkzox[k]t,];(tn < At,n=1,2,---, N—1)
(40)
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FIGURE 4. lllustration of dense output under large time step
simulations.
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FIGURE 5. lllustration of the linear interpolation for limit
violation detection.
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V. LIMIT VIOLATION DETECTION ALGORITHM

In EMT simulations, the time instants when limits are reached
are typical of interest and importance to ensure the correct-
ness of results. The timings of such switches are unknown
ahead of the simulation and need to be estimated during the
simulation.

A. ILLUSTRATION OF THE LINEAR INTERPOLATION

In commercial software like PSCAD, if a switch occurs
during a small time step, its timing is estimated via a linear
interpolation by using values at the previous and present
steps, followed by a re-computation for the present step,
starting from the switching moment [38], [39].

As shown in Fig. 5(b), considering an upper limit xj;,;; for
variable x. With a small time step, the curve is almost linear,
and the time instant of limit violation, #;;,;r, can be estimated
by a linear interpolation using f, tx + At, x(), x(tx + At),
and Xz -

However, when a significantly increased time step is used
by the proposed SAS-based approach as shown in Fig. 5(a),
the linear interpolation may yield inaccurate results for limit
violation detection.

B. PROPOSED LIMIT VIOLATION DETECTION
ALGORITHM

To address the switch caused by limit violations under
enlarged time steps, a switch detection algorithm utilizing
SAS coefficients is proposed as depicted in Fig. 6. Thanks
to high-order SAS coefficients, dense state variable values at
any moment within a time step can be calculated efficiently
following (2), to facilitate checking of limit violations. More-
over, to avoid an exhaustive and time-consuming process of
checking every tiny time step at 1 us or less, the earliest
small time interval &;, e.g., 10-20 us or smaller, in which
any limit violation happened is easily located by a binary
search algorithm as illustrated by steps in the blue area of
Fig. 6 on hitting upper limits. To deal with lower limits, the
algorithm requires only a swap in the updates of a and b.
Then, as indicated by steps in the purple area, as a and b are
close enough, a quadratic interpolation is used to accurately
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FIGURE 6. Flow chart of the switch detection algorithm for limit
violations.
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FIGURE 7. lllustration of the SAS-based limit violation detection
algorithm under large time steps.

detect the switch moment where the current time step should
be finished.

The proposed binary search-enhanced quadratic interpola-
tion algorithm is also illustrated in Fig. 7.

As is shown in Fig. 7(a)-(c), by using the SAS, the pro-
posed algorithm can easily check the values at more internal
points in a time step, and thus facilitate efficient binary
search to narrow down the interval of violation that satisfies
b-a < ¢&;. After that, as shown in Fig. 7(d)-(e), with one more
point ¢ between a and b, the violation time instant #;,,;; can
be estimated with a, b, ¢, x(a), x(b), x(c), and xjj;,;; via a
quadratic interpolation, which is more accurate than the linear
interpolation.

VI. TESTS ON THE IEEE 39-BUS SYSTEM
To evaluate the efficacy and validity of the proposed
SAS-based simulation approach, case studies on the IEEE
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39-bus system [40] with synchronous machines are con-
ducted and presented in this section.

A. BENCHMARK AGAINST PSCAD

The SAS-based simulation approach is implemented in
MATLAB and benchmarked with the commercial tool
PSCAD, which uses a nodal formulation-based simulation
approach. Consider a contingency in which the system starts
from its steady state at t+ = 0 s, and then has a three-phase
grounding fault on Bus 10 at + = 1 s lasting for 0.2 second
without losing any network component. The results from the
proposed approach using MATLAB and from PSCAD are
compared in Figs. 8-12, which match well. This successfully
benchmarks the SAS-based state-space EMT simulation.

B. EVALUATING THE SAS-BASED APPROACH WITH
DIFFERENT ORDERS

The performance of the proposed simulation approach using
the SASs of different orders with a variable time step is tested
and compared with traditional numerical solvers on the state-
space model.
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FIGURE 13. Performance of the SAS-based simulation approach

with different orders on the 39-bus system.

Without loss of generality, three different cases including
load tripping, bus grounding, and generator tripping are sim-
ulated: Case 1 disconnects the load at bus 4 at t+ = 1 s;
Case 2 adds a three-phase grounding faulttobus 10att = 1s
lasting for 0.2 second; Case 3 disconnects the generator at
bus 36.

A higher-order SAS allows longer and fewer time steps, but
its complexity increases the computation burden for each time
step. Thus, there exists an optimal SAS order with the best
performance. Using different orders, the average time steps
and time costs of the SAS-based approach for a 1-s simulation
are summarized in Fig. 13 for three cases. The benchmark
results are from the 4M-order Runge-Kutta method using a
1 us time step. The simulation tests are carried out on a desk-
top computer equipped with an Intel Core 17-6700 3.4 GHz
CPU and 16GB RAM, using MATLAB. To ensure accuracy
and convergence, the errors of bus voltages are limited to less
than 0.01 p.u.

To notice, MATLAB is an interpreted rather than a com-
piled environment, having hidden overheads. To accelerate
the simulation speed, the MATLAB codes are converted into
MEX files and compiled to enable higher efficiency [41].

The results presented in Fig. 13 demonstrate that as the
SAS order increases, the time step grows, and the total
time cost first decays and then rises due to the increased
computation per step. The optimal order is around 30, with
approximately a time cost of 2.75 s for a 1-s simulation on
the 39-bus system.

C. COMPARISON OF SAS WITH TRADITIONAL
NUMERICAL METHODS

In Table 2, the performance of the proposed approach with
a 30™-order SAS is then compared with numerical solvers
including the Numerical Differentiation Formulas (NDF)
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TABLE 2. Comparing time steps and time costs of different
methods.

TABLE 3. Comparison of performance on the IEEE 39-bus
system.

NDF Runge-Kutta SAS Trapezoidal
(odel5s) (0de45) (30*-order) rule (ode23t)
Case Time | Time { Time { Time | Time | Time | Time | Time
step cost step cost step cost step cost
(ws) + () § (ws) | () | (us) (s) () + (s
Casel | 458 | 17.2 | 505 13.5 | 469 273 | 483 15.7

Case2 | 46.2 17.4 | 503 13.6 | 464 271 | 48.6 15.5
Case3 | 46.1 17.3 50.7 13.3 467 2.81 48.9 159

x 10"

=
—

=
~

——30"-order SAS
odeds
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FIGURE 14. Comparison of average time steps and maximum
absolute errors between the SAS-based approach and
traditional numerical methods.

method, Runge-Kutta method, and trapezoidal-rule method,
which are provided by the MATLAB solvers odel5s, ode45,
and ode23t, respectively. Also, the auxiliary ‘odeset’ func-
tion in MATLAB with a carefully adjusted absolute error
tolerance around 107 is used to generate results with per
unit bus voltage errors less than 0.01 p.u. Because the
MATLAB solvers mentioned above all adopt variable time
steps, the average time steps are calculated for comparisons.
As demonstrated in Table 2, the 30"-order SAS offers a
significant advantage in terms of time efficiency, thanks to
its capacity to leverage large time steps enabled by high-order
approximations.

Fig. 14 shows a comparison of the varying time steps and
maximum absolute bus voltage errors for Case 2, from which
the 30™-order SAS can gradually increase the time step to
around five times of the initial step, and its simulation results
are more accurate than the results from other solvers.

D. COMPARISON OF SAS WITH PSCAD
Conducting PSCAD simulations for the three cases. The
average time costs for 1-s simulations, as well as the maxi-
mum and average errors of three-phase voltages at different
time steps are summarized in Table 3, where the simulation
results using a 1-us time step is designated as its benchmark.
Remarkably, all three cases have nearly identical time cost
using the same time step. The maximum error is the maxi-
mum of three-phase voltage absolute errors of the 39 buses,
and average error is the average of all voltage errors related
to the benchmark during t = 0to 2 s.

Fig. 15 and Fig. 16 respectively illustrate the simulated
phase-C voltage at Bus 10 and its error for Case 2 using differ-
ent time steps. From Fig. 16, the PSCAD results converge to
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Approach PSCAD SAS
Time step (us) 5 50 75 100 467
Time cost (s) 56.2 5.62 3.75 2.81 2.71

Maximum error (pu) 1.10 § 552 6.11 595 | 7.7x10%
Average error (10 pu) | 0.15 1.73 2.80 4.11 0.032

!
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PSCAD 75 ps |4
PSCAD 100 ps

Phase-C voltage at Bus 10 (pu)
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Time (s)

FIGURE 15. Phase-C voltages of Bus 10 from PSCAD under

case 2.

PSCAD 1 us
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PSCAD 50 s
PSCAD 75 s |
PSCAD 100 us

Error of Phase-C voltage at Bus 10 (pu)

1.21 1.215

Time (s)
FIGURE 16. Errors of phase-C voltages at Bus 10 from PSCAD
under case 2.
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FIGURE 17. Phase-C voltage at Bus 10 from the SAS-based

approach under case 2.

the benchmark results shortly, but obvious errors exist for fast
dynamics following a disturbance with times steps >50 us.
The reason is that the trapezoidal-rule method-based nodal
formulation approach employed in PSCAD [42] has a low
order and less accuracy without many iterations.

In comparison, the results provided by the SAS-based
approach are presented in Fig. 17, where simulation results
solved by the 4M-order Runge-Kutta method using a 1 s time
step is designated as its benchmark and shown as the black
curve. Utilizing a high order approximation, the SAS-based
approach provides accurate results for fast dynamics under
large time steps, and detailed high-resolution dynamics are
reconstructed through dense output, as shown in the red
marks and blue points, respectively.
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FIGURE 19. Case 1 simulation results: Tripping the load at Bus 4.

S
o

Compared with the SAS-based approach with an average
time step of 467 us, PSCAD performs faster when its time
step increases to over 100 us. However, PSCAD has much
bigger errors than the SAS-based approach. Even if PSCAD
uses a S5-us time step, its average and maximum errors are
respectively 4.7 and 142.9 times of those with the SAS-
based approach. In such a case, the time cost of PSCAD is
20.7 times of that with the SAS-based approach.

Thus, when both high accuracy and speed are desired on
EMT simulations, the SAS-based approach is superior. While
a highly accurate EMT simulation is not desired, the nodal
formulation-based approach used in PSCAD can be faster if
a large step such as 100 us is used.

VIl. TESTS ON A MODIFIED IEEE 39-BUS SYSTEM

To test the proposed SAS-based approach on IBRs, the EMT
model of a modified IEEE 39-bus system in Fig. 18 is
employed. The synchronous generators connected to buses
32, 35, 37, and 39 are replaced by four grid-following IBRs
modeled as Fig. 2. Under the three contingencies introduced
in Section VI-B, system dynamics including rotor speed
deviation of synchronous generators and active power of
IBRs are depicted in Figs. 19-21. Under the three cases, the
system frequency finally increased, recovered, and decreased,
respectively.

In the same way, the time costs and average time steps
of the SAS-based approach under the three cases are pre-
sented in Table 4. As can be observed, the 30M-order SAS
still has the best performance than other orders, and the
SAS-based approach retains the same efficiency dealing with
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TABLE 4. Average time steps and time costs of the SAS-based
approach.

SAS SAS SAS SAS
(20t-order) (25t-order) (30th-order) (35t-order)

Case Time | Time { Time { Time { Time { Time | Time | Time
step cost step cost step cost step cost

(us) () (us) () (us) (s) (us) (s)
Casel | 302 | 406 | 376 | 3.08 | 461 | 275 | 513 | 3.15

Case2 | 303 4.05 372 3.09 | 459 2.79 515 3.14
Case3 | 298 4.09 375 3.08 463 2.76 512 3.16

SAS dense uotput

> 30™-order SAS
Benchmark with tiny step

1005 10075 Lol 10125  L0S

Time (s)
FIGURE 22. Phase-A current on branch 22-23 simulated by the
SAS-based approach under case 3.

1.0025

Phase-A current on line 22-23 (pu)
[

systems with IBRs, compared to that with only synchronous
generators.

In addition, simulation results of two states close to the
fault location under case 3 are illustrated in Figs. 22-23
to show the high precision of the SAS-based approach
under large time steps for capturing fast and slow transients,
respectively.

VIIl. TEST OF LIMIT VIOLATION DETECTION
ALGORITHM

This test activates the limits on Ef; of exciters, p; of gover-
nors, and igyer and ig,,r of the IBRs, and re-conducts Case 2 to
validate the proposed switch detection algorithm.
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FIGURE 25. Simulation results of ig.ef of IBR2 under case 2.

In this scenario, the Eg; of SG4 reaches its upper limit and
the igrer of IBR2 reaches its lower limit. Simulation results
provided by the 30™M-order SAS-based approach with and
without the proposed switch detection algorithm are com-
pared against the benchmark results, as shown in Figs. 24-25.

As can be observed, without detection of the state switches,
variable values that exceed their limits are not forced to
be the limits immediately. The resulting trajectory during
that step is inaccurate and may compromise the accuracy
of trajectories in subsequent steps. In contrast, the proposed
detection algorithm accurately locates the switch moments
within <1 us and corrects the results immediately, ensuring
accurate results matching the benchmark.

IX. TESTS ON LARGE-SCALE SYSTEMS
To test performance of the SAS-based EMT simulation
approach on large systems, synthetic systems are constructed
by interconnecting multiple replications of the 39-bus sys-
tem [11].

Subsequently, by simulating a grounding fault at r=1
s lasting for 0.2 s, the performance of the SAS-based
approach is compared with that of the nodal formulation-
based approach [42] utilized in PSCAD. The time costs for
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FIGURE 27. Phase-A voltage at the grounding Bus simulated by
PSCAD.
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FIGURE 28. Phase-A voltage at the grounding Bus simulated by
the SAS-based approach.

TABLE 5. Comparison of performance on a 390-Bus system.

Approach PSCAD SAS
Time step (us) 5 25 50 100 534
Time cost (s) 425 85 42.5 21.5 98

Maximum error (pu) 0.22 1.29 2.58 3.85 7x10*
Average error (x107 pu) | 0.41 1.24 2.61 33 0.0012

a 1-s simulation and maximum per unit errors are presented
in Fig. 26, with the y-axes plotted on a logarithmic scale.

Specifically, the results on the synthetic 390-bus system
are presented in Table 5, where the time costs are for a 1-s
simulation. Also, simulation results of the phase-A voltage at
the grounding bus are shown in Figs. 27-28.

From results presented in Fig. 26 and Table 5, the
nodal formulation-based approach in PSCAD is faster than
the state-space SAS-based approach when adopting a time
step approximately >25 us, which is smaller than the
corresponding time step around 100 us on the 39-bus sys-
tem. This is aligned with the existing conclusion that the
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nodal formulation-based approach has outstanding simula-
tion speed on large systems [3].

Nevertheless, as shown in Figs. 26-27 and Table 5,
similar to observations on the 39-bus system, the nodal
formulation-based approach failed to accurately capture some
fast dynamics right after a disturbance, under a time step
larger than 5 us. In contrast, as depicted in Figs. 26, 28, and
Table 5, the SAS-based approach has nearly the same time
cost as PSCAD with a 25 us time step on large systems,
but the precision of the SAS-based approach is around 1073,
much smaller than that of PSCAD. Meanwhile, reducing the
time step of PSCAD can improve the precision, but will have
a much larger time cost, as shown in curves for PSCAD
with a 5 pus time step in Fig. 26. Therefore, the SAS-based
approach can still provide high precision results with better
efficiency on large-scale systems.

X. CONCLUSION
This paper proposed a semi-analytical approach to speed
up EMT simulations by using an enlarged, variable time
step. Also, the SAS-based dense output mechanism enables
the simulation results to provide detailed high-resolution
dynamics even over large time steps. The proposed limit vio-
lation detection algorithm can accurately locate the switching
moment to ensure correct EMT simulation results. The tests
on the original and modified IEEE 39-bus systems and syn-
thetic large-scale systems have demonstrated more efficient
EMT simulations using the proposed approach than sim-
ulations using conventional numerical methods under high
precision.

While a highly accurate EMT simulation is not desired and
a large time step is used, the proposed simulation approach
may not be faster than a nodal formulation-based approach.

The future work will investigate the application of parallel
computing to enhance the proposed SAS-based simulation
approach, and hybrid simulation approaches integrating this
SAS method with other numerical methods.
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