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ABSTRACT. Unmanned Aerial Vehicles (UAVs) play a crucial role in a myriad of agricultural and infrastructural 

applications, encompassing surveillance, observation, and spraying, etc.. Nevertheless, challenges persist in the realm of 

limited payload distribution and insufficient operation time, particularly when dealing with large acres of farmland and 

multiple tasks. The utilization of multiple UAVs in a swarm configuration allows for distributed payload and task 

capabilities, thereby extending the overall flight duration. However, UAVs forming a swarm, posing issues related to 

formation and localization, particularly the presence of GPS denied zones. Leader-follower drone system presents a 

formidable obstacle, necessitating innovative solutions for formation control to address such localization challenges. In 

addressing these challenges, our research introduces a vision-based relative navigation algorithm for leader-follower 

formation control. This approach employs machine vision methods for localization with blob operation and machine 

learning object detection, enabling the follower UAV to seamlessly track the leader drone. Furthermore, the follower UAV 

can transmit its relative position to the leader UAV, facilitating mutual localization. To validate the efficacy of our proposed 

method, we conducted experiments wherein inspection UAVs were modeled and implemented in Webots  environments. 

Specifically, the leader UAV was subjected to a GPS denied zone, prompting the follower UAV to send relative position data 

to aid in re-localization and restore the desired position. This innovative vision-based approach holds promise for enhancing 

the autonomy and localization capabilities of UAV inspection in challenging operational environments. 
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Introduction 

Unmanned Aerial Vehicles (UAVs) play a crucial role in a myriad of agricultural and infrastructural applications, 

encompassing surveillance, and observation, spraying, etc., yet challenges persist in the realm of limited payload distribution 

and insufficient operation time, particularly when dealing with large acres of farmland and multiple tasks [1], [2], [3], [4]. 

The utilization of multiple UAVs in a swarm configuration allows for distributed payload and task capabilities, thereby 

extending the overall flight duration. However, UAVs forming a swarm pose issues related to formation and localization, 

especially in the presence of GPS-denied zones. The leader-follower drone system presents a formidable obstacle, 

necessitating innovative solutions for formation control to address such localization challenges. Previous research survey 

provides a thorough examination of vision-based techniques utilized in Unmanned Aerial Vehicle (UAV) navigation [5], [6], 

[7].  

The literature encompasses three studies on vision-based target detection, localization, and obstacle tracking utilizing 

Unmanned Aerial Vehicles (UAVs).  The first study ([6]) proposes a novel system employing a cooperative team of UAVs 

and Unmanned Ground Vehicles (UGVs) for target detection and localization in border areas. It employs a customized 

motion detection algorithm on the UAV-mounted camera to track crowds, with UGVs serving as individual human detectors 

due to their higher resolution and fidelity. This approach effectively localizes crowds with unknown movement patterns. The 

ref. [8] research addresses UAV localization using vision-based methods, leveraging georeferenced aerial images. As UAVs 

gain popularity for various applications, the paper introduces a vision-only localization algorithm. However, it acknowledges 

the challenge of robustness inherent in vision-based algorithms. In ref. [9], it concentrates on vision-based obstacle detection 

and tracking for UAV navigation in real-time scenarios. It presents a strategy integrating object detection and tracking using 

a dynamic Kalman model. The detection phase utilizes a saliency map to locate objects, while the tracking phase employs a 

Kalman filter for coarse prediction and a local detector for refinement using temporal information between frames. These 

studies collectively contribute to advancing vision-based techniques for UAV applications, addressing challenges in target 

detection, localization, and obstacle tracking, with implications for various domains including surveillance, border security, 

and aerial navigation [9], [10]. By synthesizing existing literature on key components such as visual localization and 

mapping, obstacle avoidance, and path planning, comprehensive overview of the field, the article delves into the 

methodologies, advancements, and challenges associated with vision-based UAV navigation. Additionally, it provides 

insights into the future prospects of UAV navigation while delineating the hurdles that lie ahead in leveraging vision-based 

approaches effectively. Through this survey, readers gain a nuanced understanding of the current state-of-the-art and the 

evolving landscape of vision-based UAV navigation. 

In addressing these challenges, our research introduces a vision-based relative navigation algorithm for leader-follower 

formation control. This approach employs machine vision methods for localization with blob operation and machine learning 

object detection, enabling the follower UAV to seamlessly track the leader. Furthermore, the follower UAV can transmit its 

relative position to the leader UAV, facilitating mutual localization. In this project, vision-based relative navigation and 

drone swarming control for inspection in GPS-denied environment has been investigated and applied on Webots simulation 

environments [11]. To validate the efficacy of our proposed method, we conducted experiments wherein Agricultural UAVs 

were modelled and implemented in Webots environments. Specifically, the leader UAV was subjected to a GPS-denied zone, 

prompting the follower UAV to send relative position data to aid in re-localization and restore the desired position. This 

innovative vision-based approach holds promise for enhancing the autonomy and localization capabilities of Agricultural 

UAVs in challenging operational environments. 

This paper is organised as follows: Methodology section presents an overview of Modelling of the UAV, position-based 

formation control and vision-based localisation. The next section shows the scenario and the results of the UAV localisation. 

Finally, conclusion section summarises the main results and ideas for future work. 

Methodology 

In this section, commercial DJI Tello UAV linear model ([1], [12], [13]), leader follower formation and vision-based 

localisation have been explained.   

In Figure 1, DJI Tello UAV and its coordinate systems have been shown. In the figure, Ω𝑖  is the angular velocity of rotor 

𝑖. Position and the orientation of the UAV is p = [𝑥, 𝑦, 𝑧] and μ = [𝜙, 𝜃, 𝜓], respectively.  

In Eq. (1), the inputs of the dynamical equations of the UAV (𝑈𝑖) have been defined using thrust force and orientation 

torques (𝜏𝜙, 𝜏𝜃 , 𝜏𝜓 ). 

𝑈 = [𝑈1 𝑈2 𝑈3 𝑈4]
𝑇 = [𝐹𝑡ℎ𝑟𝑢𝑠𝑡

𝐵 𝜏𝜙 𝜏𝜃 𝜏𝜓]
𝑇
 (1) 

The thrust has been determined to overcome from the gravity effects. Therefore, mass of the UAV (𝑚) and gravity (𝑔) 

have been considered in the equation. Moreover, altitude of the UAV has been determined with the dynamical equation and 

it is shown in Eq. (2). 
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Figure 1. DJI Tello UAV ([14]) 
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After that, detailing of the dynamical equation of the UAV in terms of thrust and torques, the Eq. (3) can be written. It is 

remarked x-mode flying mode has been used in DJI Tello UAV. In the equation, 𝑙 distance from center of the UAV mass, 𝑏 

thrust coefficient and 𝑑 is the drag coefficient of the rotor. 
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In this project, the leader-follower formation system has been designed. In Figure 2, red and blue UAVs have been defined 

as leader and follower, respectively. Then, to calculate the relative distance for desired formation, the actual positions have 

been used.  
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Figure 2. Leader-Follower System 

In the Figure 2, leader and follower positions have been defined as (𝑥𝐿 , 𝑦𝐿) and (𝑥𝐹 , 𝑦𝐹), also relative distance between 

leader follower is (𝑥𝑟 , 𝑦𝑟). In Eq. (4) and (5), relative position and velocity calculations have been written for distance-based 

formation control [15], [16]. 

[
𝑥𝑟

𝑦𝑟
] =  [

cos(Ψ𝐿 − Ψ𝐹) −dsin(Ψ𝐿 − Ψ𝐹)

−sin(Ψ𝐿 − Ψ𝐹) −dcos(Ψ𝐿 − Ψ𝐹)
] [

|𝑥𝐿 − 𝑥𝐹|

|𝑦𝐿 − 𝑦𝐹|
] (4) 

[
𝑣𝑟𝑦

𝑣𝑟𝑦
] = [

cos(Ψ𝐿 − Ψ𝐹) −dsin(Ψ𝐿 − Ψ𝐹)

−sin(Ψ𝐿 − Ψ𝐹) −dcos(Ψ𝐿 − Ψ𝐹)
] [

𝑣𝐿 − 𝑣𝐹

𝑤𝐿 − 𝑤𝐹
] (5) 

Figure 3 represents vision-based localization methods for the leader-follower systems under GPS-denied zone. In GPS-

denied zone, the GPS sensor values have not given accurate data. To eliminate the error and faults, camera-based localisation 

has been presented. In the Fig.3, camera field of view is limitation of the detection and region of interest shows the leader 

position as pixels. 
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Figure 3. Vision-based localization representation 

For the position detection, Adaptive Neuro-Fuzzy Inference System (ANFIS) has been used [17]. The input features of the 

system are pixel x (𝑝𝑥), pixel x (𝑝𝑦) and radius (𝑎) and the outputs are x-y positions of the leader UAV. 

  

Figure 4. ANFIS Training 

In Figure 4, the membership function of ANFIS has been selected as 3x3 triangular. In addition, epoch number has been 

fixed to 3. It is noticed that each position has been calculated separately. Takagi-Sugeno-Kang fuzzy method has been 

implemented and crisp singular value has been generated as an output. 

 

Figure 5. Illustration of the proposed ANFIS Control Structure  

In Figure 5, ANFIS structure has been shown. The structure and training have been run on Windows operating system under 

Intel i7 CPU, 64 GB RAM and RTX 2060Ti GPU. 
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Simulation Results 

After the methodology, scenario and position results have been explained in this section. In Figure 6, the application scenario 

in Webots environment has been shown, where Leader (red) UAV and its front camera monitor, follower UAV and its front 

camera monitor, and test area have been represented respectively. 

Leader Camera Follower Camera

Test Area

Follower

Leader

 

Figure 6. Application scenario in Webots environment 

After the designing scenario, data-driven methods have been designed and employed into follower UAV. In Table 1, 5 

random selected data have been evaluated. The total collected data has been 5000. It is noted that, pixel x (𝑝𝑥), pixel y (𝑝𝑦) 

and radius (𝑎) measure as a pixel data from the camera. Moreover, actual x and actual y are defined as meter and collected 

from GPS sensor. For the data collecting and testing, Python 3.11 has been used, MATLAB with ANFIS has been used for 

training and modelling of the position-based localization. 

Table 1. Randomly selected some of the collected data 

Index Pixel x (px) Pixel x (py) Radius Actual x Actual y 

1 198 172 10 0.52 0 

5 162 150 11 0.53 -0.001 

1636 162 154 7 0.691 -0.001 

2538 198 174 12 0.852 -0.002 

4134 90 76 5 0.418 0.106 

In Figure 7, the data-driven modelled results have been plotted separately as x and y axis. In the figure, black lines define 

actual position of the leader UAV, the red lines define predicted position of the leader UAV. 
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Figure 7. Actual and predicted position results 

Considering the output results the root-mean-square-error (RMSE) values can be written 0.0687017 and 0.0687251 for 

x and y axis, respectively. The result shows that the proposed leader-follower drone swarm formation and the and the vision-

based relative navigation and ANFIS control scheme is effective for GPS-denied navigation and inspection operations in a 

reliable fashion.  

Conclusion and Future Works 

In conclusion, Unmanned Aerial Vehicles (UAVs) are indispensable tools across various agricultural applications, despite 

facing persistent challenges such as limited payload distribution and operation time, especially in large farmlands and 

multifaceted tasks. The adoption of multiple UAVs in a swarm configuration presents a viable solution, enabling distributed 

payload and task capabilities to extend flight duration. However, issues arise concerning formation and localization within 
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UAV swarms, particularly in GPS denied zones, necessitating innovative solutions for formation control. Our research 

addresses these challenges by introducing a vision-based relative navigation algorithm for leader-follower formation control, 

leveraging machine vision techniques and machine learning object detection. This approach enables seamless tracking of 

the leader UAV by the follower UAV and facilitates mutual localization through the transmission of relative position data. 

Through experimentation in simulated environments, we validated the efficacy of our proposed method, demonstrating its 

potential to enhance the autonomy and localization capabilities of Agricultural UAVs in challenging operational settings. 

This innovative vision-based approach marks a significant step forward in advancing the capabilities of Agricultural UAVs 

for improved efficiency and effectiveness in agricultural practices. 

After the data-driven methods, the state estimation filters such as Kalman filter, Maximum correntropy Kalman filters will 

be merged with data-driven models. Moreover, vision relative navigation methods using GPU will be applied and tested on 

real-world environments. 
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