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ABSTRACT 
In this study, we assess the usability of interactive personal assis-
tants (IPAs), such as Amazon Alexa, in a simulated kitchen smart 
home environment, with deaf and hard of hearing users. Partici-
pants engage in activities in a way that causes their hands to get 
dirty. With these dirty hands, they are tasked with two differ-
ent input methods for IPAs: American Sign Language (ASL) in a 
Wizard-of-Oz design, and smart home apps with a touchscreen. 
Usability ratings show that participants significantly preferred ASL 
over touch-based apps with dirty hands, although not to a larger 
extent than in comparable previous work with clean hands. Par-
ticipants also expressed significant enthusiasm for ASL-based IPA 
interaction in Netpromoter scores and in questions about their 
overall preferences. Preliminary observations further suggest that 
having dirty hands may affect the way people sign, which may pose 
challenges for building IPAs that natively support sign language 
input. 
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1 INTRODUCTION 
Sign languages exist worldwide and make up an important part of 
communication for those who are deaf, hard of hearing, or have 
hearing loss [40]. In the US, around 500,000 people report using 
American Sign Language (ASL) as their primary mode of commu-
nication [30]. Interactive Personal Assistants (IPAs) currently offer 
voice, app and touch-based interaction options [2, 3, 26]. Notably, 
they do not support sign language interaction, which reduces their 
accessibility and usability for many deaf and hard of hearing users. 
Although many sign language users are bilingual [19], they are 
frequently limited in their ability to make themselves understood 
to an automatic speech recognition system (ASR) due to their non-
standard speech patterns [13, 24]. Thus, there is a continued need 
to investigate ways to integrate sign language into IPAs, despite 
numerous technical challenges [9]. This pairs well with world-
wide community-sourced efforts, such as the ASL Citizen Project 
[1], to build datasets to further the capabilities of sign language 
recognition technologies to enhance the user experiences of IPAs. 

Prior work has investigated how ASL could feature in IPA tech-
nology through Wizard-of-Oz experiments [14–16, 33, 38]. This 
paper is a sequel to recently published work that compared the 
usability and user preferences in ASL, smart home apps, and Tap-
to-Alexa in a Wizard-of-Oz style experiment set in a living room, 
with a particular focus on how ASL vocabulary and grammar are 
expressed in such interactions [37]. That work found that usability 
measures were not significantly different across these three input 
methods, even though users expressed a slight preference for ASL. 

https://doi.org/10.1145/3613905.3651075
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Those results came as a surprise – we had expected to see significant 
usability advantages for ASL. In this study, we follow up with the 
question if having dirty hands would change the usability picture 
in favor of ASL over touchscreen-based options. To this end, we 
explore IPAs in a simulated kitchen environment, which constitutes 
an important and popular use case [22]. In contrast to earlier work, 
a kitchen setting necessitates participants getting their hands dirty. 

Having dirty hands may affect the way users produce sign lan-
guage, which a future recognition system built into IPAs would 
need to consider, so as to be usable in kitchen settings. Additionally, 
dirty hands may impact interacting with an Alexa device or other 
IPA through text or touch-based input methods, and potentially 
favor ASL-based interaction methods over alternatives more than 
previous work has found. To our knowledge, this is the first study 
that directly investigates user behavior and preferences with dirty 
hands while interacting with IPAs via ASL and touch. 

The experimental design in this paper is driven by the following 
two research questions: 

• RQ1: What are deaf and hard of hearing users’ preferences 
for interacting with IPAs in settings that require them to get 
their hands dirty? 

• RQ2: In what ways do dirty hands affect sign language 
production when interacting with IPAs? 

This paper provides some answers to RQ1. Although these an-
swers may seem obvious on the face of it, prior experiments have 
shown that our hypotheses on ASL usability vs touch-based usabil-
ity with IPAs have not been confirmed [37], and it was necessary 
to test this question explicitly in an experiment. 

We do not answer RQ2 directly in this paper but have collected 
the necessary video recordings in the underlying experiment to-
ward answering it. A full answer will require annotating the record-
ings and analyzing the annotations, which is a time-consuming 
process. This analysis is planned for future work. In the following 
we describe related work, the experimental setup and methods, 
quantitative results on the usability of IPAs with dirty hands and 
conclude with a discussion of the implications. 

2 BACKGROUND AND RELATED WORK 
IPAs are increasingly mainstream, found in people’s pockets, homes, 
offices, and vehicles. Despite their ubiquity, their accessibility for 
the deaf and hard of hearing (DHH) community – particularly in the 
kitchen – remains limited. The kitchen is the second most common 
space following the living room in a household where IPAs are 
placed [22, 23] and provokes the risk of soiled or dirty hands. The 
kitchen is also a space of social gathering where deaf people often 
interact with each other due to the nature of its open access, which 
facilitates unobstructed visual communication essential for sign 
language [21]. While the existing literature extensively explores 
the use of IPAs and advancements in sign language recognition 
technologies, there remains a notable gap in research addressing 
deaf people’s experiences using IPAs in kitchen settings. Prior work 
largely focuses on usability and accessibility of IPAs for the deaf 
community, however not in examining the practical applications 
and efficacy of interfaces in specific domestic contexts [9, 13, 38]. 

Li et. al [25] details how IPAs for DHH users must transcend 
traditional auditory commands and provide tactile or visual inter-
faces, such as touchscreen-based devices [27] or gesture recognition 
systems [33, 36]. This adaptation is crucial in the kitchen, where 
tasks demand hands-on interaction and environmental awareness. 

IPAs have become ubiquitous in facilitating daily tasks through 
voice commands for the larger general population [12, 13], yet 
many DHH users still face significant challenges interacting with 
these devices in their preferred modalities, such as sign language. 
A major concern involves the accuracy level of the devices in under-
standing sign language [16]. Recent research indicates a disparity 
in the usage of IPAs by DHH individuals compared to the hearing 
population, primarily due to accessibility issues [15]. Prior work 
noted that DHH users are interested in utilizing IPAs, but they are 
hindered by the current limitations of these devices to recognize 
sign language effectively [9, 14, 28, 33, 38]. This reveals a significant 
gap in the market for IPAs that can cater to sign language users. 
Future advancements in sign language recognition technologies 
may one day significantly improve the usability of IPAs for sign 
language users; in the meantime, it is necessary to study how users 
would interact with IPAs. 

Some DHH users may feel comfortable enough to or prefer us-
ing their voice. However, speech variability in ASR systems has 
also been challenging, due to the high variability in DHH users’ 
– frequently dysarthric – speech [8, 11, 13, 18, 24]. To counter 
this and include people with speech difficulties, there are emerg-
ing efforts to optimize ASR technology for non-standard speech 
[5, 17, 20], and cross-company consortium work like the Speech 
Accessibility Project at the Beckman Institute for Advanced Science 
and Technology. 

3 RESEARCH METHODS 
The study employed a within-subjects repeated measures exper-
imental design with two conditions to compare the usability of 
ASL with Alexa on an Echo Show device, and iPad-based smart 
home apps with Alexa (“Apps”). The ASL condition employed a 
Wizard-of-Oz setup where an interpreter acted behind the scenes 
via an audio and video link to relay the participants’ ASL as voice 
commands to Alexa. The interactions were set up in the limited do-
main of a simulated kitchen environment. These are unique in that 
people in them often have dirty hands, which we simulated through 
participants creating toy slime with their hands while following 
instructional “recipe” videos and interacting with Alexa. Note that 
Echo Show devices are not waterproof, and for this reason we did 
not test the built-in Tap-to-Alexa input method. The study was 
conducted in both ASL and English, depending on participant pref-
erences for communication and answering questions. Participant 
interactions with Alexa were in ASL for the first condition and in 
English for the second one. 

3.1 Participant Demographics 
We recruited 31 participants (22 female, 8 male, 1 transmasculine) 
for an in-person study. Participants identified as White (19), Black 
(5), Asian (2), and other (4). The mean age was 36.5, ranging from 
18-64. Most (77.4%) identified as Deaf, 22.6% as hard of hearing, 
and 6.4% as other. About 87.1% preferred to communicate in ASL 
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only, while the rest used Pidgin Signed English (PSE) and Spoken 
English. To be included, participants had to self-identify as being 
fluent in ASL, or report that they use sign language as one of their 
primary forms of communication. Among the participants, 12 had 
proficient experience with computers and smart technologies, 11 
advanced, 6 some, and 2 expert. Ten owned smart home devices; 
4 rarely used them, 2 were frequent users, 2 were occasional, and 
1 very frequent. They primarily use these devices for tasks like 
setting timers, playing music, checking weather, and controlling 
other smart home devices. 

3.2 Materials 
3.2.1 Equipment. Our experimental setup centered around an 
Amazon Echo Show device, configured to present its responses 
not only through spoken English but also as captions displayed 
on the screen in response to user commands. An iPad tablet was 
used for the apps with Alexa portion of the study, and there were 
two Philips Hue [31] multicolor lights on the table with the Echo 
Show (see Figure 1). We attached a camera to the Echo Show device, 
connecting it to a laptop on our local network for real-time video 
streaming to support our Wizard-of-Oz approach. Additionally, a 
second camera on a tripod was set up behind the participants to 
capture both their signing (from their Echo Show-attached cam-
era) and their inputs along with device responses (from the tripod 
camera). An additional researcher station was set up in a separate 
room, but on the same local network, with a laptop connected to 
a high-quality microphone to relay interpreted ASL commands in 
voice to Alexa. Further details can be found in Section 3.3.2 and 
the appendix. 

3.2.2 Slime for Simulating Dirty Hands. To simulate dirty hands, 
a major component of the participants’ tasks was to create toy 
slime in a mixing bowl, which is a viscous liquid that sticks to the 
hands and impedes interaction with touch screens. The recipe for 
this experiment consisted of measuring out and mixing clear glue 
with water and liquid starch and adding natural food coloring as 
desired. In a follow-up task, rock salt was added to the finished 
slime. Participants were given the option of using nitrile gloves to 
protect their hands and informed about the full list of ingredients 
and possible allergens. They also had access to a sink with running 
water, soap, and towels nearby the Echo Show station, which they 
could use on an as-needed basis. The IPA equipment and the slime 
bowl and ingredients were all situated on the same station, so that 
participants could watch and interact with the IPA while mixing the 
slime recipes. The sink, soap and towels were located at a nearby 
station approximately eight feet away from the IPA station. 

3.2.3 In-Experiment Instruments and Post-Experiment Survey. We 
utilized several different systems of measurement to determine what 
the user preferences are between the ASL and Apps input methods: 
Adjective scale, Netpromoter Score (NPS), and the System Usability 
Scale (SUS). SUS is applied to assess the usability of a system [10, 
34] using a 5-point scale ranging from strongly agree to strongly 
disagree with ten questions. The adjective scale is used to get a high-
level assessment of the usability of a system on a 7-point Likert scale 
from Worst Imaginable to Best Possible. The NPS is a common tool 
for assessing how likely it is that someone will recommend a system 

Figure 1: A participant signs to the Echo Show device, with 
the iPad nearby and the webcam on top feeding video to the 
ASL interpreter behind the scenes (the “Wizard”). 

to someone else, where choices along an 11-point scale are classified 
into promoters, passives, and detractors. The original versions of 
SUS, adjective scale and NPS are administered in written English 
form, but in our study, we gave participants the choice between 
English or ASL versions [7] which provides a psychometrically 
validated, equivalent, ASL interpretation of the written English 
version. 

All three usability measures were completed twice by each par-
ticipant, upon completion of each respective condition (ASL and 
Apps). A post-experiment survey asked participants their feelings 
on the different input methods, what they preferred, what they 
might use an IPA for rated in terms of importance, and if they could 
see themselves using IPAs in a smart home environment. 

3.2.4 Task Lists. During the study, participants were tasked with 
following two instructional videos embedded in the Alexa system, 
in order to simulate watching and following along a recipe video in 
the kitchen (see Figure 2). They were given two task lists to follow. 
The first provided instructions for making slime as described in 
Section 3.2.2, and the second provided instructions for mixing in 
rock salt after completing the first list. Both task lists required 
interacting with Alexa to retrieve the instructional videos, control 
lights and set timers. The order of conditions was counterbalanced, 
with half of the participants using ASL for the first task and then 
continuing with Apps for the second, and the other half starting 
with Apps then continuing with ASL. The appendix contains further 
details. 

3.3 Methods 
3.3.1 Participant Procedures. Participant sessions were up to one 
hour in length, with an average duration of 35 minutes. Participants 
were compensated for their time in the study, which received ethics 
approval. A deaf researcher fluent in both ASL and English guided 
each participant through the informed consent and video release 
procedures in their preferred language. They then completed an 
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Figure 2: Instructional video of how to create slime sticking 
to hands. Participants had to copy the steps. They also had 
the option to watch with captions. 

intake survey asking their demographic information and experience 
with IPAs and other smart home technologies. Following the intake 
survey, the participants positioned themself in front of the Echo 
Show and began following their first task list. Figure 1 shows a 
participant signing to Alexa during the ASL condition, and Figure 
2 illustrates one of the two instructional videos we created for 
participants to follow on making slime. Note that the instructional 
videos had versions with and without captions, and participants 
were able to select their preferred version via an Alexa command. 

The Apps with Alexa condition instructed participants to use 
an iPad to communicate with Alexa, within several different apps 
that each related to specific commands, the Philips Hue app for the 
lights, the YouTube app for the instructional video, and the Alexa 
app for the timer. After completing each, the participant completed 
the SUS, NetPromoter and Adjective Scale. After completing all 
conditions and tasks, the participant filled out a post-experiment 
survey with overall impressions. 

3.3.2 Wizard Procedures. The experimental design requires that 
the participant remains unaware of the ASL interpreter (the “Wiz-
ard”) behind the scenes. This depends on both the visibility of 
participants on the Echo Show camera to the ASL interpreter in a 
separate room unbeknownst to the participant and a clear audio 
connection between the Echo Show and Wizard stations, so that 
the Echo Show could receive commands from the Wizard. The 
participants were not aware that the Echo Show-mounted camera 
was connected to a laptop rather than to the Alexa device itself, 
which is the assumption they likely came to during the experiment. 
The intention behind this was to simulate machine understanding 
of ASL, and if the participants had been aware of this being a sim-
ulation, their reactions may have changed, and biases attached to 
the input methods might have been introduced. For coordination, 
unbeknownst to the participants, the research team communicated 
through the Discord app on their phones as needed. 

3.3.3 Data Analysis. We performed both descriptive and inferential 
statistical analyses on the SUS and adjective scale scores via paired 
t-tests for the two conditions. We further analyzed the NPS via 
the nonparametric Wilcoxon signed-rank test [39]. Additionally, 

Figure 3: Mean SUS for ASL vs apps with dirty hands. The 
pairwise difference was statistically significant. 

we calculated descriptive statistics for the post-experiment survey 
questions. 

4 RESULTS 
In the following, we provide the usability results, participant pref-
erences from the post-experiment survey, and findings regarding 
ASL usage with IPAs in simulated kitchen scenarios. 

4.1 Usability Results 
Figure 3 shows the mean SUS for the ASL and App conditions. ASL 
was preferred, with a mean SUS of 72.4 (SD 16.2, SE 2.906), versus 
Apps with a mean SUS of 58.8 (SD 22.5, SE 4.034). Similarly, Figure 
4 shows the mean adjective scale ratings, with 1 equaling the worst 
rating and 7 equaling the best rating. ASL was preferred there, 
too, with a mean rating of 5.7 (SD 1.2, SE 0.218) vs Apps with a 
mean rating of 4.7 (SD 1.4, SE 0.255). Post-hoc paired t-testing 
was statistically significant for both SUS (df=30, p<0.005) and the 
adjective rating scale (df=30, p<0.001). 

Figure 5 shows the Netpromoter scores for the two conditions. 
Apps rated unfavorably with a score of -39 (18 detractors, 6 pro-
moters), while ASL rated favorably, with a nearly opposite score 
of +35 (5 detractors, 16 promoters). The Wilcoxon-signed rank test 
showed the difference to be statistically significant (p<0.001). 

The ASL SUS of 72.4 is considered an “OK” level of usability 
[6, 10, 34], while the Apps score of 58.8 falls into the low-to-medium 
end of marginal usability, below the threshold of what is considered 
acceptable for a system. These scores are very similar for those 
from the paper without dirty hands, which this experiment builds 
on (ASL: 71.6, Apps 56.3) [37]. On the adjective scale, the results 
are considered “good” for ASL and “OK” for Apps [6]. The Net-
promoter score of -39 for Apps is what we would expect with the 
corresponding SUS for Apps; however, the +35 score for ASL is 
much higher than the score of -1 that the average SUS in Figure 
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Figure 4: Mean Adjective Scale Rating for ASL vs apps with 
dirty hands. The pairwise difference was statistically signifi-
cant. 

Figure 5: NPS for apps vs ASL with dirty hands. Apps were 
rated unfavorably, and ASL was rated favorably. The differ-
ence was statistically significant. 

3 would predict [10, 35]. In other words, participants expressed 
considerable enthusiasm for the ASL to Alexa option, which is not 
reflected in the SUS. 

4.2 Post-Experiment Survey Results 
When faced with dirty hands, 84% of participants expressed that 
they favored ASL, while 9.6% favored Apps and 6.4% favored neither. 
When asked how difficult it was to use Alexa, 64.5% of participants 

perceived Apps as challenging, while only 16.1% found ASL difficult. 
A further 19.3% indicated that neither was challenging. Participants 
were asked to rate their level of interest in using IPAs if they could 
recognize ASL, with over 85% expressing high interest, and the rest 
expressing some interest. 

Some participants mentioned challenges with Alexa and an iPad, 
stating, ”Typing with Alexa was cumbersome and made the iPad 
dirty. On the other hand, signing was a little difficult as the slime 
stuck to my hands” (P39). Additionally, some participants men-
tioned technical difficulties, stating, “The system did not recognize 
my signs and it stopped playing the videos several times and even 
though I signed correctly” (P29). Other participants were concerned 
about how misunderstandings can impact their homes when sign-
ing something that could be interpreted as a command by an IPA. 
Preliminary observations from the video recordings showed that 
participants had to be careful in their signing with dirty hands; 
for example, one participant splashed themselves while signing. 
While a full analysis will need to be conducted in future work to 
answer RQ2, P39’s comment and these observations indicate that 
dirty hands do influence ASL production. 

5 DISCUSSION 
The results of this experiment parallel those from the experiment 
that this paper builds on, with very similar SUS for ASL and Apps, 
although in this experiment the difference was statistically signif-
icant, demonstrating a preference for the ASL condition. This is 
despite the design change of having dirty hands. We had expected, 
with the addition of dirty hands, that scores would be lower across 
the board, with a larger gap between ASL and Apps than before. 
There was also a discrepancy between the SUS and NPS results – 
particularly, the usability of ASL from SUS would have predicted a 
neutral response in the NPS. Instead, the NPS reflected consider-
able enthusiasm for the ASL input method. We see three possible 
explanations for these skewed results: 

• The novelty effect of ASL in IPAs and participants being en-
thusiastic about this technology becoming a reality, despite 
usability flaws. 

• The contrast in usability between Apps with Alexa and ASL 
to Alexa, with ASL looking comparatively much better to 
participants – however, the adjective scale results do not 
show such a thing with a one-point difference. 

• Participants might have been unsure about how to answer 
some of the ten questions in SUS in the context of the simu-
lated kitchen setting. 

We consider a combination of the first and third reason to be 
the most likely explanation for the observed outcome. This is 
because most participants had never used an IPA, as it was their 
first time using one in the study. Few participants faced challenges 
in understanding the meaning of the SUS questions, with the ASL 
versions and the researchers present to provide clarification. 

An interesting observation is that some participants opted to 
use nitrile gloves, yet they would remove specifically when sign-
ing a command to Alexa. This behavior is likely attributed to the 
hindrance caused by gloves, particularly when trying to fingerspell 
the wake word “Alexa” or sign a name sign for Alexa. We also ten-
tatively observed that some participants would alter their signing 
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style due to dirty hands, or get annoyed when they splashed slime 
over themselves while signing. Overall, the results in this paper 
suggest that contrary to our expectations, the presence of dirty 
hands did not materially alter the usability fundamentals of ASL 
relative to Apps, even though it has now been confirmed that ASL 
has better usability than Apps, in contrast to earlier work. Further-
more, there remains a considerable need – and some enthusiasm – 
for options to sign to IPAs. Finally, the exact way ASL is expressed 
with dirty hands will need further analysis from the recorded data 
set. Name signs and fingerspelling are harder to execute with dirty 
hands, which raises the possibility of the letters/signs being formed 
differently in a way that could be challenging for IPAs. 

5.1 Limitations 
The Wizard-of-Oz setup created several constraints in the user expe-
rience that likely would be absent in an IPA that natively supports 
ASL. For instance, several participants expressed a desire to have 
the ability to view themselves on screen in the same way they ap-
pear to the Alexa device. The absence of this feature leaves them 
uncertain about whether Alexa can see and understand what they 
sign, forcing them to rely on trial-and-error testing. This issue was 
particularly evident with taller participants not within the camera’s 
field of view. Another notable limitation was Alexa misinterpreting 
the term “rock salt,” as voiced by the wizard, triggering responses 
related to “rock songs” or similar-sounding phrases. The interpreta-
tion step introduces considerable chances for error. Finally, Alexa’s 
handling of captioned versus uncaptioned videos, as per user com-
mands, was implemented via custom skills. This posed significant 
challenges that made it difficult to pause a video in the middle of 
something to issue another command to Alexa and then resume 
where the user left off. Timers worked, but the participants had to 
refrain from several other types of commands while watching. 

5.2 Future Work 
The immediate future avenue for research is to study in detail how 
dirty hands affect signing style and fingerspelling. To the best of 
our knowledge, this topic has not yet been mentioned in papers 
related to automatic sign language recognition. Additionally, future 
work should build off this work by examining the user preferences 
deaf individuals report when engaging with other popular IPAs, 
such as Apple’s Siri and Google’s Home and Nest products, paying 
special attention to how smoothly (or not) requesting a specific 
video to play proves to be. Other IPA-supported environments also 
need to be explored, such as smart cars. Finally, it is important to 
also consider options for users who do not know sign language 
and have dysarthric speech that prevents them from using IPA’s 
built-in ASR. 
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A APPENDICES 
Note that the custom skill to play videos is called “Alice” in honor of 
Alice Cogswell, a key figure in deaf education in the United States. 

A ASL TASK LIST – SLIME 
Before starting the task list 

1. Give the participant a few practice options: 
2. Turn on the lights 
3. Change the light color 
4. Turn off the lights 
5. Go home 

Begin the task list 
1. “Alexa, turn on the lights.” 
2. “Alexa, ask Alice to play slime recipe” 
3. If you want captions, “Alexa, ask Alice to play slime recipe 

with captions” 
4. Watch the video play and follow the directions. 
5. If you want to pause the video, “Alexa, pause.” 
6. If you want to resume the video, “Alexa, resume.” 
7. If you miss one of the steps, “Alexa, go back.” or “Alexa, skip 

back.” 
8. If you want to skip one of the steps, “Alexa, go forward.” or 

“Alexa, skip.” 
9. If the video disappears, repeat step 2. 

10. “Alexa, pause” after food coloring is added. 
11. “Alexa, set a timer for 30 seconds.” 
12. Mix in food coloring until combined. 
13. When the timer runs out, “Alexa, stop” 
14. After the timer disappears, wait about 10 seconds. 
15. “Alexa, resume.” 
16. Continue watching the video and following the instructions 

until it ends. 
17. When the video ends, “Alexa, go home.” 
18. “Alexa, change the light color to [match the color of your 

slime].” 
19. “Alexa, dim the lights 50%.” 
20. “Alexa, turn off the lights.” 
21. Proceed with the rock salt task (Apps). 

B ASL TASK LIST – ROCK SALT 
Before starting the task list 

1. Give the participant a few practice options: 
2. Turn on the lights 
3. Change the light color 
4. Turn off the lights 
5. Go home 

Begin the task list 
1. “Alexa, ask alice to play rock salt” 
2. If you want captions, “Alexa, ask Alice to play rock salt with 

captions” 
3. Watch the video play and follow the directions. 
4. If you want to pause the video, “Alexa, pause.” 
5. If you want to resume the video, “Alexa, resume.” 
6. If you miss one of the steps, “Alexa, go back.” or “Alexa, skip 

back.” 
7. If you want to skip one of the steps, “Alexa, go forward.” or 

“Alexa, skip.” 
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8. If the video disappears, repeat step 1. 
9. “Alexa, pause the video” when you need to knead. 

10. “Alexa, set a timer for 2 minutes.” 
11. Knead until it comes together. 
12. “Alexa, stop the timer.” 
13. After the timer disappears, wait about 10 seconds. 
14. “Alexa, resume the video.” 
15. Continue watching the video until it ends. 
16. If you miss one of the steps, “Alexa, go back.” 
17. When the video ends, “Alexa, go home.” 
18. Start sculpting into whatever shape you want. 
19. “Alexa, what’s the weather like?” 
20. “Alexa, turn off the lights.” 
21. “Alexa, can I dispose of slime in the trash?” 
22. “Alexa, how long do I wash my hands to clean off slime?” 
23. “Alexa, go home.” 

C APPS TASK LIST - SLIME 
Before starting the task, provide training on: 

1. Where to find each App 
2. How to interact with the Alexa App for timer (type), stopping 

a timer (type) 
3. How to interact with the hue app for lights 

Begin the task list 
1. Open the YouTube App. 
2. Look for the video named “Slime Recipe” 
3. Watch the video play and follow the directions. 
4. Pause the video after food coloring is added. 
5. Open the Alexa App. 
6. Set a timer for 30 seconds. 
7. Mix in food coloring until combined. 
8. Stop the timer. 
9. Open the Hue App. 

10. Turn on the lights. 
11. Change the light color to match the color of your slime. 
12. Open the YouTube App. 
13. Resume the video. 
14. Add 1⁄4 cup of liquid starch to the bowl. 
15. Continue watching the video until it ends. 
16. Open the Hue App. 
17. Dim the lights 50%. 
18. Proceed with the rock salt task (ASL). 

D APPS TASK LIST – ROCK SALT 
Before starting the task, provide training on: 

1. Where to find each App 
2. How to interact with the Alexa App for timer (type), stopping 

a timer (type) 
3. How to interact with the hue app for lights 

Begin the task list 
1. Open the YouTube App. 
2. Look for the video named “Rock Salt” 
3. Watch the video play and follow the directions. 
4. Pause the video when you need to knead. 
5. Open the Alexa App. 

6. Set a timer for 2 minutes or longer. 
7. Knead until it comes together. 
8. Stop the timer. 
9. Open the YouTube App. 

10. Resume the video. 
11. Continue watching the video until it ends. 
12. When done, start sculpting into whatever shape you want. 
13. Open the Alexa App. 
14. Ask Alexa to show you the weather. 
15. Open the Hue App. 
16. Turn off the lights. 
17. Open the Alexa App. 
18. Ask Alexa if you can dispose of slime in the trash. 
19. Ask Alexa how long to wash your hands to clean off slime. 

E EXTENDED EXPERIMENTAL PROCEDURES 
E.1 Equipment 
Nearby the station with the Echo Show (but with the screen angled 
to be out of sight of the participant) was one of two MacBook Air 
laptops connected to each other, the Echo Show-mounted webcam, 
and an EarFun UBOOM 28W speaker that we used in replacement 
of the laptop’s built-in speakers for clearer output. The researcher 
in the room with the participant did not interact with the laptop 
to avoid risking the participant becoming aware of the additional 
connected device. 

E.2 Wizard Procedures 
The “Wizard” station consisted of the second MacBook Air laptop 
connected to the Echo Show-attached camera. Both laptops were 
also connected to each other through hardwired Ethernet cable 
for reliable connectivity. The app we used to connect the two 
computers was FaceTime, connected with the Echo Show-attached 
webcam. The station also had a Blue Yeti microphone for audio 
input to the speaker in the Echo Show station. Through VNC viewer 
[32] and an additional Mac desktop computer used as a second 
monitor, the Wizard controlled both MacBook Laptops, established 
and maintained a FaceTime connection during interviews, recorded 
the participant on the Echo Show-attached webcam through remote 
controlling of the “Dorothy” laptop and the laptop’s Photo Booth 
app [4]. With all the above-mentioned equipment connected, the 
Wizard was able to see, record, and interact with the participant 
through interpretation from ASL to spoken English for machine 
understanding, as well as hear Alexa’s verbal output. 

To facilitate communication between deaf participants and Alexa 
in the ASL to Alexa condition in a manner representative of poten-
tial future ASL recognition systems, the Wizard was required to use 
literal interpretation for each session. This approach contrasts with 
what interpreter training typically practices, as most other scenar-
ios require interpreters to use functionally/dynamically equivalent 
interpretation. In the latter situation, interpreters voice the con-
cepts that are implied by what they see [29]. This created tension 
for the Wizard and required them to be continually monitored by 
the deaf research team to ensure they did not inadvertently step 
out of their role. To further minimize possible interpretation biases, 
the Wizard was only informed of the condition order, but not of 
the specifics of each task list. 
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The Wizard specifically looked for the wake word. Participants 
were allowed to either fingerspell Alexa or use a name sign for 
Alexa (e.g., “FS(ALEXA)” or “NS(AX);”). If participants omitted 
the wake word, the Wizard did not speak Alexa’s name, but still 
interpreted the command produced by the participant. Note that 
some participants encountered difficulty in signing the wake word 
and recalling it due to their limited exposure to IPA technology. 

If Alexa did not receive a command, it was up to the participant 
to become aware. If there was no response from Alexa, the Wizard 
did not repeat the command and instead waited for the participant 
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to decide how to proceed with the task. Some participants chose to 
repeat the task item, others chose to move on to the next one. Note 
that the Echo Show has a visual indicator showing whether the 
wake word has been uttered or when a command is being processed 
in the form of a blue line at the bottom of the display screen, and its 
presence or absence could provide clues to the participants. If the 
Wizard failed to understand the participant’s signing, they spoke 
the command “Alexa, write,” which forced the response “I’m sorry, 
I didn’t get that” via audio and captions on the Echo Show. This 
typically prompted the participant to try their command again. 
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