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Abstract— Recent advancements in object detection and hu-
man activity recognition have shown commendable progress,
albeit with a predominant focus on adult-centric applications
and datasets. This paper proposes a new vision-based, infant-
focused hazard detection framework, CribNet, to assess threats
to in-crib safety in the form of blanket occlusions and hazardous
toys, as a step towards addressing the broad, critical problem
of infant sleep safety. CribNet estimates hazards by considering
the proximity and characteristics of detected objects around the
infants. To evaluate the framework, we created the first publicly
available crib hazard detection (CribHD) dataset, consisting
of 1,620 images specific to infant-centric environments. These
images present a wide range of real-world challenges, including
clutter, occlusion, varied lighting conditions, with and without
presence of infants in the images. We show that the framework
performs with over 80% mean average precision (mAP) in
segmenting toys and blankets and accurately assessing hazards,
marking a new advancement in infant safety. CribNet and
CribHD lay the foundation for future developments in in-crib
hazard detection and infant sleep safety'.

[. INTRODUCTION

A recent report from the Centers for Disease Control and
Prevention (CDC) showed a concerning uptick in the U.S.
infant mortality rate for the first time in two decades, with
an increase of 3—-4% from 2021-2022 [8]. Despite a marked
reduction in infant deaths since the 1990s due to large public
health campaigns regarding infant sleep safety, a majority
of infant deaths still occur during sleep or within the sleep
environment [28] and rates of suffocation and strangulation
in bed have actually increased in recent years [6]. Sleep is a
highly vulnerable state for infants, characterized by reduced
arousal and dampened responsiveness to exogenous threats
(e.g., suffocation and strangulation hazards). The American
Academy of Pediatrics (AAP) recommends avoiding crib
accessories such as blankets, crib bumpers, positioners, and
toys. However, data show that parents report using these
products despite previously held intentions to abide by
infant sleep safety recommendations [32], [39]. Moreover,
the availability of unsafe crib accessories and commercial
depictions of infants sleeping promote the impression that
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crib accessories are harmless [12], [5]. In fact, data from
the 2016 Pregnancy Risk Assessment Monitoring System,
a study of over 30,000 women from 29 U.S. states revealed
that the use of unsafe crib accessories is not uncommon, with
approximately 50% of women reporting the use of blankets
and 8—17% reporting the use of crib bumper pads, toys, cush-
ions, or pillows [16]. All of these in-crib accessories have
been associated with accidental suffocation or strangulation
[10].

Computer vision is well-positioned to advance sleep safety
by enabling automatic detection of such safety hazards.
Computer vision algorithms can be integrated into many
commercially available sleep monitoring systems that are
already market-tested for ease of use and acceptability. Fur-
thermore, computer vision predictions like object locations
and segmentations are inherently interpretable. This opens
up the possibility of safety monitoring systems which could
address the aforementioned awareness issue, by just telling
users about a hazard, but showing them how it might be haz-
ardous. For instance, rather than simply altering the caregiver
to the presense of a blanket in the crib, the algorithm we
describe in this work could offer the user a sobering statistic
of how often and for how long their infant’s face was covered
by a blanket.

Despite their promising potential, vision-based detection
systems tailored for such environments remain significantly
under-explored. One major barrier is the lack of comprehen-
sive datasets capturing in-crib hazards like toys and blankets
to support a deep-learning-based approach. Current object
detection research predominantly targets adult settings, while
the infant domain and infant-centric items are often under-
examined, thus underscoring the need for a dataset focused
on the infant context.

To address this shortfall, we present CribNet, a novel
framework using state-of-the-art computer vision algorithms
for the segmentation and analysis of toys and blankets in crib
settings (See Fig. 1). CribNet’s goal is to identify and assess
the potential dangers of these objects. Central to this system
is the crib hazard detection (CribHD) dataset, which includes
three specific subsets: CribHD-T containing 1000 toy images,
CribHD-B containing 500 blanket images in infant environ-
ments, and CribHD-C containing 120 challenging images of
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Fig. 1: A schematic workflow of our CribNet framework for detecting haz:

ards to infant safety in cribs, which has two principal components: one system

for detecting toy hazards and one for assessing blanket occlusions. We use a color-coded system to delineate components: purple for input, blue for
segmentation functions, cyan for infant pose estimation, orange for filtering steps, and red for the final output step. The input image, I, highlighted in
purple, is the starting point for both frameworks. In subplot (a), the upper part of the diagram, the method for detecting hazardous toys within [ is detailed.

This involves choosing toys from the total toy segmentations Sarr, then

applying a mouth-size filter Frrr and a proximity threshold 7' relative to the

mouth. A decision tree then assesses the risks, identifying choking hazards Scyg from smaller hard toys, injury hazards Siny from larger hard toys, and
suffocation hazards Ssyr from soft toys. Subplot (b), the lower part of the diagram, delineates the blanket occlusion detection framework. This pathway
computes occluded infant body parts by overlaying the infant pose estimation data K with the blanket segmentation mask Mpk to identify the occluded

keypoints Kocc.

simulated hazard scenes in crib environment, all of which
will be accessible to the public. Examples from each category
in the CribHD dataset can be found in Fig. 2. This paper’s
contributions are threefold:

o Creation of a Hazardous Object Detection Frame-
work (CribNet): CribNet integrates advanced detection
and segmentation techniques, uniquely combined with
an infant-specific pose estimation model, to filter out
the hazardous objects in crib environments.

e Curation of the Crib Hazard Detection Dataset: We
present CribHD, a novel dataset for hazardous object
detection in crib environments, with a CribHD-T subset
for toys, a CribHD-B subset for blankets, and a CribHD-
C for simulated hazard scenes, all richly annotated with
bounding boxes and segmentation masks. This dataset
fills the existing data gap in crib infant safety research.

o Comprehensive Evaluation of Detection Methods:
We rigorously evaluate a variety of cutting-edge detec-
tion methods from CribNet, validating the robustness
and effectiveness of the CribHD dataset and demonstrat-
ing its wide applicability and adaptability for different
detection models.

Moving forward, we aim to refine these models and
expand our dataset to cover a broader spectrum of infant-
centric environments and interactions, and beyond toys and
blankets to include other hazards like crib bumpers, cushions
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and pillows, and positioners. Our goal is to evolve these
technologies into real-world monitoring systems, providing
caregivers with essential insights for proactive infant safety.
This work not only advances the state-of-the-art, but also
promises substantial real-world impact in enhancing infant
well-being.

II. RELATED WORK
A. Object Detection for Hazard Detection Applications

Object detection, a key task in computer vision, plays a
pivotal role in hazard detection. It enables the identification
and accurate localization of objects in images, thereby sig-
nificantly contributing to semantic scene interpretation. This
automated capability to understand and interpret the content
within images or videos marks a crucial step in the evolution
of computer vision, as highlighted in recent studies [45]. The
object detection problem encompasses two primary steps:
object localization for identifying the object’s location and
object classification for determining the object’s category
[41]. Object detection frameworks fall into two categories:
region proposal-based methods, like Faster R-CNN [11],
Mask R-CNN [15], and ClusterNMS [42], focusing on gen-
erating and classifying region proposals, and classification-
based methods, like SSD [25], POTO [38], and YOLOvV7
[37], which treat object detection as a regression problem,
aiming to simultaneously classify and locate objects.
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Fig. 2: Examples from the crib hazard detection (CribHD) dataset are presented. Figure (a) shows CribHD-T subset, which is organized by soft and hard
toys. Figure (b) displays selected instances from the CribHD-B subset, illustrating the diversity in blanket shapes and colors. Figure (c) depicts scenarios
from the CribHD-C subset, portraying meticulously crafted simulations of potential hazard scenes where toys are positioned in proximity to an infant, or
blankets partially cover the infant, or a combination of both.

The application of these advanced object recognition tech-
nologies in hazard detection has marked a significant leap in
this specific area. In the construction industry, Jeelani et al.
[21] use Mask R-CNN, fine-tuned with a custom visual vo-
cabulary [9], to detect hazards for construction workers. This
illustrates the use of object recognition in industrial contexts.
Powers et al. [31] developed a new pipeline for identifying
hazardous situations on the battlefield, particularly injuries,
and localizing treatment using YOLOVS [22] and lightweight
OpenPose [29]. Meanwhile, Pena-Caballero et al. enhanced
YOLOV3 [30] using specialized data to identify road hazards
like cracks and potholes. Additionally, Sanjai et al. [34]
improved YOLOvVS [22] with a tailored vehicle dataset for
the detection of hazardous vehicles on roads, highlighting
the effectiveness of these technologies in daily scenarios
for hazard detection. These studies exemplify the crucial
role of precision and speed in object recognition models for
accurately identifying risks and enhancing safety in diverse
contexts.

Despite the advancements in object recognition, methods
trained on established datasets like MS-COCO [24], Ob-
jects365 [35], and open images detection (OID) [23] often
overlook hazardous objects pertinent to specific settings. For
targeted hazard detection, especially in crib environments,
there is a crucial need for a specialized dataset encompassing
various hazardous objects. Existing datasets generally do
not include specific crib-related hazards, such as small toys
that pose choking risks or blankets that might cover an
infant’s face. As a result, even advanced object detection
models specialized for certain hazard detection tasks may
be inadequate for accurately identifying such specific in-crib
hazards.

B. Vision-based Infant Safety Monitoring

In the field of infant safety monitoring, computer vi-
sion technologies have significantly advanced, focusing on
applications like pose estimation [17], landmark detection
[36], tracking[1], and action recognition [14], [19]. Huang
et al. [20] employed an infant-specific fine-tuned domain-
adapted 2D pose estimation model called FiDIP (Fine-
tuned Domain-adapted Infant Pose), derived from an adult
pose estimation model [18] and trained on their SyRIP
dataset, coupled with Bayesian methods for precise postural
symmetry analysis. Recently, Hatamimajoumerd et al. [14]
proposed a pipeline for automatic infant action recognition
employing state-of-the-art models such as PoseC3D [7] and
InfoGCN [3]. Their pipeline was evaluated on their dataset
named InfActPrimitive, containing basic milestones in infant
development. Manne et al. [27] introduced AIRFlowNet, a
data-efficient framework for non-contact infant respiratory
rate estimation using video data, trained on their AIR-125
dataset. Zhu et al. [43] developed a spatial-temporal deep
learning method trained on a clinical in-crib dataset for
detecting non-nutritive sucking (NNS) in infants. These inno-
vations represent substantial progress in understanding and
monitoring infant behavior, offering low-cost, non-invasive
methods that could reduce healthcare costs compared to
traditional medical examinations.

Despite significant progress in infant monitoring tech-
nologies, there remains a notable gap in research focusing
on hazard detection in infant environments. Current studies
largely center on general infant pose or behavior but do not
adequately address the identification of hazardous situations
for infants, which is crucial for ensuring their safety [10].
Furthermore, existing datasets like InfAnFace [36], InfAct-
Primitive [14], NNS clinical in-crib dataset [44], and SyRIP
infant pose dataset [18] make valuable contributions but lack
specific annotations for hazard detection, missing critical
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details about potential risks in an infant’s surroundings.

Addressing these identified research gaps, our study intro-
duces CribNet and the CribHD dataset, both aimed at hazard
detection in crib environments. Unlike previous research
focused on infant behavior and pose, our approach zeroes in
on the less-explored domain of in-crib hazard identification.
CribNet combines advanced detection, segmentation, and
infant-specific pose estimation techniques. Meanwhile, the
CribHD dataset is tailored to highlight hazardous objects
and scenarios near infants. Together, they offer both a novel
dataset and a methodological leap forward in the realm
of infant safety, significantly enhancing the capabilities for
hazard detection in these critical settings.

III. METHODS

In this section, we present our framework, CribNet, for
hazard estimation in the crib, evaluated on our novel dataset
called Crib Hazard detection (CribHD). We first begin by
delving into the detail of CribNet by explaining the entire
process from receiving an image as input to final hazard
estimation. We then introduce CribHD as data backbone for
training and testing our framework.

A. CribNet: A framework for In-Crib Hazard Detection

Detecting hazards related to blankets and toys are two key
component of CribNet as shown in Fig. 1. The following sec-
tions provide a detailed description of these two components.

1) Toy Hazard Detection in CribNet: We build an algo-
rithmic framework for toy hazard analysis in crib environ-
ments, leveraging the CribHD-T dataset. It is illustrated in
Fig. 1(a). The framework aims to detect any toys presenting
a suffocation hazard owing to their diminutive size and
closeness to the infant’s mouth, as well as to pinpoint hard
toys situated in proximity that could potentially lead to
accidental injuries.

The detailed process is presented in Algorithm 1. In the
initial phase, we separate toys from the background with
the segmentation model Fgsgg, a refined Detectron2 model
[40]. The resulting output Sar; identifies the pixel coordi-
nates for each toy’s segmentation and corresponding textural
characteristics: hard and soft. Concurrently, a Mediapipe
model [26] Fyry is employed to identify the facial region
in I and to extract the mouth area, using the predicted
facial landmark adhering to the established Multi-PIE layout
[13]. The segmented mouth area’s pixel coordinates are
encapsulated in the output Syry.

With these two classifications, together with the hard-
soft classification obtained from the earlier toy segmentation
Fseg, we can apply a simple decision tree to determine
the potential hazard class for each toy. Initially, toys are
evaluated based on a proximity threshold 7', established by
specific criteria, to determine their closeness to the mouth
using Fprx. Toys deemed distant from the mouth are labeled
as non-hazards. Those near the mouth are considered poten-
tial hazards Syzp and are further categorized into hard and
soft types. Hard toys near the mouth are identified as injury
hazards (Siny). The remaining soft toys near the mouth are

assessed using Fpry, with those larger than the mouth size
marked as suffocation hazards (Ssyg), and those softer as
choking hazards (Scyk). Consequently, each toy is classified
as either a non-hazard, an injury hazard, a suffocation hazard,
or a choking hazard.

Algorithm 1 Toy Hazard Detection

Require:

I: Input image with toys and infant’s face.

T: Min safe distance between toy and infant’s mouth.
Ensure:

Suzp: Results of hazardous toy detection.

1: function Fsgg(1)

2 SaLL < Segment toys in I via Detectron2.
3: return Sayp

4: end function

function Fyiru(1)
SwmtH < Segment mouth in / via Mediapipe.
return Syity

end function

® W

9: function ]:FLT(SALL SMTH)

10: SELT {S € SaLL : size(s) < SiZC(SMTH)}
11: return Sg T

12: end function

13: function Fprx(s, Swvrh)
14: P« diSt(SSVMTH)
15: return P

16: end function

17: Skt <= Frur(Fsea (1), Fvru (1))
18: for {SHS € SalL : prx(S, SMTH) < T} do
19: if s € Spr then

20: SCHK < 8

21: else if s[TEX] is Soft then
22: SSUF < S

23: else

24: SNy < 8

25: end if

26: end for

27: SHZD — {SCHK, SSUF7 SINJ}

Employing the extensive CribHD-T subset, our toy hazard
detection framework effectively monitors infant crib spaces.
This framework’s ability to provide accurate, real-time alerts
about toy-related dangers marks a significant leap in proac-
tive infant safety. By harnessing data-driven insights, this
system enhances traditional safety protocols, substantially
improving infant care.

2) Blanket Occlusion Detection in CribNet: Next, we
turn to the detection of hazards caused by blankets, including
the suffocation risk of a blanket covering the infant’s face,
and limb entanglement. Our approach is straightforward but
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Algorithm 2 Blanket Occlusion Detection

Require:
I: Input image with blanket and infant.
Ensure:
Kocce: Occlusion status vector for body joint keypoints.

1: function Fg; k(1)

2 Mpx < Blanket area mask in I via Mask RCNN.
3: return Mpx

4: end function

function Fpos()
K < Infant pose estimation via FiDIP.
return K

end function

® W

9: function Focc(k, Mpri)

10: for m € Mprk do
11: if £ € m then
12: return True
13: end if

14: end for

15: return False

16: end function

17: Initialize Kpcc + 0
18: for k € fpos(l) do
19: if ./T"O(jc(k, \FBLK(I)) then

20: Kocce [k}} +—1
21: end if
22: end for

addresses an aspect of crib safety often overlooked in infant
monitoring.

Our framework, as depicted in Fig. 1(b) and Algorithm 2,
consists of two components. First, we develop a blanket
segmentation model Fprg by fine-tuning a pre-trained De-
tectron2 segmentation model using images from CribHD-
T equipped with blanket segmentation labels. This yields a
blanket segmentation mask Mgk for each image. Second,
we use a pose estimation model, denoted Fpos, drawn from
the Fine-tuned Domain-adapted Infant Pose Model (FiDIP)
[18] developed specifically for precise and robust infant pose
estimation. This produces a set of keypoint locations K for
each image. Finally, we assess which infant body parts, as
represented by their keypoints in /C, are and are not occluded
by the blanket mask Mgk, and output the classification list
with the function Focc. This process assumes a top-down
camera view and a supine pose, which can be monitored
separately with pose estimation.

B. The Crib Hazard Detection (CribHD) Dataset

We present the crib hazard detection (CribHD) dataset,
designed to fill a gap in existing infant-centric datasets by
focusing on the identification of crib-based hazards, with rich
detection and segmentation annotations for toys and blankets.

See Fig. 2 for image and annotation samples. CribHD is
sourced from Google Images and supplemented with real-
world images produced by our lab, to ensure diversity and
realism. All data are meticulously annotated by bounding
boxes for object detection and object masks for object
segmentation, using Roboflow software [4].S The dataset
has three subsets: CribHD-T for toy analysis, CribHD-B
for blanket examination, and CribHD-C, which features
simulated hazardous crib settings.

The CribHD-T subset, as illustrated in Fig. 2(a), consists
of 1000 images featuring annotated toys, split evenly be-
tween soft and hard varieties. This subset encompasses a
diverse range of toy-related scenarios, including 500 images
with backgrounds removed and 500 depicting toys against
complex real-world backdrops. 700 feature isolated toys,
while 300 show toys held by hand. The collection also
includes a variety of shapes, with 500 round toys and 500
polygonal ones, and types, such as 500 soft or plushy toys
and 500 hard plastic toys. It is important to note that the
labels in different aspects are independent.

The CribHD-B subset, shown in Fig. 2(b), comprises
500 images specifically tailored for blanket segmentation,
showcasing blankets in a variety of contexts, including 75
images with just only blankets, 380 images covering infants,
45 draped over adults, in folded arrangements, dispersed in
room settings, and displaying an array of colors and tex-
tures. Additionally, this dataset incorporates images depicting
blankets in outdoor environments, crumpled blankets, and
blankets adorned with complex patterns.

The Crib Hazard Detection Challenge Dataset (CribHD-
C), shown in Fig. 2(c), is meticulously crafted using a
realistic doll, toys, and blankets to simulate hazardous crib
environments. We arranged various scenarios with the doll
in different poses such as lying on its back, chest, or side,
amidst a diverse array of toys and blankets. These setups vary
in texture, shape, size, and position, with blankets of different
colors and patterns, creating scenarios where different body
parts are occluded. A total of 120 images were collected for
the CribHD-C dataset, specifically to assess the performance
of our CribNet hazard detection framework.

IV. EXPERIMENTAL RESULTS

This section presents a detailed evaluation of the CribHD
dataset employing the CribNet hazard detection framework,
integrating advanced detection and segmentation methods
such as YOLOVS [33], Detectron2 [40], and YOLACT [2].
The effectiveness of both the toy hazard detection and
blanket occlusion frameworks are examined individually.

A. Toy Hazard Detection Framework Evaluation

In the toy hazard detection framework, Fsgg is key for
toy detection and segmentation, adapted for three models.
A thorough fine-tuning process, using the CribHD-T subset,
involved freezing pre-trained layers and retraining the final
layer for 200 epochs to ensure consistent and fair model
performance evaluation. The CribHD-T subset was split into
80% training and 20% testing sets to avoid overfitting and
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Fig. 3: Precision—recall and F1 Score vs. confidence curves for the YOLOv8 Model. The left graph displays the precision—recall curves, where ‘Detection’
(solid lines) represents bounding box accuracy and ‘Segmentation’ (dashed lines) reflects mask-based predictions for blanket and toy objects. The right
graph shows the F1 score vs. confidence, illustrating the balance between precision and recall at different thresholds. Blue and red colors distinguish between
blanket and toy detections. Please note that the F1 versus confidence curve for toy detection and segmentation shows closely matched performance, resulting

in overlapping curves on the graph. This figure collectively highlights the YOLOv8 model’s effectiveness in object detection and segmentation tasks.

TABLE I: Performance of object detection models trained on the CribHD
dataset in mean average precision (under IoU thresholds of 50%, 70%, and
90%). The bolded numbers represent the highest performance achieved for
the specified metric.

TABLE II: Performance of segmentation models trained on the CribHD
dataset in mean average precision (under IoU thresholds of 50%, 70%, and
90%). The bolded numbers represent the highest performance achieved for
the specified metric.

Toy Detection Blanket Detection

Toy Segmentation Blanket Segmentation

Model mAPso mAP70 mAPgo mAPso mAP70 mAPgo Model mAPso mAP70 mAPgo mAPso mAP70 mAPgo
YOLOVS [33] 86.1 85.5 83.4 88.3 84.7 78.6 YOLOVS [33] 88.3 64.7 68.6 68.4 64.3 61.2
Detectron2 [40] 78.2 71.7 75.0 65.4 58.3 56.5 Detectron2 [40] 80.4 71.5 74.7 70.4 66.2 63.1
YOLACT [2] 81.9 78.7 68.5 31.5 27.6 26.8 YOLACT [2] 71.3 71.4 62.5 30.7 29.8 25.7
Avg. 82.1 80.6 75.6 61.7 56.9 54.0 Avg. 82.0 71.2 68.6 56.5 53.4 50.0

maintain result reliability. Performance was measured in
mean average precision (mAP) across various IoU thresholds
(details in Table I and Table II).

YOLOVS led in toy detection with an 86.1% mAP at 50%
IoU, showing high accuracy in toy localization. YOLACT
followed with 81.9% mAP, demonstrating robustness. Detec-
tron2 had a strong performance (78.2% mAP), as indicated
in Fig. 3, showing YOLOVS8’s precision across recall levels.
What needs to be noted is that the Fl1-versus-confidence
curve for toy detection and segmentation shows very similar
performance, resulting in the curves appearing overlapped on
the graph. This consistency suggests reliability in different
detection scenarios, crucial for infant hazard detection.

In segmentation, YOLOvVS8 again excelled (88.3% mAP),
effectively delineating toy shapes and sizes. Detectron2 and
YOLACT, with slightly lower mAPs, still showed balanced
segmentation capabilities. The Fig. 3 F1 Score vs Confidence
plot revealed YOLOv8’s optimal confidence level for peak
segmentation, enhancing its application in infant safety.

Overall, the results indicate the models’ proficiency in han-
dling toy detection and segmentation in crib environments,
a key factor in infant safety monitoring systems.

B. Blanket Occlusion Detection framework Evaluation

For the blanket occlusion detection framework, the fine-
tuning approach applied to YOLOVS, Detectron2, and
YOLACT using the CribHD-B subset is the same as the toy
detection. The evaluation of blanket detection and segmen-
tation are shown in Table I and Table II. YOLOvVS stands
out for its high performance, achieving an mAP of 88.3% in
detection and 68.4% in segmentation at a 50% IoU threshold,
as depicted also in the Precision-Recall segment of Fig. 3.
This demonstrates its superior capability to not only detect
but also accurately segment blanket positions in various crib
scenarios, a crucial aspect for assessing potential suffocation
risks. Detectron2 follows closely, showing stable and effec-
tive results in both detection and segmentation, indicating
its robustness in handling diverse blanket scenarios within
crib environments, including different textures and positions.
YOLACT shows proficiency in blanket detection (31.5%
mAP) but struggles in segmentation (30.7% mAP), indicating
difficulties in accurately defining blanket edges, especially in
heavily occluded scenes. The accompanying plot underscores
these challenges, revealing YOLACT’s varying performance
across different levels of occlusion and providing a visual
comparison of its capability in handling complex scenarios
with partial or full blanket coverage.
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Fig. 4: This figure provides an illustrative depiction of CribNet’s analytical
capabilities when applied to a simulated hazard scene from the CribHD-C
dataset. The blanket occlusion detection framework effectively delineates
the blanket coverage, demarcating the occluded infant joints and skeletons
in light coral and non-occluded ones in cyan. The arm length, obtained from
the predicted infant pose, establishes a proximity threshold 7', as illustrated
by the light orange lines and region. In the toy hazard detection framework,
the threshold is pivotal in pinpointing potentially dangerous toys. Toys are
classified as hard (enclosed in solid boxes) or soft (enclosed in dashed
boxes). Those intersecting with the specified proximity zone are highlighted
in red, indicating potential risks: choking Scyk from small hard toys, injury
Siny from large hard toys, and suffocation Sgyr from soft toys. Toys outside
this zone are highlighted in cyan, signifying they are safe.

These observations elucidate each model’s competencies
and potential enhancement points in blanket detection and
segmentation, which are crucial for infant safety. The per-
formances of YOLOv8 and Detectron2 suggest their promis-
ing applicability in practical crib environments, whereas
YOLACT’s segmentation struggles highlight the necessity
for advanced development to better manage intricate occlu-
sions. Collectively, the analysis accentuates the adaptability
and relevance of the CribHD dataset and the CribNet frame-
work in advancing the proactive identification of hazards to
ensure infant well-being.

C. Simulated In-Crib Hazard Scene Evaluation

In the evaluation of CribNet on the CribHD-C dataset,
which simulates in-crib hazards, the results are promising
and indicative of the model’s efficacy. This figure in Fig. 4
presents a visual representation of CribNet’s analytic pro-
ficiency when evaluated against a simulated hazard sce-
nario within the CribHD-C dataset. In this case, we set
proximity threshold 7' equal to the arm length obtained
from the predicted infant pose. We tested all images in the
CribHD-C dataset and the CribNet demonstrated exceptional
precision in toy detection, correctly identifying over 80%
of the hazardous toys present across all 120 frames. This
high degree of accuracy, with only a marginal fraction of
toys being incorrectly predicted or undetected, attests to the
model’s robustness and the dataset’s comprehensive nature.
For occlusion prediction, CribNet employs the FiDIP infant
pose estimation model to ascertain occluded joints, accom-

plishing this by superimposing identified joints onto the
blanket segmentation mask. Given the exceptional accuracy
of our blanket segmentation model, accurate pose estimation
typically translates to precise occlusion status determination
for each joint. The high robustness of the FiDIP model
against occlusion effects allows CribNet to achieve notable
accuracy in identifying joint occlusions, with only two im-
ages showing exceptions, occurring in cases of extensive
body coverage where over 90% of the infant’s body and
face are nearly indiscernible, resulting in prediction errors.
These results highlight the proposed CribNet’s effectiveness
in most obscured conditions and suggest potential areas for
enhancement in handling scenarios with greater occlusion.
Overall, the CribNet’s performance, with high accuracy
in toy detection and occlusion prediction, underscores the
dataset’s generalizability and utility in proactive infant hazard
detection. These results confirm the capability of CribNet to
effectively discern in-crib hazards, validating both the dataset
and the method as reliable tools for enhancing infant safety.

V. CONCLUSIONS AND FUTURE WORKS

This study marks a pivotal advancement in in-crib hazard
detection, specifically targeting the safety issues posed by
toys and blankets. We introduce the innovative CribNet
framework for hazard detection in cribs, coupled with the
specialized CribHD dataset for identifying potential dangers.
Together, these tools demonstrate our commitment to im-
proving infant safety. Looking ahead, the field is set for
dynamic progress. Future enhancements in object detection,
diversifying the CribHD dataset, and real-world application
of these models promise to revolutionize infant care, har-
nessing advanced computer vision and machine learning for
enhanced child safety.
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