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and future directions 
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A B S T R A C T   

Modeling of heterogeneous materials and media is a problem of fundamental importance to a wide class of phenomena and systems, ranging from 
condensed matter physics, soft materials, and composite media to porous media, biological systems, geosystems, ceramic engineering, pharma
ceutical science and even in space discoveries. Among the most important materials are granular systems, which have received intense interest from 
the engineering, physics, and mathematics communities. In this review paper, the recent developments and new advances in experimental, and 
computational methods on a variety of scales and physics that extend understanding to a wide range of materials and phenomena are reviewed. 
Experimental advances include computed neutron and nanometer-scale tomography, magnetic resonance imaging, refractive index matching, 
digital image correlation, acoustic emission analysis, and the most recent 4D techniques. Furthermore, a tremendous shift has occurred from the 
continuum scale to micro-scale and developing multiscale approaches. As such, various computational methods, including, constitutive modeling, 
discrete modeling, and multiscale approaches, have been developed. Aside from all these evolutions, more complicated modeling called coupled, or 
multiphysics, systems representing a simultaneous presence of heat, fluid, chemical variation, and mechanical effect are also explored.   

1. Introduction 

There has been extensive interest in science and engineering fields in characterizing the complex behaviors of granular materials 
(GM). These ubiquitous materials can be found in a wide variety of arenas, such as materials science, geology, energy resource, 
geotechnical applications, ceramic, powder technology, agricultural science, additive manufacturing, batteries, mineral processing, 
pharmaceutical industry, chemical engineering, physics, environmental problems, etc.; see Fig. 1. Despite the recent advances in 
computational and experimental methods, a comprehensive understanding of such materials still remained obscure. For instance, it is 
estimated that 40% of the capacity in industrial operations is wasted due to our lack of understanding of the transport of GM [1]. Thus, 
even small progress in the understanding of GM can significantly reduce costs. 

Generally, GM are composed of discrete particles, which can be found across various scales. For instance, polysilicon, sand, ice
bergs, and asteroid belts of the solar system are all examples of GM at different domains and scales ranging from nano- to mega-scale. 
Such materials, intrinsically, represent a multiscale nature such that the grain-grain interactions occur at the microscale, the force 
chain at the mesoscale, and finally the overall/bulk behaviors at the macroscale where all such scales are connected. For instance, 
particles’ properties at the microscale along with the boundary conditions imposed at the macroscale affect the force chain in the 
mesoscale. Various methods have been developed to characterize GM at grain-scale, mesoscale, and also macro-scale. However, the 
connection between such scales is still vague and requires more research. These materials, depending on the energy of each individual 
particle, can appear as fluid, solid, or gas, which makes their characterization to be very complex as each phase’s behavior can be 
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completely unique and one must consider a multiscale and multiphysics framework; see Fig. 2. They can also exhibit vibration, which 
is another complex behavior. For example, they can take the morphology of the domain when they are passing through it. Such be
haviors are described using physical properties, such as the morphology of particles, size, friction, stiffness, elasticity, etc. Further
more, the behavior of GM becomes very complex when they are accompanied by fluid. Understanding their mechanical and 
morphological properties, while very complicated, is of great importance. 

GM have undergone extensive research and development within both the experimental and computational fields. Coulomb ( 1773) 
probably has done one of the oldest studies in this field [2] where the relationship between yielding in GM and frictional forces was 
studied. Likewise, Faraday ( 1831) established convective instability in a vibrated system of GM. Reynolds (1885) also presented the 
dilatancy concept, which implies that GM tends to dilate (expand in volume) when they are sheared. In other words, the particles in 
GM tend to stay together in the equilibrium conditions, but they manifest expansion when the particles are moving under stress and it 
can be due to the reorganization of particles in a way that more void space is produced among them and, in turn, that can cause volume 
expansion. At the time of writing this review paper, describing the overall behavior of GM is still remained challenging due to their 
very unique and complex characteristics, and some also have suggested that such entities can also be considered as an additional state 
of matter [3,4]; see Fig. 3. For instance, a sand pile in its equilibrium condition (or a slope smaller than the angle of repose) appears 
solid, but it can flow if the pile is tilted. The intriguing complexities in GM, namely their heterogeneous flows, fragile, and self- 
organizing characteristics, have urged researchers from different fields, such as mathematics, materials science, physics, engineer
ing, and even biology, to study such systems more closely. The latter characteristic has shown an extensive range of applications in 
other fields related to natural science and the discovered physics in GM, in turn, has been used widely in condensed matter. More 
precisely, the observed slow relaxation in GM is very similar to what is detected in glasses and flux lattices [5–8]. Similarly, fluid-like 
behavior is also widely observable in other fields [8–14], nonlinear dynamical behaviors as in semiconductors [15], grain-scale 
earthquakes at the gouge zones [16,17], and stick–slip friction can all be observed in GM [18,19]. 

GM has two unique characteristics: (i) due to static friction and an inelastic collision (i.e., kinetic energy is not conserved) the 
particles experience a dissipative collision, and (ii) temperature does not affect them as the energy scale is insignificant due to a 
negligible ration of energy scale to the gravity energy (mgd) of grain with a diameter of d and mass of m at room temperature [3]. It 
should be noted that due to the complexity of such systems and also considering this topic among researchers from different fields, 
several review papers on specific topics such as jammed GM [21–23] and physical properties and computational modeling [3,24–27], 
but each of such papers focuses on a particular part of GM. In this paper, however, most of the relevant topics have been reviewed and 
criticized. This review, therefore, aims to describe and discuss all the current and relevant methods on the recent trends and de
velopments in GM. After describing the relevant theoretical, experimental, and computational aspects of these materials, many ap
plications of GM are discussed. Furthermore, a comparison is made between such methods and the predictions for their properties and 
the existing data. A general overview of the materials included and reviewed in this paper is shown in Fig. 4. 

Fig. 1. Some of the applications of GM in different fields.  
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2. Particle characterization 

2.1. Experimental methods 

The behavior of GM is governed by complex interactions of particles. For example, some important macroscale events such as 
fractures and shear-band formation occur as a result of local instabilities at smaller (or grain) scales. Hence, full characterization of 
microstructures containing GM and their interactions must be achieved more realistically, which is required for the development of 
micromechanical constitutive models for GM. Microstructures have been difficult to quantify because of the limitations of equipment 
in obtaining microquantities such as micro-displacements, fabric quantities, and micro-strains [28]. The use of image acquisition and 
processing, however, has greatly enhanced the quantification of different material properties in GM. Experimental techniques such as 
imaging have emerged over the decades to help in the characterization of particle kinematics and examination of the material response 
at the scale of individual particles using advanced three-dimensional (3D) imaging techniques, e.g., X-ray computed tomography (CT) 
and synchrotron microcomputed tomography (SMT). 

Generally speaking, experimental techniques can be either invasive or non-invasive (non-destructive). Examples of non-destructive 
techniques are X-ray tomography, neutron tomography, optical, magnetic resonance, and nuclear emission imaging. In this review 
paper, we briefly review all the above methods and illustrate their applications for GM. It should be mentioned that with the tech
nology advancement, imaging can be conducted at very high resolution as well (i.e., 1 nm) using, for example, FIB-SEM (focused ion 
beam-scanning electron microscopy) and TEM (transmission electron microscopy) tomography which are rapidly developing. How
ever, these techniques are not reviewed in this paper because they operate at a scale that is not well-suited for the investigation of GMs. 

2.1.1. Non-Destructive methods 

2.1.1.1. X-ray measurements. In earlier years of micromechanics, microstructural characterization was mainly based on 2D quanti
fication to abstract 3D information [29,30]. Although such methods were able to provide a reasonable amount of information, the 
techniques were unable to provide sufficient accuracy, as well as quantify contact characteristics and branch vectors. Consequently, 
quantitative information such as deformation, strain localization, and the shear band would not be able to be quantified and, thus, the 

Scale

Grain-scale
(Force chains)

Mesoscale
(Friction)

Macroscale

Fig. 2. Demonstration of the multiscale nature of GM and how such distinct scales are related.  

Fig. 3. Schematic diagram demonstrating the limits and existing capabilities in the current literature of GM (after [20]).  
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need for 3D imaging abilities is raised. Such imaging, indeed, can obtain multiple radiographs or radiograms at different angles while 
rotating the sample around an axis perpendicular to the beam direction. 

3D X-ray tomography is regarded as one the most widely used experimental technique for characterizing GM and porous media 
which can also be used to study micromechanical information at that scale. It has a superior spatial resolution to other competing 
techniques and can be applied to a wide range of applications and materials. This is because it has a relatively short wavelength hence, 
it has a powerful penetrating ability and high sensitivity to material density. Moreover, due to its non-destructive nature, conventional 
X-ray imaging and synchrotron imaging, have been popularly applied to study GM and flow in granular systems. X-ray imaging can 
generate cross-sectional images by measuring the attenuation of the X-ray beam as it is rotated at increments within a plane with a 
rapidly increasing spatial and temporal resolution, and then collecting the attenuated X-ray using a detector system. It has the ability to 
collect stacks of 2D sectional images. The multiple images created can then be post-processed and reconstructed to generate a 3D 
volume rendering of the sample. Some examples of the X-ray images of complex GM can be found in Fig. 5. 

The XCT scanning techniques based on resolution have been summarized by Ketcham and Carlson [33]. They grouped these 

Fig. 4. The topics and features covered in this review paper in terms of structure–property relationships.  
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methods into four categories based on their spatial resolution and the size of objects. These are conventional with a resolution of 250 
µm, high-resolution ( 100 µm), ultra-high resolution ( 10 µm), and microtomography or micro-CT with a resolution as high as 10–––1 
µm. 3D imaging techniques are now becoming a well-known analysis methodology in numerous applications. Resolutions can reach 
below 1 μm in laboratory-based setups and well below 100 nm at synchrotron radiation facilities (nano-CT). For typical granular 
systems, resolutions of about 10 µm, can provide the resolution required to measure details at the individual particle level. Thus, XCT 
has been widely used to obtain the microstructure of a material and to investigate microscopic features within the material. 

XCT imaging has been applied to the microstructural characterization of cement concrete, soil, asphalt concrete, and rock imaging. 
Submicron resolution has now recently been based in traditional fine-focus geometry with nano-focus X-ray source (better than 1 μm 
resolution (e.g., 50 nm), contact imaging, and magnifying X-ray optics. Nano-CT has been applied for imaging Lithium-ion batteries 
[34,35]; see Fig. 6; which can essentially be considered as GM. Such images can be used for measuring axial void distributions (AVD) 
and radial void distributions (RVD) more accurately. Other topological quantities, namely contact numbers, contact angle distribu
tions, and contact surfaces, can be measured as well. Reimann et al [36] analyzed structural features of mono-sized sphere packings in 
cylindrical containers both with and without inner cylinders using void fraction distributions, sphere center positions, contact angle 
distributions, coordination numbers, radial distribution function, and Voronoi cell packing fractions to provide a comprehensive 
understanding of structural details. X-ray tomography-assisted was conducted by a phase inversion process in ceramic hollow fiber 
systems [37]. They were able to characterize, the micro-channels in 3D using XCT to determine micro-channel densities and diameters 
in the radial direction, as well as the 2D measurement of the pore size in the sponge-like layer. This could potentially help to realize 

Fig. 5. (a) In situ X-ray imaging and diffraction for spherical and angular GM [31], (b) time-resolved 3D imaging for a complex GM (a nut mixture) 
where the evolution of particles’ displacements can be seen [32]. 
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practical morphology design and optimization. 
Depending on the resolution of the target properties and the size, one can also take advantage of more advanced imaging, such as 

Scanning Electron Microscope (SEM) though which more details at a much finer scale can be revealed. An example is provided in Fig. 7 
where the structure of an agglomerate structure with time is demonstrated [39]. As can be seen, a coater (Wurster) is added to the 
particle and makes it thicker. These images show the surface of a granular system and one can use X-ray imaging for seeing the internal 
structures. More images provided by the SEM are provided in Fig. 8 [40]. These images are limited in terms of their flied-of-view 

Fig. 6. SEM images and triangular sample. (a) Scanning electron microscope images of LiCoO2 cathode. (b) Large field of view radiograph of the 
LiCoO2 sample. (c-d) 3D reconstruction of the Li-ion cathode. (c) In-plane and (d) through-plane view of the reconstructed Li-ion cathode. The 
LiCoO2 particles (dark) and the additives (bright) are distinguished by combining absorption and Zernike phase contrast imaging modes [38]. 

Fig. 7. SEM images of maltodextrin agglomerates produced in the Wurster-coater at 70 ◦C [39].  
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dictating a smaller region of the materials that can be scanned. 

2.1.1.2. X-ray fluorescence (XRF) tomography. Although this paper is primarily devoted to reviewing GM assemblies, as mentioned 
earlier, an understanding of how components of a granular pack can be identified is equally important. One way of achieving this is by 
X-ray fluorescence (XRF). Most tomographic measurements are carried out using transmission or propagation-based tomography. 
However, these cannot be applied for chemical analysis, i.e., they provide little or no information regarding chemical element dis
tribution. Methods such as XRF are useful techniques for obtaining missing information regarding chemical properties. This involves 
the use of “hard X-rays”. These are X-rays with high energies typically in the range of 10–––120 keV. They are able to penetrate deep 
into samples compared to soft X-rays because of their high energies. Absorption of these X-rays is followed by re-emission of the energy 
absorbed, leading to fluorescence. These interactions with matter can be used to gain information about the composition of a sample, 
including the type and location of individual atoms within it. The technique is a highly sensitive physicochemical method that enables 
quantitative element identification by collecting fluorescent X-ray photons emitted by the element of interest [41]. Typically, 10–15 
elements are mapped simultaneously, leading to precise elemental colocalization maps [42]. XRF tomography can be applied for 
structural visualization, but technical challenges have limited the application to just 2D and low-definition studies. This is due to the 
fact that the technique can be very slow compared to transmission tomography. Thus, only a single voxel of data is collected at any one 
time [43]. 

XRF tomography also has analytical and technical challenges due to the misrepresentation of some images owing to the reab
sorption of emitted XRF photons [42]. Application of XRF with synchrotron X-ray sources has outstanding capabilities such as the 
possibility of micrometer and submicron resolution, producing better signal-to-noise ratios and high brilliance, and hence can be used 
for the detection of trace elements in materials with high sensitivity. Very high submicron resolution e.g. sub-500-nm resolution XRF 
tomography, are now possible, providing a lot of details regarding elemental specificity [42]. Slow collection times have impeded its 
application to, for example, highly hydrated samples because of radiation damage and dehydration. These have been improved by the 
use of fast detectors [44] coupled with powerful data acquisition approaches, and the multi-pinhole method [41]. 

Micro-CT and XRF have also been integrated to be able to provide more concise (or clearer) information regarding spatial chemical 
distribution. These have been applied for GM to obtain important parameters such as grain-size distribution, void fraction, grain shape 
and orientation as well as chemical distribution. This method has been applied for visualizing the internal structure of natural building 
stones at the micro-scale as well as the chemical properties using XRF [45]. Balegem sandstone and the Massangis Roche Claire 

Fig. 8. SEM images of Ottawa sand. As can be seen, very irregular and rough surfaces exist on such particles, which is not possible to be observed 
using low-resolution imaging. These images can be used to provide insight into the roughness and the true morphology of GM at a small-scale [40]. 

P. Tahmasebi                                                                                                                                                                                                           



Progress in Materials Science 138 (2023) 101157

8

limestone were visualized and quantified where iron-bearing minerals such as glauconite were identified. Laforce et al. [46] developed 
a novel 3D elemental and morphological analysis approach by combining XCT, XRF tomography, and confocal XRF analysis in a single 
laboratory instrument. They linked the (quantitative) spatial distribution of chemical elements within the investigated materials to 
their 3D internal morphology/structure down to a 1–10 μm resolution level. The distribution of iron atoms in the alumina granules of a 
certain powder combination was investigated using X-ray fluorescence tomography [47]. Tomography of several single slices for the 
capillary was carried out with a pencil X-ray beam with an energy of 7.9 keV. The optical microscopy image in Fig. 3(a) presents the 
sample preparation for the μXRF tomography measurements. The measurement was used to provide 3D information about the ho
mogeneous distribution of iron oxide within the granules, shown in Fig. 9 (the Fe atoms are in pink color). Liu et al. [48] applied a 
direct, non-destructive, and single-particle analytical method, i.e., synchrotron radiation-induced X-ray fluorescence spectrometry 
(SR-XRF), to study the micro-scale characteristics of heavy metals in geomaterials. The forms of occurrence, spatial distribution, and 
associations of several concerning elements were visually inspected from μ-XRF maps as well as the size dependence characteristics of 
elemental composition, spatial distribution, and speciation in raw particles. 

2.1.1.3. Synchrotron radiation. XCT imaging can be very slow and X-ray tomography often attains very high spatial resolution. 
Temporal resolution, on the other hand, is typically in the order of hours per scan. Various solutions have been proposed to enhance 
temporal resolutions of low-dose and fast micro-CT imaging methods based on EST (equally sloped tomography) [50] and CS 
(compressed sensing theory) [51] reconstruction algorithms, respectively, were developed in which one set of micro-CT projections 
could be collected in 1(s) or less time. Additionally, X-ray imaging methods such as local micro-CT were developed to improve 
temporal resolution within a short time range (ps-µs-ms). 

Typically, the time needed to acquire an X-ray tomogram depends on the photon flux from the source. X-ray imaging sources can be 
classified into classical X-ray tubes or synchrotrons. X-ray tubes emit low photon flux and, as a result, require several minutes or hours 
for generating a single 3D image. Synchrotrons, however, produce an almost parallel beam and high photon flux (high brilliance), 
which allows for the acquisition of tomograms to occur in a few seconds. This also yields better image resolution and signal-to-noise 
ratio (SNR). High flux mono-chromaters can easily tune the beam to monochromatic radiation for the desired energy level to suit 
specimen size and attenuation level [52]. Other advantages of synchrotron tomography over X-ray imaging can be reviewed elsewhere 
[53–55]. The disadvantage of synchrotron tomography, however, is that they are expensive to set up, whereas X-ray tubes are 
comparatively low cost. Additionally, they have a field of view that is typically less than a cubic centimeter. 

In GM, Synchrotron micro-computed tomography (SMT) was used by Hasan and Alshibli [56] to image a plane strain specimen, 
thereby quantifying particle orientation within the shear band. Druckrey and Alshibli [57] developed an algorithm to track the ki
nematics of ASTM 20–30 sand based on SMT images during triaxial testing. Druckrey et al [52] used SMT to image silica sands at the 
Bending Magnet Beamline 13D (13 BMD) at the Advanced Photon Source (APS), Argonne National Laboratory (ANL), Chicago, USA, 
by which they studied 3D characterization of sand particle morphology, orientation, and contact configuration. 

Synchrotron imaging has also been a useful alternative for determining the porosity of GM. It was applied by Betson et al. [58] in 
examining porosity distributions in columns; see Fig. 10. Tomographic energy-dispersive diffraction imaging (TEDDI) [59] along with 
Tomographic X-ray fluorescence XRF were combined and used to highlight the porosity distribution of English Chalk; see Fig. 11. 

2.1.1.4. Neutron imaging. X-ray imaging tends to suffer from a low attenuation coefficient in saturated media, such as GM filled with a 
liquid. For example, water, in general, does not show good contrast in the XCT for high-energy X-rays. A contrast agent is commonly 
included in water to improve the contrast [60]. This, however, could alter the contact angle in the system, depending on the type and 
amount of contrast agent being utilized. With Neutron imaging, however, water tends to show high contrast making it an excellent 
candidate for imaging saturated GM. A typical Neutron imaging setup is shown in Fig. 12. It has been applied in literature for 

Fig. 9. XRF imaging of iron oxide in alumina granule [49].  

P. Tahmasebi                                                                                                                                                                                                           



Progress in Materials Science 138 (2023) 101157

9

visualizing and quantifying water distribution in partially saturated sand specimens [61]. The effect of particle morphology on water 
distribution in compacted granular columns was investigated using round and angular silica sand. This was done at a resolution of 127 
mm/pixel. However, at such a coarse resolution, capillary bridges and fine features needed for defining the particle morphology were 
not observed. 

In a similar work [62], higher resolution neutron imaging (13.7 mm/pixel) was applied on partially water-saturated compacted 
silica sand specimens with two different grain morphologies (round and angular). This was made possible by applying a very thin 
gadox scintillator with a high-resolution charged-coupled device (CCD) camera. Moreover, cold neutrons were employed instead of 
conventional thermal neutrons. This helped in the improvement of water contrast, and thus adequate detection of finer water capillary 
films was made possible. This was achieved in conjunction with microfocus X-ray imaging with a higher resolution of about 11.2 mm/ 
pixel. Hence, gas and liquid phases were visualized using dual-modal contrast for different grain morphologies at the grain level and a 
precise location of the solid phase was also possible by this means. The visualizations of the images are shown in Fig. 13. Image 
reconstruction was achieved using filtered back propagation (FBP). The figures illustrate three compaction layers that are visible from 

xyz stage

Incident slit
Synchrotron

Beam

Sample

Fig. 10. TEDDI principle. . 
Adapted from [58] 

Fig. 11. (a): Schematic diagram of a typical lab-based micro-CT setup with a conical X-ray beam which allows geometrical magnification. (b). 
Schematic diagram of a typical synchrotron-based micro-CT setup. A white (polychromatic) X-ray beam is created in the synchrotron by means of a 
bending magnet, wiggler, or undulator. Figure . 
adapted from [55] 
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the radiographs because of the high attenuation of water to neutrons. The contrast difference between water and heavy water is shown 
as well as the grains from the X-ray tomography in Fig. 13(b). 

It can be seen that microfocus X-ray is able to properly detect the silica solid grains in which water is well visualized with the high 
contrast Neutron imaging. Hence a dual-modal contrast has the potential to be able to provide a distinction for various problems in the 
field of saturated GM such as in soil mechanics and geotechnical engineering and can help to obtain other parameters, such as a 
spatially resolved void ratio and particle size distribution. Fig. 14 shows the 3D structure of the grains and water of the Ottawa Sand 
specimen. 

Fig. 12. Typical Neutron imaging setup. . 
Adapted from [61] 

Fig. 13. Comparison of contrast of different specimens using neutron radiographs and X-ray tomography slices [62].  
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2.1.1.5. Magnetic resonance imaging (MRI). Magnetic Resonance Imaging (MRI) is also an important tool for imaging GM. It has a high 
potential for 3D imaging when the sample to be mapped contains some form of liquid. This applies to for example oil-containing seeds 
such as mustard seeds [63] or any form of solid that has been immersed in an NMR-active fluid [64]. There are a large number of NMR- 
active isotopes. However, most systems are programmed to detect hydrogen-containing fluids. X-ray tomography is usually the most 
preferred method for most applications; however, MRI has some qualities to offer over the XCT such as faster imaging of single slices 
with modern MRI techniques. MRI techniques have a sub-millimeter accuracy in macroscopic volumes, but only at a slow-scanning 
rate. They are limited to tracking materials that contain hydrogen atoms, such as organic materials [65]. The first demonstration of 
MRI was by Altobelli et al. [66] in fluid-embedded granulates. They showed that MRI techniques can be employed in the imaging of 
arbitrary planes within the bulk of fluid-filled GM noninvasively. It has been applied to a large range of problems in granular systems 
such as in the mixing and segregation of grains in an assembly that are under some form of mechanical agitation such as rotation, 
diffusion of grains, or interstitial fluids in a rotating cylinder, displacement of particles, and flow profiles of slurries or granular matter. 
Ehrichs et al. [63] used MRI to study the convection of GM in a vertically shaken cylinder. Radial and axial segregation which occurs 
when granular mixtures are rotated in horizontal cylinders has been also studied using MRI [67–70]. 3D MRI was used to study the 
mixing and segregation processes in a Turbula mixer (Turbula mixer is a special type of device used in chemical and pharmaceutical 
industries that can generate a good homogeneous mix of the granular samples) using binary mixtures of sugar beads [71]. A more 
detailed review of the applications of MRI for granular materials can be found elsewhere [72]. One example showing the quality of 
images and also the performance of MRI is shown in Fig. 15. 

2.1.2. Quantitative analysis 
All the imaging methods discussed above provide a 2D or 3D image of a granular sample for visualization and qualitative studies. A 

stack of 2D slices after reconstruction can be loaded into the computer memory to be visualized in three dimensions. Quantitative 
procedures, however, require more work from an imaging standpoint. The 3D analysis of such a volume typically starts with a seg
mentation step where connected regions are classified based on a voxel number, the separation of connected objects into sets of smaller 
objects, and the actual analysis of the separated objects to quantify parameters of interest. 

In this section, we examine the quantitative analysis of static structures and the evolution of three-dimensional structures. The 
algorithmic analysis steps required to quantify particle properties from such images are in principle generic and can, in many cases, be 
applied to images of any imaging method. New techniques capable of examining the material response at the scale of individual 

Fig. 14. X-ray imaging and neutron imaging, sand phase (left), and water phase (right) [62].  

Fig. 15. An example of MRI imaging for demonstrating its ability for providing fast imaging on large GM samples without necessarily observing 
many details [72]. 
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particles have emerged in the last two decades. These measurements can be achieved using modeling techniques such as the discrete 
element method (DEM), or alternatively experimental techniques. In this section, we review how these measurements can be carried 
out experimentally and will discuss the computational methods in the next section. Significant progress has been made to characterize 
particle kinematic behavior using advanced 3D imaging techniques such as XCT and SMT. These techniques yield 3D images through 
which one can quantify individual particles with a resolution high enough for quantitative analysis. 2D and 3D XCT imaging has been 
used to quantify individual particle characteristics [73–76]. Some of such quantitative granular behavior include but are not limited to, 
particle kinematics (particle displacement and rotation), contact numbers, contact angle distributions, force transmission, and particle- 
to-particle interactions. As such, proper characterization is required to investigate the role of individual particles on overall behavior. 

2.1.2.1. Shape characterization. Given the above descriptions, various methods have been developed to characterize the observed 
complex shapes in GM. The shape of particles is often characterized using some morphological features [77–79]. An angular particle is 
considered in Fig. 16. Given this example, one of the elementary measures for characterizing the morphology is elongation E, which is 
defined by: 

E = h/l, (1) 

where h and l are the smallest and second relevant dimensions in the direction of θ, respectively. Note that the above equation is 
valid when θ is minimized. Furthermore, one can also define the sphericity using: 

S =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Rmax− in

Rmin− inscr

√

, (2) 

where Rmax− in and Rmax− inscr are the largest inscribed and smallest circumscribed circles, respectively. This descriptor is called 
circularity in 2D. Roundness is also another important descriptor for estimating the corners/sharpness of particles and it is defined by: 

Rd =

∑
iRi

N.Rmax− in
, (3) 

where Ri is the radius of N circles in 2D using which the corners are estimated. All such descriptors vary with scale. For example, 
roughness can change by increasing the resolution of the particles/images. The morphology, in general, controls various important 
properties in GM and porous media, such as permeability, strength, tortuosity, … [80–82]. Particles with larger roughness and an
gularity, due to their higher degree of interlocking, can manifest more strength against mobilization [83]. Thus, it is very important to 
accurately describe the morphology of GM so that more representative models can be generated. We will come back to this point 
shortly. 

2.1.2.2. Synthetic granular particles generation. As discussed earlier, experimental methods are widely used for acquiring images for 
GM using which a realistic representation of the morphology of particles can be obtained. Such images, then, can be used in 
computational methods to conduct the relevant modeling; see the next section. However, producing experimental images with 
acceptable accuracy is quite challenging, not only in the field of GM but also in any other related topics in which imaging of complex 
systems and samples is conducted. As such, producing stochastic porous media systems, and in particular, GM, is a general subject and 
various methods have been developed to date. These methods are studied elsewhere [84] and here we just put the focus on those 
exclusively related to GM. 

2.1.2.2.1. Object-based methods. One of the earliest methods of creating sets of particles involved utilizing well-defined and ideal 

)b()a(
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,

Fig. 16. (a) Schematic representation of morphological features for describing the shape of an angular particle [82], (b) relationship between 
particle shape descriptors (roundness and sphericity) [83]. 
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shapes/objects. For example, objects such as spheres in 3D and circles in 2D [85–90], and cylinders [91] have been used widely to 
produce models of GM quickly. Since these objects may not represent the complexity one may observe in actual GM, more advanced 
morphologies have also been developed. For example, ellipsoids [92], polyhedrons [93], polyarcs [94], pentagons [95], rounded 
rectangles [96], and cubic particles [21,22] are some cases of such models. Using spherical and circular models is yet more dominant 
among the aforementioned morphologies. Since the process of building the GM packs is limited to some statistical information (e.g., 
void space/porosity, radius, the overlap between the particles, orientation, …), thus, more complex geometries and granular systems 
cannot be produced. Some examples of such models are shown in Fig. 17. The produced shapes, as demonstrated, are limited to those 
whose geometries can be defined mathematically. These shapes are yet to be enough for some manufactured particles and, thus, one 
does not need to add any further complexities. 

2.1.2.2.2. Geometric packing methods. The previously discussed methods for building stochastic packs of particles are sufficient for 
manufactured materials in which particles often follow systematic and well-defined morphologies. For more complex and natural GM, 
however, such particles may not be adequate. One solution can be extracting important morphological information from the images 
produced by, for example, X-ray computed tomography and then using them in optimization algorithms to reproduce them on random 
particles. Producing more realistic particles, indeed, can help with computational modeling to result in a more accurate evaluation. 
Furthermore, investigating the behaviors of particles at this scale can better bridge the meso- and macro-scale phenomena [103–106]. 

The ultimate goal of the stochastic particle generation approaches is to generate realistic packings of particles with accurate 

Fig. 17. Some of the packs generated using object-based modeling for representing GM [24,97–102].  
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geometry by reproducing specific statistical and morphological properties (or shape descriptors) as expected to be seen in the final 
model [107–111]. For example, Mollon and Zhao [112] extracted the mean of the discrete Fourier transform from experimental images 
which are used on a Voronoi diagram representing the domain of each cell in the pack. Since each particle is represented by a cell, an 
inverse Monte-Carlo method can be used to match the sizes and orientations [113,114]. Then, given the boundary conditions (e.g., 
solid fraction), each cell is filled with a particle. In this method, 2D particles are represented by a set of contours each of which is 
composed of a certain number of points. Such points can be described by their angle and radial distance from the center of the particle 
and, thus, can be considered as a signal. Then, the fast Fourier transform (FFT) can be used to compute the discrete Fourier transform 
on the extracted signals after which spectrum computation can be done. This method assumes that the normalized amplitude (i.e., 
Fourier descriptors) of the calculated spectrum can reveal the shape of particles. Some of the results and specific features of this method 
are shown in Fig. 18. 

The above-described method, in light of higher computational time, can include various shape descriptors. However, calibrating 
the Fourier spectrum and also the number of eigenmodes can be difficult and time-demanding. These parameters strongly affect the 
quality of particles. Furthermore, since this method works based on shape descriptors, accurate extraction of such statistics in the first 
place can also be problematic. 

In a similar fashion, Monte-Carlo sampling has been used to extract the morphological descriptors from pre-computed shape 

Fig. 17. (continued). 
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distributions of a set of real grains [116]. This approach considers the shape descriptors in the final simulated grain in a step-by-step 
manner such that an initial ellipsoid particle with a random aspect ratio, which is sampled from the pre-defined distributions, is 
considered. It should be noted that the spherical radius distribution is calculated for all grains across all the points on the particles with 
different azimuthal and polar angles (0 ≤ Φ ≤ 2π, 0 ≤ Θ ≤ π). Then, given the calculated spherical radius distribution f

(
R|μ, σ2)

, 
which is assumed to be Gaussian with the mean of μ and standard deviation of σ2, a random radius value R** is sampled from the newly 
conditional probably, namely f

(
R|R*, σ2)

where R* is the radius value on a random point on the ellipsoid particle. This process is 
repeated for other shape distributions until they are matched. The described method is applied to individual particles without 
considering the existence of the neighboring ones. This algorithm, however, requires a large number of adjustments, such as the 
number of points on each particle, lack of control on sampling, etc. 

2.1.2.2.3. Image-based modeling. The previously described methods are based on a set of shape descriptors through which new GM 
models can be produced. Such measures, however, even if all of them are considered, still cannot characterize complex GM, in 
particular, those that one often finds in nature. In most cases, the produced models do not agree with reality and a significant 
inconsistency is observed. Furthermore, some of the described descriptors have different definitions whose applications only depend 
on the user’s choice [105,117]. Therefore, such uncertainty and diversity in the definitions and also lack of universality can result in 
producing unrealistic GM models. 

One of the reliable sources for characterizing GM, as mentioned earlier, is the X-ray computed tomography images, which are often 
provided in 3D [118–120]. These images can be used directly in numerical modeling and calculate elastic strains, the void ratio in a 
shear band, flow properties and so many other physical properties, which all refer to digital computing [121,122]. These images offer a 
unique and excellent source as they manifest the true complexity of GM. Despite all the recent progress in this field, however, providing 
various images of GM to represent any alternatives in terms of morphology and grain packing is not feasible and, thus, it can jeopardize 
the reliability of the evaluations. To address this issue, one should extract many samples from the target GM and conduct imaging over 
all of them, which is not viable both financially and temporally. Thus, developing methods that can use such images directly and 
produce other scenarios is very crucial. This question has been partially addressed in the field of porous media and materials science 
[119,123–132], and such methods are not fully reviewed but an interested reader can refer to a recently published paper on these 

Fig. 18. Demonstration of the Fourier-based granular generation. (a) cell characterization along with a fitted particle, (b) a random signal and how 
it can be related to a particle, (c) the effect of two Fourier descriptors on the shape of particles, (d) a random 2D GM, and (e) a random 3D pack of 
GM [109,115]. 
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methods [84]. For example, some of such methods use an input image through which useful information is extracted via correlation 
functions. Then, stochastic models are generated by iteratively matching the extracted correlation functions in an optimization pro
cess. But, of particular interest are the image-based methods, which are briefly reviewed here as they are in direct use in GM. 

Image-based techniques aim to use the available images of GM directly without considering any shape descriptors. These methods 
can use the manifested complexity of GM in the provided X-ray images directly. Therefore, the common simplifications introduced in 
the previously described shape descriptors, or in the lower-order statistics, are no longer used, but the morphological properties of 
particles are extracted directly from such images and used in the final pack without sacrificing the convolution in GM. One of the 
successful image-based modeling techniques is the cross-correlation-based simulation (CCSIM) which can produce realistic packings of 
particles in 2D and 3D [133]. This method in essence is a Markovian technique where the previously simulated points/cells are used to 
estimate the current cells. 

The CCSIM algorithm is used on a computational grid G which can be equal to the size of the target GM models. Note that the size of 
the input digital image can be different from the G, meaning that, for example, very larger models can be produced using a repre
sentative input digital image (DI). Both models are considered 2D/3D matrices on a Cartesian grid. Each cell on G will get a value z and, 
thus, it can be shown using G = {z1, z2, ⋯, zN}, in which N is the number of cells in G. To begin the modeling process, G is divided into 
small blocks T (Tx × Ty) with a certain overlap OL (Dx × Dy) between them. As will be discussed shortly, the OL region is considered to 
produce granular models with a seamless transition between the blocks. Then, the following probability is calculated for each cell: 

p(Z) = p(z 1)p(z 2|z 1)⋯p(zN |zN− 1, zN− 2, ⋯, z 2, z 1). (4) 

Evaluating the above chain of equations can be computationally expensive when one deals with large models. Alternatively, this 

Fig. 19. Produced models using an image-based simulation for an angular sand sample (upper left), silica sample (upper right), and also a granite- 
type continuous image (lower two rows) [81]. 
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equation can be estimated using a Gaussian kernel, or here Euclidean distance, which calculates the distance between the current OL 
regions and the entire patterns in the DI: 

d2 =
∑Dx − 1

x=0

∑Dy − 1

y=0
{DI(x + i, y + j) − OL(x, y) }

2
, (5) 

where i ∈ [0Tx +Dx − 1) and j ∈ [0Ty +Dy − 1
)

and i, j ∈ Z. Due to using a raster path in this algorithm, the above equation can be 
decomposed and calculate DI(x + i, y + j)2 and OL(x, y)

2 only once [82,132]. Thus, this equation can be summarized as: 

Fig. 20. One realization produced using image-based modeling for a complex 3D sandstone sample. For the sake of comparison, the original image 
based on which the synthetic sample is produced is also shown here. The results can be compared from different angles [81]. 
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C (i, j; x, y) =
∑OLx − 1

x=0

∑OLy − 1

y=0
DI(x + i, y + j)DT (x, y). (6) 

This equation was further accelerated by conducting the computations in the Fourier domain [134]. After defining the corre
sponding equations, the described algorithm selects the first pattern randomly from the DI and inserts it in a corner in G. Then, based 
on the defined OL, the next block is simulated by taking the OL region and calculating its similarity with the entire DI, which results in 
a similarity map using which the patterns can be sorted. A certain number of similar patterns are then selected and one of them is 
randomly chosen and inserted in the visiting area. This procedure is continued on the raster path and only the OL region(s) is changed. 
It should be noted that this algorithm also takes advantage of various other features for addressing the patchiness issue and also 
producing conditional models. Furthermore, this method can be used with non-stationary systems, those whose statistical properties 
vary with space and time, as well as continuous images [135]. Some of the results using this method for 2D and 3D systems are shown 

(a)

)c()b(

Fig. 21. (a) producing conditional models, here scale-dependent heterogeneity, using three auxiliary regions. Each region has a specific degree of 
compaction, and all these three features are shown in the produced model where a seamless transition can be observed between such regions. (b) a 
small input image and its corresponding large pack of particles in (c) [82]. 
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in Fig. 19 and Fig. 20, respectively. 
As mentioned, image-based modeling can be easily used to produce more realistic models. For instance, the size of grains can be 

controlled within a conditional framework such that one single input can be used while models with different properties are produced. 
Furthermore, these methods can use images of any size while much larger models are produced. Two examples are shown in Fig. 21. 

2.1.2.3. Position and orientation. All the following quantitative analyses can be conducted on either the original or produced stochastic 
models described above. One such analysis is characterizing the position and orientation of particles. Quantitative analysis, however, 
requires post-processing of the acquired images to detect the location of the particle’s surface [136,137]. After extracting the detailed 
shape information, further analysis of the experimental data can be achieved. Obtaining such properties is important for accurate 
characterizations. Depending on what type of imaging technique is used, a 3D reconstruction of the 2D slices is produced and then the 
particle positions, orientation, and shape can be tracked by computerized post-processing of the data. In some situations, recording a 
single 2D slice of the sample might be adequate to track the dynamics. In such cases, Refractive Index Matched Scanning (RIMS) and 
MRI can provide single slices at a very fast data-collection rate [138]. 

2.1.2.4. Displacement and velocities. Imaging techniques can also be used for measuring displacements and velocities. To achieve such, 
some form of imaging is taken before and after some agitation of the material, such as shearing or mixing. Displacement measurements 
can be obtained by obtaining the position of the object. This must be carried out with precision. Particle velocities are obtained from 
the particle displacements which occur within a time interval. From these measurements, a velocity field can be obtained based on the 
accumulated measurements as the particle moves. An easier approach is, however, to obtain a Lagrangian particle trajectory in which 
high-precision particle position measurements have been made from which the corresponding times are recorded simultaneously. 
Thus, the velocities can be deduced. Translational motion by tracking the centers of the particles can also be recorded. Tracking in
dividual particles can be achieved by tagging a small number of tracers. The rotational or sliding motion requires information such as 
form, intensity distribution, tracking marks, or patterns on the particles. Tracer particles (single radioactively labeled in the case of 
PEPT, high dielectric constant for radar tracking, steel spheres for X-ray radiography, or NMR-active nuclei for MRI) can be embedded 
inside the material (or spin-labeled in MRI) and the system is imaged while subjected to some excitation or loading. Velocities can be 
measured without the identification step. One of the relevant techniques is MRI. This technique could use a time-varying magnetic field 
as a probe and then allow the velocities of the MRI-active particles to be deconvolved from the response signals. 

The above-described goal can be achieved in GM by labeling the grains [72]. For example, Cheng et al. [139] applied MRI to 
describe the evolution of granular shear flow as a function of height in a split-bottom Couette cell, as well as the 3D flow profile with 
MRI of tracers. NMR-labeled grains or NMR-active nuclei i.e., poppy seeds, in this case, served as markers to a system composed mainly 
of amaranth seeds. Both seeds had comparable diameters and densities. The images were recorded while the system was subjected to 
some excitation or loading and thus the flow profile could be reconstructed from the cross-correlations of these images. Börzsönyi et al. 
[140] used BioSpec 47/20 MRI scanner to map out displacement and the width of the shear zone at the surface with color-marked 
grains non-invasively. Poppy seeds were used as markers in low concentration to the MRI-invisible glass beads and corundum 
grains. The images were recorded at slider displacements in 2.5 mm steps, and the tracer positions were extracted. From the dis
placements of all tracers, a shear zone profile was reconstructed in each slice. Other methods for detecting displacements using MRI 
scans are by labeling spins or spin tag approach in certain regions of the sample using an appropriate tool to detect rearrangements of 
particles. Ehrichset et al. [63] studied the displacement of particles in a container after one single shake. The authors studied the 
detection of the convection flow based on the cylindrical container (16.5 mm) filled with poppy seeds. 

Another solution to obtain flow profiles of NMR-active grains or of interstitial fluids in a granular bed is gradient-echo experiments 
from which the velocity along the gradient (field gradients of the opposite sign of magnets refocuses the magnetization in the absence 
of translational motion) can be obtained. Both methods can be combined to obtain a more comprehensive view of flow in complex 
geometries. Such a strategy was chosen, e.g., in a study of the flow of a fluid (water) through a cylindrical tube (19 mm) filled with 
randomly packed glass beads (4 mm) and different catalyst pellets [141]. 

2.1.2.5. Lattice strain. Obtaining particle strains is important since some measurements such as force distributions cannot be attained 
directly and hence are inferred from strains [142]. Lattice strain tensors can be obtained experimentally and subsequently employed to 
compute the corresponding stress tensor assuming an elastic stress–strain relationship. Computed average lattice stresses within 
particles will eventually be related to interparticle contact forces and force chains using 3D finite-element analysis [143]. X-ray and 
synchrotron imaging methods have been applied in a large number of tasks involving particle kinematics. It has also been used for 
strain measurements. The first application of X-ray radiography for strain measurements was for 2D strain fields in the sand [144]. 3D 
measurements based on localization patterning in the sand followed [145–148]. These studies demonstrate the potential that X-ray 
tomography could exhibit as a quantitative tool. Other measurements with synchrotron, which provides a much finer spatial reso
lution, were performed later [149], after in-situ testing [150,151]. 

Despite the tremendous improvements over the years in the above techniques, they still fall short in their ability to measure 
interparticle forces and strain within particles. Neutron diffraction techniques, however, have been applied. Neutrons have a power of 
penetration much higher for most materials than that of X-ray’s. Thus, using Neutron diffraction techniques, it is possible to measure 
strain and stresses because it can go beyond the surface level because of high penetrating power making it a suitable tool for probing 
strains and stresses in the interior of bulk materials in a non-destructive way, as opposed to X-rays which are limited to the surface 
region due to the significant attenuation. The lattice strain in terms of d-spacing change can be defined as: 
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ε =
d − d0

d0
, (7) 

where d0 is the interplanar d-spacing under stress-free conditions between planes that randomly align with the measurement 
geometry, d is the interplanar d-spacing for a given external loading between planes that randomly align with the measurement ge
ometry, and ε is the lattice strain. Neutron diffraction measurements have been used [152,153], leading to small gauge volumes or 
elastic strain measurements of each particle being defined. 3D X-ray diffraction (3DXRD) microscopy, an extension of classical X-ray 
diffraction, has also emerged as a reliable non-destructive technique that can characterize the position and orientation as well as the 
volume-averaged lattice strain of hundreds of individual grains and sub-grains inside bulk materials. Hall et al. [142] carried out one- 
dimensional compression tests for Ottawa sand using 3DXRD measurements on quartz-glass odometers. Furthermore, several other 
studies such as Alshibli [154], within individual silica sand particles, Cil et al. [155], and Hall and Wright [156] have also conducted 
similar experiments. Full-grain kinematics characterization has also become possible using X-ray tomography plus particle tracking. 

X-ray micro tomography imaging along with 3D volumetric digital image correlation (V-DIC) techniques was applied to view 
details of grain-scale details of a deforming sand specimen, as well as the 3D displacement and strain fields evolution throughout the 
loading process [120,157]. Mehmet et al. [143] presented an integrated technique of applying both 3D X-ray diffraction (3DXRD) and 
SMT acting to examine the lattice strain evolution in natural Ottawa sand particles; see Fig. 22. They addressed the need for the 
measurement of particle kinematics while also investigating the elastic and plastic deformations simultaneously. They examined the 
evolution of particle fracture and deformation characteristics of the sand assembly using high-resolution 3D SMT images while the 
average particle-averaged lattice strain within each sand particle was measured using 3DXRD and then used to calculate the corre
sponding lattice stress tensor. Hence, the ability to track particles while calculating the volume-averaged strain tensors at different load 
stages in 3DXRD data analysis was made possible. More recently, in situ X-ray tomography and 3DXRD analysis have been studied by 
Pagan and co-workers for investigating the mechanical behavior of non-cemented and lightly cemented quartz particles under quasi- 
static confined uniaxial compaction [158] and in situ fracture evolution during compaction [159,160]. 

2.1.2.6. Force chains. Quantification of interparticle forces has been a very important subject over the years. Mapping out of these 
forces in GM requires a high level of complexity based on the particle shape, anisotropy, and loading condition. When loads are applied 
on such a granular assembly, the in-contact particles form a complex network to resist the applied load. These particles, based on their 
initial configuration, tend to first self-organize by translating and rotating and eventually form a heterogeneous structure or force chain 
[161–163]. In other words, such structures are capable of linking up with neighboring particles and eventually readjusting to handle 
the loading requirement of the bulk system. These regions are primarily characterized as having high contact stress while other regions 
possess lower contact stresses to act as a cushion for the force chain particles [164]. Two examples of force chains are shown in Fig. 23. 

One of the routes through which a force chain can be characterized is using the coordinate number Z, which describes how many 
contacts a particle has with its neighboring ones. This number can provide insight into the stability of GM and also pertain to the 
microstructure and its network. As such, various studies have tried to formulate this important parameter using experimental 

Fig. 22. Combined 3DXRD and SMT [143].  
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[168–170] and numerical tests [171–174]. For example, this number is found to be 2 for 2D circular disks and also 6 for very dense 
hexagonal packing. In 3D models, a power-law equation is also derived based on the porosity/void-space ϕ of the pack and that is ϕ =

Z/
(
z +2 ×

̅̅̅
3

√ )
. Due to such a strong relationship between the particles in GM, it is believed that force chains go beyond the individual 

particles, and they can act like a wave. Furthermore, force chain has been shown to be more important than the contact network which 
only demonstrates how particles are connected. In fact, the contact network only shows the structure using which the forces may be 
transmitted and are often distributed consistently as they are mostly controlled by the porosity and particle size distribution. The force 
chains, on the other hand, manifest both the structure and also the magnitude of forces transmitted using particle–particle contact. 

Fig. 23. (left) an integrative image showing actual particle on the left side, force chains in the middle, and rotation of particles in the right, (right) 
force chains in GM when an intruder – the black circle - is pulled out from the system [165–167]. 

Fig. 24. (a) A workflow for conducting force chains experiment, (b) force chains in a random time-step, the yellow area in (b) is further 
demonstrated in (c-f) where (d) is the same region after completing a cleaning process, (e) the actual particles, (d) a UV image for showing the 
rotations, and (g) the global distribution of orientations [166,208]. 
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Besides, force chains are more responsive than the GM’s structure [2]. As such, the GM’s system can experience a significant change in 
force chains while the particles remain in the same position. Thus, force chains can be counted as the main cause in studying the 
stability, flowability, elasticity, and mechanical behaviors of GM. The study of force chains can, in fact, provide a clear link between 
the mechanism of the formation of shear bands, internal failure of granular bodies and the buckling of force chains. The investigation of 
such contact forces has been carried out by experimental and numerical techniques. In this section, we will discuss the experimental 
techniques and the numerical methods will be examined in the next part. 

Photoelasticity is perhaps the most common method for quantifying the internal stresses within solid bodies [161–163]. This 
technique is based on light polarization and the medium’s refractive index. As shown in Fig. 23, this method produces visible and 
colorful patterns based on the force exerted on the particles which eventually allows one to quantify the stress in GM using the stress- 
optic law [175]. One of the advantages of this technique is that it can be used to make both qualitative and quantitative measurements 
of the existing forces. It is capable of generating high-quality images of stress within the GM which can be used to quantitatively 
determine the vector contact forces for each of many circular particles in the granular system [163]. It was first applied to GM by 
Wakabayashi [176] who used epoxy tracer particles. Since then, this method has been used on other systems [177–181]. Some of such 
applications are the characterization of erratic stress variability in shear GM [182–184], the response of a granular material to local 
perturbations [185], shear jamming [186–189], impact in GM [179,190,191], the effect of particle morphology on stress distribution 
and contacts [192,193], sound propagation [194–196], dilatancy softening [197], the sensitivity of granular force chain orientation to 
disorder-induced metastable relaxation [198], and the effect of fluid flow [199], as well as other related fields such as the effect of 
stress caused by plant roots [200–202] and faulting in earthquakes [203–206]. 

Fundamentally, photoelasticity is defined based on the change of optical properties when a material experiences deformation, in 
particular the dielectric media. This method can provide an easy way of observing internal stress in GM. In other words, certain 
transparent materials show birefringence behavior in which the passing light through the material experiences two reflective indices. 
Using this specific characteristic, photoelastic materials manifest double refraction when they are under stress and the magnitude of 
reflection can be related to the amount of stress at that point. This unique feature is not available in all materials. However, one can 
replicate the photoelastic properties by using various linear polarizers and quarter-wave plates around the target materials. The easiest 
way is, probably, cutting sheets/particles from materials that already exhibit photoelastic properties, such as Plexglas or polyurethane. 
Alternatively, one can also use 3D printing for more complex shapes. Some examples of this solution are Durus White [207] and 
VeroClear. After preparing the GM and depending on the magnitude of the photoelastic response as well as the level of accuracy, the 
imaging method must be selected, which is discussed extensively elsewhere [166]. 

Once the imaging technique is selected, recorded images can be analyzed to produce quantitative results (e.g., orientation, position, 
and force), which all depends on the quality of images, the sensitivity of photoelastic particles, and also some boundary conditions, 
such as the magnitude of the external load. One of the popular workflows is shown in Fig. 24. As can be seen, the initial step starts with 
taking images from the GM when it goes under stress. At a larger scale, the force chains can be seen. For instance, a small region of the 
force chains is selected and presented separately. Using this small and simple example, the particles should be segmented so that they 
can be tracked easily. Furthermore, a channel, usually a UV ink bar, is often placed on each particle to make the tracking easier using 
which the orientation of particles can be followed. 

The final step is calculating the forces on each particle. This can be accomplished using two methods, namely, a light intensity- 
based method [209], which is very quick, and also solving an inverse problem to get vector contact forces. The former method as
sumes that the intensity of particles increases with the exerted force linearly. This concept is shown in Fig. 25 where the initial linear 
section is often used for setting a threshold force above the image intensity reaches a plateau. Using this threshold the forces can be 
calculated by the gradient of the intensities [163,167,179,182,183,185,188,189,191,197,210–212]. The second method, namely 
considering the problem as an inverse problem, aims to consider a known stress field using the contact forces and calculate the 
corresponding intensity field, which can be achieved using an optimization method. 

Fig. 25. (left) Demonstration of relating mean image intensity to force in photoelastic particles for a single disk. Comparison between experimental 
(middle) and an inverse problem method (right) for calculating the contact force [166]. 
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Despite the capabilities of photoelasticity for clear visualization of force chains, they involve the use of idealized shapes such as 
spheres and ellipses although more complex shapes with lower accuracy can be produced using 3D printing. Therefore, in order to 
carry out particle kinematics studies for more complex GM, X-ray tomography is a valuable tool. Extracting of interparticle forces was 
achieved by using experimental data from XCT and 3DXRD in tandem with an equilibrium averaged force constraint model to compute 
the force chain [213,214]; see Fig. 26. Refractive index matching tomography has also been applied for measuring 3D force infor
mation for deformable hydrogel particles that are compressed and decompressed uniaxially. As described in the earlier section, a 
combination of high-resolution diffraction techniques plus particle tracking can help in obtaining interparticle stress/strains. Averaged 
grain strains can be estimated and used to infer forces transmitted between contacting grains [142]. Hurley et al. [215] combined 3D X- 
ray diffraction, X-ray tomography, and a numerical force inference technique to quantify interparticle forces and their heterogeneity in 
an assembly of quartz grains undergoing a one-dimensional compression cycle. Most of these studies, however, have been performed 
on 2D disks or 3D spherical particles. Hence, there is still a need for studies that investigate force chains of the real 3D shape of GM. 
Imseeh and Alshibli [164] presented a technique for direct quantification of 3D force chains in a physical GM using a careful com
bination of neutron tomographic imaging and diffraction-based strain measurement. Hu et al. [216] investigated the mesoscale 
behavior of Mason sand through X-ray tomography of a sample in compression. The mesoscale deformations were determined by 
incremental digital volume correlation (DVC) [217] which enables measurement of the 3D internal deformation from the volumetric 
images acquired from 3D imaging. The force chains were then analyzed using the approach given by Peters et al. [218]. 

2.1.2.7. Rose diagrams. Since GM appear in 2D and 3D, it is important to demonstrate the distribution of some of other their properties 
as they might vary on the surface of particles in different directions. One of the solutions is using the rose diagrams which are well- 
suited for showing the distribution of directional data on a circle/sphere. This plot contains all directions from 0 to 360◦where its 
length represents the magnitude of the target variable in that specific direction. This diagram is very applicable in problems related to 
GM as it can briefly show force directions and connect them to the structures. This plot provides an efficient way of analyzing large 
contact networks [219–221]. 

One of the common analyses in GM is studying the contact normal vectors and their distributions. This parameter can be related to 
the void space, stiffness, and strength if analyzed in different directions. In 3D samples, one can provide this quantity with three el
ements representing X, Y, and Z directions. But, for the sake of simplicity, one can consider only the 2D direction by projecting the 
contacts on a 2D plane, which makes it more suitable for the rose diagrams. An example of such analyses is shown in Fig. 27 for 
different strains εa. In this test, a granular sample is under an axisymmetric triaxial compression with confining pressure. As can be 
seen, the rose diagram initially shows a preferential orientation in the horizontal direction, which is due to the natural orientation of 
particles as they are deposited in the domain. As the strain increases, the contact normal distribution deforms into a vertical orientation 
after εa = 6.9%. Thus, the rose diagram can be used to briefly analyze the contact normal forces in different directions under variable 
boundary conditions and provide some insights on how such conditions can change the directional properties (e.g., contact force) 
[222]. The images in Fig. 27(a) indicate how the initial anisotropic force distributions are evolving with strain. Furthermore, an 
example of the 3D rose diagram is also provided in Fig. 27(b). These plots are more informative since they represent the variabilities in 
all three directions. 

Fig. 26. (a) Optical micrograph of Mason and segmented image. (b) Force chains formed using DVC [216].  
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2.1.2.8. Particle-to-Particle contact. Another subject that is important is the detection of particle contact and orientation. An accurate 
3D description of the particle contact configuration for GM is fundamental for the development of micromechanical constitutive 
models. Particle-to-particle contact and evolution of contact are hence non-trivial components in fabric evolution and force trans
mission in GM [52]. Several techniques have been applied for characterizing particle–particle contacts from XCT and SMT images 
including Hasan and Alshibli [56], Hall et al. [120] Andò et al.[122]. These works identified contacts and spatial locations but did not 
define the location as well as the orientation of contact with neighboring particles which is required to investigate how particles 
interact with neighboring particles; see also the orientation of contact based on CT images [137,225]. Druckery [52] developed a code 
to analyze 3D images of GM and calculate particle contact location and orientation based on SMT imaging as well as to measure 
particle lengths, volume, surface area, and global centroid location. They assessed the fabric evolution of F-35 sand undergoing 
axisymmetric triaxial compression during in-situ SMT imaging using fabric tensor techniques. The techniques list above, however, 
require high-resolution images. Such images are, in fact, needed to provide more accurate particle boundaries as opposed to low- 
resolution images which produce blurry particle contacts. 

Fig. 27. (a) evaluation of global contact normal distribution for a GM sample under different strains [223], (b) anisotropy evolution for different 
variables in a granular system under a shear tress [224]. 
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Fig. 27. (continued). 

Fig. 28. Force chains obtained from photoelasticity. (a) Image of force chains obtained using darkfield photoelastic measurements. The bright areas 
indicate the regions where contact forces modulate the photoelastic response of the disks. (b) A computer-generated fit to the data is shown in (a). 
(c) Image of 3D interparticle forces obtained on frictionless hydrogel particles [226]. 

P. Tahmasebi                                                                                                                                                                                                           



Progress in Materials Science 138 (2023) 101157

26

2.1.2.9. 4D imaging. As already discussed, X-ray’s penetrative ability into samples makes it an attractive method for scanning 3D 
samples. Most scanning procedures have been used for static scenarios where 3D packing structures are imaged to provide precise 
microscopic structural information about the packings. Granular packings under external activity, however, pose a different level of 
intricacy such that they manifest a dynamic behavior and require special imaging techniques to carefully observe the structural 
evolvement under various excitations. Conventional X-ray tomography imaging techniques lack this capability due to the long data- 
acquisition time. However, newer techniques such as fast synchrotron X-ray micro-tomography have allowed for such measurements 
to be possible due to faster data acquisition times hence leading to the prospect of 4D imaging; see Fig. 28. Recent works using 4D 
digital image analysis have provided quantitative characterization of deformation and structural evolution (e.g., grain contacts, strain 
fields, and grain kinematics) in granular assemblies. 

Fig. 29. Time-lapsed CT images at orthogonal orientations [229].  
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Wang et al. [227] utilized the dynamic synchrotron X-ray micro-tomography to image the evolution of a 3D packing of glass beads 
under vertical tapping. They tracked each particle’s trajectory and mapped out the flow field of the whole packing under tapping. 4D 
imaging has especially been applied for agricultural purposes. Time-resolved, microfocus XCT imaging in 3D was applied by [228] to 
visualize, quantify and assess root/fertilizer interactions of wheat plants in agricultural soil during the entire plant life cycle. In-situ 
root/soil/fertilizer interactions were observed over 14 weeks to investigate the interaction of wheat roots with discrete granules of two 
contrasting fertilizers. Visualization of complex two-phase fluid flow in Ottawa sand column using 4D imaging was demonstrated by 
Kim et al. [229] at Argonne National Laboratory. Advancing fluid fronts through tortuous flow paths and their interactions with sand 
grains were captured, and formations of air bubbles and capillary bridges were visualized. Synchrotron 4D imaging allowed for the 
capturing of the dynamic evolution of both solid and fluid phases. Computed Tomography (CT) scans were collected every 12 (s) with a 
pixel size of 3.25 µm. Grain shape and fluid flow evolution are shown in Fig. 29 from 30 s to 102 s with scans collected at every 12(s). As 
fluid flow evolved, majority of the pore space was filled with fluid with formation of air bubbles also visible at the bottom of the volume 
from slices B-B and C–C. 

2.2. Computational methods 

Acquiring measurements within a particulate system could be a challenging task using conventional experimental techniques (i.e., 
XCT and SMT). The use of computational methods to quantify particle kinematics alternatively can be a faster approach particularly 
now with the advent of high computational power for systems with a large number of particles. Experimental techniques also still have 
difficulties in their temporal resolution and hence find it challenging. On the other hand, computational methods are used widely, and 
they can describe complex behaviors in GM with any needed resolution. Such methods, based on the way they represent the GM, are 
often categorized into two groups: the continuum and discrete states. Representing the GM in discrete form allows one to explore the 
complexity of GM more closely and accurately while such results can also be verified using analytical solutions. At the same time, 
continuum approaches (e.g., finite element/difference methods) are also used extensively for modeling systems with large deformation 
and for more practical applications. Another set of continuum methods, such as Smooth Particle Hydrodynamics (SPH), Particle-in-Cell 
(PIC), … (see the methods in this section), represent meshless techniques and they have been shown promising in dealing with 
different problems. However, these methods might not be very practical for those materials/cases where fracturing, fragmentation, 
and intense mass transfer occur. Therefore, the particle-based methods are reviewed to tackle such problems, which can be used for 
various scales, starting from atomic- to particle-scale. Aside from the above topics, other methods such lattice-Boltzmann method 
(LBM), which is used widely to simulate complex particulate and fluid flows in GM applications, will also be reviewed. All such 
methods aim to model the rheology of GM and determine how such systems move in both small- and large-scale domains. 

Before going over the aforementioned methods, let us discuss the importance of rheology. The rheology of GM is, indeed, governed 
by momentum between the particles and also energy dissipation (friction and inelastic collision) when particles are in contact with 
each other. This event can be described using a dimensionless measure called the inertial number I: 

I = τ̇d
̅̅̅̅̅̅̅̅̅̅̅̅

ρp
/

σc

√

, (8) 

where τ̇ is the shear rate, d is the mean diameter of particles with a density of ρp, and σc is the confining pressure. This equation can 

be interpreted as the ratio between the inertial time 
(
ρp/σc

)1/2
/d and the shear time 1/τ̇, respectively. A simple shear flow can be 

produced when the GM is sheared by applying a constant velocity while a constant σc is applied, which results in increasing the μ as ϕ 
reduces. Alternatively, one can keep ϕ constant while σc and τ̇ are variable such that σc increases when the shear is applied. The 
rheology of granular flows can be described using μ, ϕ, coordinate number Z, and contact anisotropy ac, which all are controlled by I. 
Using this measure, the GM can be fully characterized. For instance, the granular flow is called collisional when I is very large. The 
granular flow is also called quasi-static when I is small (e.g., I < 10− 3). If I is something between the above limits, then, the flow regime 
is called granular liquid and it represents a dense flow. 

In general, two classes of methods are developed for dealing with particle collision, namely deterministic and stochastic techniques. 
In the former approach, the collision between two particles occurs when their trajectories meet. These methods are mesh-free and very 
accurate for particles but can be computationally expensive. On the other hand, stochastic methods are very fast but not as accurate as 
deterministic techniques. These methods calculate the collision probability of a particle with a radius of ri with other ones in a mesh 
cell using: 

pij =
π

(
ri + rj

)2⃒
⃒vij

⃒
⃒Δt

Vcell
= β

Δt
Vcell

, (9)  

β = π
(
ri + rj

)2⃒
⃒vij

⃒
⃒, (10) 

where vij is the relative velocity between two particles i and j, Δt is the timestep, Vcell is the volume of the cell, and β is the collision 
kernel. If pij follows a Poisson distribution, then: 

P(N) = e− μμN

N!
, (11) 

where μ equal to pij. Therefore, a collision occurs only if a uniform number RN ∈ [0, 1) satisfies the following condition: 
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RN > e− μ. (12) 

These methods have, however, several shortcomings. First, β is defined as in molecular kinetic theory while it should reflect 
materials properties and the existing fluid in the system. Second, the utilized Poisson equation is not physically realistic and thus adds 
more ambiguity to the collision’s calculations. Third, Δt, which is considered as the time a particle moves between two collision lo
cations does not have any limit and it makes this parameter to be very sensitive. Given the above issues, these methods have not 
received much attention for the understanding of GM and are not discussed largely in this review paper. However, it should be noted 
that it has been implemented for large-scale simulations in various commercial codes. 

2.2.1. Particle-Finite element method 
Small-scale computational modeling always provides invaluable insight into the main phenomena involved in complex systems. 

Many large-scale modeling formulations are developed based on such observations. Thus, using such methods is crucial. However, 
simulating large-scale systems using the complexity considered in fine-scale techniques is not feasible currently. It is, therefore, 
necessary to develop methods that can mimic the fine-scale features as much as possible. This problem even becomes more compli
cated when one aims to develop multiphysics modeling. One of the most practical and primary methods for achieving this goal is 
probably the finite element method (FEM) which is used on a mesh. 

FEM is quite an effective way of modeling deformation, which itself can be divided into several groups depending on the particular 
application. One such classification is based on the considered framework, which includes Eulerian and Lagrangian approaches. In the 
Eulerian approach, the field is defined as a function of location x and time t; e.g., flow velocity u(x, t). On the other hand, particles are 
tracked in the Lagrangian approaches with time while they are labeled by, for instance, a time-independent vector property x0 (usually 
the center of the particle at time t0). Thus, flow can be characterized by X(x0, t). These two approaches can be linked using: 

u(X(x0, t), t ) =
∂X
∂t

(x0, t), (13) 

where x and x0 are called Eulerian and Lagrangian coordinates. 
Translating the above definition for a Eulerian approach in the FEM framework represents a system where the FE mesh is fixed 

while the material is moving in the grid. Therefore, since the material and grid are detached, convection is considered in the relevant 
equations. Eulerian methods are often used for systems with large deformations but tracking the interface in such a method is difficult 
and one can add more advanced methods such as level-set [230] or volume-of-fluid methods [231]. In contrast, the FE mesh moves 

Fig. 30. A simple and 1D representation of Eulerian, Lagrangian, and ALE for particle [239].  
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with the material in the Lagrangian approach in which the interfaces are tracked, and no convection is considered as well. This 
approach, however, can introduce substantial distortion for large deformations. 

A middle-ground approach is the Arbitrary Lagrangian-Eulerian (ALE) method in which the computational framework is neither 
attached to the material as in the Lagrangian method nor fixed in the domain as in Eulerian techniques. This approach can resolve 
many of the issues in the above two formulations such that the computational grid can move arbitrarily in the domain to adjust the 
shape of elements whereas the interfaces’ mesh can also move with the material which allows tracking the interfaces and boundaries. 
This feature is schematically shown in Fig. 30. As can be seen, the computational mesh in the Lagrangian method follows the particle 
during the motion. On the other hand, the mesh is fixed in the Eulerian algorithm. However, the ALE method can move the mesh with 
particles, or adjust it in an arbitrary way to enhance the capability of the simulation. This flexibility, compared to the purely 
Lagrangian and Eulerian methods, allows the ALE method to address the previous issues. This approach still can produce unrealistic 
results for large deformations [232]. 

In the context of GM, the idea behind Lagrangian mesh-based methods is more relevant when such systems undergo displacements. 
As such, various attempts have been made to address the issues mentioned above regarding mesh deterioration: conducting a 
remeshing [233–237], or not using a mesh by applying mesh-less techniques. The latter approach has been used widely in GM as one 
can represent the system and its physical properties as a collection of particles. These particles can be displaced based on their assigned 
physical properties (e.g., weight) and also their interactions with the surrounding particles [238]. We will come back to these methods 
shortly. 

One of the effective methods in dealing with the issues in the Lagrangian methods is considering the Particle Finite Element Method 
(PFEM) wherein the capabilities of mesh-based methods are integrated with the particle-based techniques [232,240,241]. More 
specifically, a fast-remeshing approach can be used within a Lagrangian FEM method. This method considers a set of particles that 
overlap with the mesh nodes, and they are displaced in a Lagrangian fashion given their velocity and physical properties (e.g., viscosity 
and density). Therefore, the updated velocity, or in general the differential governing equations, is calculated using FEM because they 
are located on the nodes. Since the nodes are moving, thus, the mesh should be regenerated, in particular when the mesh experiences a 
significant displacement, which can be achieved using a Delaunay triangulation [242]. 

PFEM has been used on a variety of problems, including free-surface dynamics (e.g., dam break) [240,243–249], fluid–structure 
interaction [241,245,246,250–252], multiphase fluid flow [253–255], thermal coupling [253,256–258], hydraulic [249], landslides 
[259–261], and manufacturing [262–264]. In this review paper, however, we have put an emphasis on granular flow. GM have been 
considered using PFEM for their solid- and fluid-like behaviors where the quasi-static and dynamic behaviors of GM are reproduced 
[265]. This model is also extended for large deformations and plasticity [266], which eventually is extended to large-scale problems, 
such as tumbling mills [267]. The accuracy of this method has also been verified by comparing it to several experimental tests for 
collapsing [268] and large deformations [269]. The fluid-like behaviors of GM are also considered in this method [260,270]. An 
example of the PFEM method for the collapse of a cylindrical column of GM is shown in Fig. 31. This method is, however, not able to 
capture the fine-scale behaviors as one expects to observe at the grain level in GM. On the other hand, this method can be considered a 
solution for large-scale problems when significant deformation is anticipated. 

2.2.2. Smoothed-Particle Hydrodynamics 
SPH is a powerful particle-based method that is appropriate for complex multiphysics flow and deformation problems. It is a 

meshless Lagrangian technique that is well suited for scenarios such as interaction with dynamic moving bodies and discrete particles 
where flow or material history is important. SPH is a useful method for micromechanical simulations as it can naturally account for 

Fig. 31. The performance of PFEM for the collapse of a column of GM [270].  
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extremely large deformations. The method was initially applied to simulate non-axisymmetric phenomena in astrophysics [271–273]. 
It was then later applied to incompressible flows by Monaghan [274]. The rationale behind SPH is using kernel interpolants through 
which fluid dynamics problems can be simulated by representing them as particles. As such, it does not require tracking the interfaces 
since it is a particle-based, or a Lagrangian, method [275,276]. 

As a particle method, it involves fluid mass being advected with each particle and that is why this method is well-suited for studying 

Fig. 32. (a) Force chains prediction using SPH where each disk consists of 61 SPH particles [280], (b) Comparison between SPH and experiment in a 
failure of a column of GM [286]. 
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GM [277–281]. The SPH is generally capable of being expanded to incorporate several physical phenomena such as multiphase flow, 
solute transport problems, precipitation, thermal problems, and electrical/magnetic field problems which makes it an approach for 
flow simulations in general. Although the approach is relatively easier to implement than other tools, SPH traditionally has posed 
problems with parallelization compared to its mesh-based alternatives. However, this challenge has been addressed over the years 
[282]. SPH is also prone to consistency and stability issues and is usually more expensive than other techniques such as the FEM. 
However, it is argued that this expense can be justified by the versatility with which such a variety of multi-physics phenomena can be 
included [282]. 

The SPH equations are simply an approximation of the solutions for the general equations of fluid dynamics. SPH replaces the fluid 
with a set of points. These points, which represent a certain volume, are called particles and move in the system in a Lagrangian 
manner. Using a kernel function, these points can be employed to discretize partial differential equations without any underlying 
mesh. In SPH, the interpolation formula for a quantity A(r) is an approximation to an integral interpolant of the form [275]: 

A(r) =
∑

b
mb

Ab

ρb
W(r − rb, h)drb, (14) 

where mb is the mass and rb is the position, b denotes a particle label. W(r − rb, h) is a C2 spline interpolation or smoothening kernel 
with radius 2 h which provides an approximation of a Gaussian function. Ab is the value of any quantity A at rb. 

The continuity equation written in SPH form is given as: 

dρa

dt
=

∑

b
mb(va − vb) ⋅ ∇Wab, (15) 

where ρa is the density of particle a which has a velocity of va and particle of mass mb has a velocity of vb. Wab is the interpolation 
kernel with smoothing length h. Likewise, the momentum equation is written in SPH form as: 

dva

dt
= −

∑

b
mb

(
Pb

ρ2
b

+
Pa

ρ2
a

)

∇Wab, (16) 

where Pa and Pb are the contribution of the pressure on particle a from particle b. More details of the SPH theory and its expansion 

Linear spring model Hertz-Mindlin model Hertz-Mindlin + JKR model 

Hysteretic model Thornton model Linear spring model 

Kelvin model Hertz model Hertz-damper model 

Loading

Unloading

Loading

Unloading

Fig. 33. Various contact models in DEM [289,290].  
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for other physical phenomena can be found elsewhere [273]. 
SPH has been used for studying GM when they undergo large deformations. In this model, the Drucker-Prager model plastic flow is 

added to the SPH formulation to characterize the elastic–plastic behaviors [283,284]. However, the authors reported considerable 
tensile instability such that unrealistic particle clustering occurred. This issue was later addressed by introducing a diffusion term that 
depends on stress and strain [285–287]. Some of the results produced using this method are shown in Fig. 32. As can be seen, SPH can 
produce the force chain with some degree of accuracy, but it is quite successful in reproducing the experimental data for large 
deformations. 

2.2.3. Discrete element method 
The discrete element method (DEM) is a numerical model for simulating the dynamics of discrete and interacting particles. DEM 

was pioneered by Cundall and Strack, who simulated the mechanical behavior of assemblies of discs and spheres [288]. The nature of 
the DEM is to consider contact forces between particles, and the motion of particles is simulated consequently. The method allows 
particles to deform or overlap which results in contact forces, such as elastic or frictional forces, and the translational/rotational 
motion and trajectory of individual particles are updated by Newton’s equations of motion. The basic steps in the DEM are to first 
calculate the forces and torques acting on particles and then calculate the velocities and trajectories of particles. When it comes to the 
calculation of forces/torques, there are various approaches [289,290]. The linear spring–dashpot model was proposed by Cundall and 
Strack, which is a simple linear and most popular model; see Fig. 33. The spring in the model plays the role of calculating the elastic 
deformation while the dashpot is used for the viscous dissipations. In addition to the linear force calculation, there are more complex 
models, such as the non-linear elastic Hertz theory [291]. Hertz’s theory depends on elastic deformation to solve the problem of stress 
being infinite when contact occurs in form of a point or on a line. Mindlin and Deresiewicz proposed another different force-contact 
model in which loading history and instantaneous rate of change of the normal/tangential force/displacement contributes to the 
development of force/displacement [292]. More descriptions of the force-contact theory can be found elsewhere [293–295]. It is 
reasonable that the non-linear force-contact models are computationally time-consuming, which makes them much less popular than 
the force calculation used by Cundall and Strack. With the development of DEM, its applications have been growing in various fields 
involved with GM. Particularly, the discrete nature of DEM makes it attractive for studying the mechanics of GM. 

The Newton-Euler equation for describing the motion of a particle with any arbitrary shape and mass of mp are: 

mpa = F, (17)  

Iα + ω × L = M, (18) 

where I is the inertia tensor, a and α are, respectively, the translational and angular acceleration, F and M are the external forces 
and moments exerted on the particle, and ω is the angular velocity (vector). It should be noted that several forms of force and moments 
can be found in a granular system and they all should be included in the above equations (e.g., gravity, moments, external forces, 
damping, contact forces). Damping is used to present the energy dissipation in GM, which is known as global damping. Another form of 
damping, namely local damping, can be used to describe the energy dissipation due to particle interactions, which is achieved by using 
a dash-pot force model. 

The DEM computations are conducted on a Lagrangian domain through which all the available forces and torques on each single 
particle p, as demonstrated in Fig. 34, can be computed via: 

mpẍp =
∑

Fp = Fp,n + Fp,t + Fp,f + Fp,p + Fp,v + Fp,etc, (19) 

and 

Fig. 34. Collision between two spherical particles i and j [296].  

P. Tahmasebi                                                                                                                                                                                                           



Progress in Materials Science 138 (2023) 101157

33

Ip
dωp

dt
= rp,c × Fp,c + Tp,r, (20) 

where Fp,n is the normal force, Fp,t is the tangential force and Fp,f can be the force from a fluid. Fp,p and Fp,v, respectively, represent 
the pressure and viscous force on the particles. Any extra forces (e.g., gravity and magnetic forces Fp,etc) can also be included in this 
equation. A list of the possible forces is provided in Table 1. 

As mentioned, particles are allowed to have a small overlap δp = {δn, δt} based on which the normal and tangential forces, ve
locities, and momentums are produced at the contact point c: Fij,c =

{
Fij,n, Fij,t

}
and Δuij,n, and Mij,c =

{
Mij,n, Mij,t

}
. Thus, the contact 

force can be written as: 

Fij,n = knδij,n − λnmeff uij,n,

Fij,t = ktδij,t − λtmeff uij,t, (22) 

where meff =
(
mimj

)
/
(
mi +mj

)
, k is the spring coefficient, λ is the damping coefficient, and δ represents the elastic displacement. 

Thus, the perpendicular overlap between two particles can be expressed by: 

δn =
[(

ri + rj
)

− rij
]
nij,t, (23) 

where 

rij = ri + rj, (24)  

rij =
⃒
⃒rij

⃒
⃒. (25) 

Similarly, the tangential displacement can be written as: 

δt = uij,tmin
(

|δn|

uij.ηij
, Δt

)

, (26) 

where ηij represents the unit normal vector from particle i to particle j and is defined by: 

ηij =
rij

rij
. (27) 

Finally, the tangential contact force can be expressed by: 

Fp,t = min

{⃒
⃒
⃒
⃒
⃒
kt

∫ t

tc,0

Δup,tdt + cp,tΔup,t

⃒
⃒
⃒
⃒
⃒
, μp,cFp,n

}

, (28) 

where the first term represents the spring and the tangential motion. The second part represents energy dissipation. 
One of the primary methods of dealing with small and surface non-sphericity is considering rolling friction [297]. This, in turn, adds 

an extra torque to the previous equations, which can be quantified by: 

Tp,r = Rp,μkp,nΔxp
ωp,rel⃒

⃒ωp,rel
⃒
⃒
rp, (29) 

where ωp,rel, as the relative angular velocity, is defined by: 

ωp,rel =
rp,ciωp,i + rp,cjωp,j

rp,ci + rp,cj
. (30) 

The relative velocity of the colliding particle can be computed by: 

Table 1 
Various forms of forces and torques available exist in the DEM 
modeling.  

Fp,n − kp,nΔδp + cp,nΔup,n 

Fp,t min
{⃒

⃒
⃒kp,t

∫ t
tc,0

Δup,tdt + cp,tΔup,t

⃒
⃒
⃒, μp,cFp,n

}

Fp,p 
− Vp∇P =

(
1

2ρf ∇u2
f

)

Vp + ρf gVp 

Fp,v − ∇.
(
τf

)
Vp 

Fp,etc mpg 
Tp,r Rp,μkp,nΔxp

ωp,rel⃒
⃒ωp,rel

⃒
⃒
rp   
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uij = ui − uj +
(
riωi + rjωj

)
× nij, (31)  

uij,n =
(
uij.nij

)
nij (32)  

uij,t = uij − uij,n (33) 

The Moment Mi,n and Mj,n corresponding to normal contact forces are defined as: 

Mi,n =
(
cij − ri

)
× Fi,n, (34)  

Mj,t =
(
cij − rj

)
× Fj,t, (35) 

where the contact point between i and j is signified by cij. 
The above equations can be used when the medium does not contain any other physical elements that vary the forces. In the latter 

sections, the coupling of such equations with fluid and other physical properties will be discussed. 
The second-order velocity Verlet method [298] is commonly used to calculate the above properties in the next timestep, which is 

known as time integration. First, one can calculate the translational and angular velocity at time t + Δt/2: 

vt+Δt/2 = vt + αtΔt
/

2, (36)  

ωt+Δt/2 = ωt + αtΔt
/

2. (37) 

Then, the position and orientation can be updated using: 

xt+Δt = xt + vt+Δt/2Δt, (38)  

[03B8]
t+Δt

= [03B8]
t
+ ωt+Δt/2Δt. (39) 

Similarly, the velocities can also be computed using: 

vt+Δt = vt+Δt/2 + αt+Δt/2Δt
/

2, (40)  

ωt+Δt = ωt+Δt/2 + αt+Δt/2Δt
/

2. (41) 

Given the above procedure, one cycle of DEM can be described as follows:  

1. Based on the current state of particles (velocities and positions), identify the particles that are in contact with each other,  
2. Compute the forces and moments for all particles based on the contact information and existing forces,  
3. Compute the motion of all particles,  
4. Update the velocities and locations of all particles using the described time-integration approach. 

One of the useful features of DEM is its flexibility in taking the morphology of complex particles into account. One can either use a 
single-particle method using which well-defined and yet non-spherical shapes can be used in DEM. Some of these objects/particles are 
shown and discussed in Section 2.2.6 (Morphology). One other approach, which is also explained in the previously mentioned section, 
is using a composition of simple particles, such as spheres, for representing complex geometries. 

One of the important elements in DEM is deciding on the appropriate contact model, and several of them are available. These 
models are often comprised of dash-pots, springs, and sliders using which the motion of particles and their interactions can be 
simulated; see Fig. 33. Here, the normal and tangential forces can be simulated using the springs while the dash-pots are in charge of 
local damping. Furthermore, the sliders represent shear failure.  

• Most simply, one can use a linear elastic model wherein two elastic springs, two dash-pots, and one slider are used, and the 
contact force can be written as: 

F = Fn + Ft = Fnnn + Ftnt. (42) 

If the magnitude of displacement in both directions (Δδn, Δδt) for timestep Δt, then: 

Fn = F0
n + knΔδn − λn

̅̅̅̅̅̅̅̅
mkn

√
δ̇n, (43)  

Ft = min
(

F0
t + ktΔδt − λt

̅̅̅̅̅̅̅
mkt

√
δ̇t, μcFt

)
, (44) 
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where F0
n is the normal force at the beginning, δ̇n is the relative normal velocity, μc is the friction coefficient, and m =

mimj/
(
mi +mj

)
.  

• Rolling resistance model 

This model is similar to the linear elastic model while it represents the rolling resistance moment to the contact moment [299,300]: 

M = min
(
M0 + krΔθb, μrRFn

)
, (45) 

where M0 is the initial contact moment, Δθb is the relative bending-rotation increment, μr is the rolling resistance coefficient, R =

RiRj/
(
Ri +Rj

)
is the contact effective radius and kr is the rolling resistance stiffness and can be written as: 

kr = ktR
2 (46)    

• Hertz-Mindlin model 

This model is a combination of Hertz and Mindlin’s models for contact normal and tangential forces, respectively. It also considers 
the stiffness variation as a result of the change of contact overlapping distance between two particles. This model considers a similar 
composition to the elastic model. Furthermore, this model considers the normal contact force as a cumulative overlapping distance. 
Thus, 

Fn = knΔδn − λn

̅̅̅̅̅̅̅̅
mkn

√
δ̇n, (47)  

Ft = min
(

F0
t + ktΔδt − λt

̅̅̅̅̅̅̅
mkt

√
δ̇t, μcFt

)
, (48) 

where, 

kn =
4
3
E

̅̅̅̅̅̅̅̅

Rδn

√

, (49)  

kt = 8G
̅̅̅̅̅̅̅̅

Rδn

√

. (50) 

Here, 

1
E

=

(
1 − ν2

i

)

Ei
+

(
1 − ν2

j

)

Ej
(51)  

1
G

=
2(2 − νi)(1 + νi)

Ei
+

2(2 − νi)(1 + νi)

Ej
, (52) 

where G and E are shear modulus and effective Young’s modulus of the in-contact particles, and νi and Ei are the Poisson’s ratio and 
Young’s modulus of the ith particle. 

Fig. 35. Linear parallel bond model.  
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• Linear parallel bond model 

This model is used to describe the contact behaviors of two bonded particles and is shown graphically in Fig. 35. In its linear state, 
the bond is considered to be a cylinder with a small radius and thickness where the pints on the bond are connected using two linear 
elastic springs to demonstrate the normal Fb

n and shear forces Fb
t . Thus, the total bonding force and moment (normal Mb

n and tangential 
Mb

t ) can be calculated using the integral of all such stresses in the bonding location (b) with an area of A: 

ΔFb
n = kb

nAΔδn, (53)  

ΔFb
t = kb

t AΔδt, (54)  

ΔMb
n = kb

t JΔθn, (55)  

ΔMb
t = kb

nIΔθs, (56) 

where I and J are the moment of inertia and polar moment of inertia of the bond, respectively. This model can be used for modeling 
breakage in particles. For example, the bond can be broken if shear or normal stresses exceed the shear/normal strength. Here, both the 
normal force and swinging moment control the normal stress. Similarly, both the shear force and twisting moment control the shear 
stress. Thus, one may write bond breakage as: 

σb
max =

Fb
n

A
+

Mb
t Rb

I
< σb

Y,n, (57)  

τb
max =

Fb
t

A
+

Mb
nRb

J
< σb

Y,t, (58) 

where σb
Y,n and σb

Y,t are the normal and shear strengths, respectively. 
Generally, GM are composed of macroscopic discrete particles with sizes ranging from micrometer in pharmaceutical, e.g., 

medicine powder, to decimeter size in geological environments, e.g., rocks in debris flows. The dynamic behavior of GM can often be 
observed in nature, such as landslides, collapse, debris flows, and displacement of deformation of porous media, in modern industries, 
referred chemical, pharmaceutics, mining, food processing, and cosmetics, as well as the materials used for building small and large 
batteries [301–306]. Mishra and Rajamani applied the DEM for the simulation of ball mills. They carefully determined the material 
properties, such as the stiffness, damping as well as friction coefficient of particles, based on experimental operations. With a particular 
model for the coefficient of friction, they found the simulation results for the system of a 55 cm ball mill consisting of 42 walls and filled 
with 148 balls agreed well with the experiments [307]. Tsuji et al. carried out DEM on pneumatic conveying with cohesionless, 
spherical particles conveyed in a horizontal pipe. They calculated the motion of individual particles by a modified Cundall model and 
applied the Hertzian contact theory for the interactions between particles. Moreover, they considered the fluid force acting on particles 
with the Ergun Equation. The simulation results showed that the flow patterns and the wave-like motion of the flow boundary were in 
good agreement with relevant reported research [308]. Later, Tsuji et al. simulated the motion of individual particles in a two- 
dimensional gas-fluidized bed by the DEM. The particle motion in the gas-fluidized bed was mainly determined by fluid drag force. 
In turn, the flow behavior of the inviscid gas was also greatly affected by the motion of particles. With the consideration of all forces, 
that is contact force between particles and fluid drag force between particles and fluid, the formation of bubbles and slugs as well as the 
particle mixing process were clearly shown by the simulation results [309]. Iwashita and Oda modified the classic DEM by considering 
the effect of rolling resistance and then simulated the microstructure developed in shear bands. It was found that the relative rotation 
between two particles was contributed by rolling movement with a common contact, which can make the conservation law of angular 
momentum available for more general cases. With the rolling resistance, the DEM simulation successfully generated the large voids 
inside a shear band and the high gradient of particle rotation along shear band boundaries [310]. Thornton demonstrated the quasi- 
static shear deformation of granular media by the numerical simulation of polydisperse systems consisting of elastic spheres. The 
results showed that the mechanical properties in the triaxial compression, such as deviator stress, void ratio, degree of structural 
anisotropy, percentage of sliding contacts, and critical mechanical coordination number, were all constant and independent of the 
initial packing density when the particle system deformed at constant volume. With the increase in interparticle friction, it was found 
that both the percentage of sliding contacts and critical mechanical coordination number decreased while there was an increase in the 
critical void ratio [311]. Lu and McDowell used the DEM to simulate the motion of particles of railway ballast by using both spheres 
and clumps of spheres. They generated the clumps of spheres, which were much more similar to real ballast particles than spheres, 
based on sphericity, angularity and surface roughness. With the comparisons between spheres and clumps, it was found that the 
particle rotations and displacements were smaller in the system of three-dimensional clumps due to the interlocking. When it comes to 
spheres, the deformation concentrates on the corners and sides of the sleeper. While the deformation is concentrated directly under the 
sleeper in the system of clumps. Overall, the load-deformation response of the clumps resembles the response of real ballast particles 
much more [89]. Scholtès and Donzé proposed an enhanced 3D DEM to model progressive failure in fractured rock masses. Pre- 
existing fractures or discontinuities are explicitly included into the discrete representation of the intact medium. The typical mech
anisms involved in the progressive failure, such as deformation along pre-existing discontinuities, stress concentration at discontinuity 
tips, and the development and propagation of new fractures, are successfully modelled. Moreover, the method can accurately 
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determine the critical failure surface without assumptions relevant to its location because the zones where material strength is 
insufficient for loading are the main area for the stress induced fractures. With the potential of a better understanding of slope failure 
mechanisms, the method can provide useful information for the design and maintenance of both natural and engineered slopes [312]. 
Lim and Andrade improved the classical DEM focusing on regular disks or spheres to the granular element method (GEM) with the 
ability to accurately represent complex grain geometries by using Non-Uniform Rational B-Splines (NURBS). The shape capture de
pends on the seamless transition from binary images of real grain shapes to NURBS representation. The contact detection and force 
calculation are also adjusted based on the characters of NURBS. With higher computational time than conventional DEM, the GEM 
results showed that the accuracy of particle kinematics and contact topology has been improved [313]. Kawamoto et al. proposed the 
level set discrete element method (LS-DEM), which has the ability to capture the arbitrary morphology of 3D particles by using level set 
functions as a geometric basis. Compared with the GEM which also has the ability to describe the irregular particle shape, LS-DEM is 
more efficient in contact calculations. With the LS-DEM simulations on two virtual triaxial specimens generated from XRCT images of 
experiments, they proved that the LS-DEM can accurately capture and predict stress–strain and volume–strain behavior observed in the 
relevant triaxial compression experiments [314]. Suchorzewski et al. operated the uniaxial compression tests on concrete cubic 
specimens both experimentally and numerically. In the DEM simulation, aggregate particles, cement matrix, interfacial transitional 
zones, and macrovoids formed a random heterogeneous four-phase material which is the virtual representation of real concrete cubic 
specimens. The DEM model accurately simulated the occurrence, formation, and propagation of cracks, and provided the satisfactory 
stress–strain responses observed in the corresponding experiments [315]. Zhao et al. used DEM to understand the varying discharge 
rates of lognormal particle size distributions (PSDs) in a 3D conical hopper with the same arithmetic mean of the particle diameter but 
different PSD widths. The simulation results provided some worthy information: (a) the lack of adequate understanding of the effect of 
PSD width caused the mis-predicts discharge rate trends; (b) bulk density has a small influence on the discharge rate. (c) increase in the 
PSD width results in an increase in collision forces, radial particle velocity, radial, and vertical particle angular velocities. (d) the 
increase in the particle velocity and collision forces decreases the hopper discharge rate because of the impediment to particle flow out 
of the hopper orifice [316]. 

Despite the popularity of DEM, compared to all other described methods, it has many shortcomings. For example, DEM’s 
formulation considers the interactions among the particles to be binary and additive. Besides, it is assumed that such effective in
teractions can be summarized by a contact force instead of considering a distribution for the forces, which can affect evaluating the 
torque. Each pair of particles are also in contact with each other at only-and-only one contact point (the convexity assumption for 
particles). Furthermore, other physical effects, such as breaking in particles, are often not considered when GM are studied in general. 
Aside from the above issues, DEM also considers the particles to be respected as rigid body than soft. 

2.2.4. Material point method 
As mentioned earlier, FEM is one of the most popular methods for solving engineering problems. This method, however, shows a 

deficiency in dealing with large strains when it is used in the Lagrangian framework. The main drawback is mesh distortion which can 
significantly affect the accuracy of calculations. Thus, remeshing techniques were introduced to rebuild the mesh when the afore
mentioned issue arises. This transition is, however, not always straightforward and efficient and can introduce an error. On the other 
hand, FEM methods in Eulerian format are also not suitable when one deals with free materials. Some of the solutions were discussed in 
the section of PFEM. 

Another group of methods is described as meshless techniques in which a group of points/particles are used to manifest large 
strains. Here, thus, the problem of mesh distortion in FEM does not occur. These methods are generally categorized into four classes: 
moving weighted least square [317–320], kernel methods [271,321–326], partition of unity [327–329], and material point method. 

Fig. 36. Overview of the steps taken in the MPM method [346].  
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Among these methods, Material Point Method (MPM) offers an alternative to the Lagrangian-based techniques [330–333], which 
originally was proposed and known as particle-in-cell (PIC). Since then, this method has been used on various problems where 
additional components are also added [333–345]. This method, briefly, can be interpreted as a FEM devised in an ALE framework. In 
other words, the state variables are followed at the material points, which are separately specified for a Eulerian mesh, and unlike the 
FEM method, the MPM technique does not need to conduct a periodical remeshing and reprojecting of the state variables. The 
application of this mesh is for solving the motion of materials. Thus, since the computational mesh is designated separately, the 
common issues in Lagrangian FEM can be prevented. Therefore, equilibrium calculations are conducted in a background mesh, which 
is based on the information provided in the points inside the material. This allows the material points to move separately from the mesh 
and makes them suitable for problems with large deformations. Furthermore, dealing with history-dependent models is easier in MPM, 
and in general particle-based methods. 

Generally, the conservation of mass and momentum can be expressed by: 

∂ρ
∂t

+ ∇.(ρv) = 0, (59)  

ρ Dv
Dt

= ∇.σ + f, (60) 

respectively. Here, t is the time and ρ(x, t) is the density. Besides, σ(x, t) is the Cauchy stress tensor (pressure and shear) and f(x, t) is 
the body force. v(x, t) is also the velocity. Due to the Lagrangian nature of MPM, the conservation of mass can be simplified. Similarly, 
the discretization of the left side of the conservation of momentum’s equation can also be streamlined. At the same time, the Eulerian 
side of MPM can help stress evaluation and discretization of ∇.σ as one does in FEM. 

Since MPM uses two overlaid systems, namely particles and grid nodes/mesh, we use mn
i to denote the mass of node i at time n, 

while mp represent the mass of particle p. The background mesh is equally spread out and their corresponding properties are stored at 
the centers. As mentioned, various versions of MPM have been presented, but here we only discuss one of them, which contains the 
following steps [346], which are also shown graphically in Fig. 36. 

1) Data transfer from particle to the grid: This step includes transferring the mass of particles to the grid, which can be 
accomplished using mn

i =
∑

pmpwn
ip, where wip is the interpolated weight. Similarly, velocity should be transferred using a normalized 

form to preserve momentum conservation vn
i =

∑
pvpmpwn

ip/mn
i . This particular implementation uses dyadic products of 1D cubic B- 

splines for the grid basis function [347]: Nh
i
(
xp

)
= N

( 1
h

(
xp − ih

) )
N

(
1
h

(
yp − jh

) )
N

( 1
h

(
zp − kh

) )
; i = (i, j, k), xp =

(
xp, yp, zp

)
, where i 

and xp are the grid index and the position, respectively. N(x) is also defined as: 

N(x) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

1
2
|x|

3
− x2 +

2
3
, 0 ≤ |x| < 1

−
1
6
|x|

3
+ x2 − 2|x| +

4
3

, 1 ≤ |x| < 2

0, otherwise

. (61) 

Thus, the weight can be calculated using wip = Nh
i

(
xp

)
. 

2) Calculate the densities and volumes of particles: This step is considered only once and in the first timestep. This information 
is needed for force calculation. The density of a cell is estimated via m0

i /h3, where h is the grid spacing. This quantity can be related to 
the particle as ρ0

p =
∑

im0
i w0

ip/h3. Thus, the particle volume can be estimated by V0
p = mp/ρ0

p . 
3) Grid force calculations: As mentioned above, the Cauchy stress σp must be calculated for computing the grid forces. This 

property depends on the constitutive model Ψ
(
FEp , FPp

)
and also the deformation gradient Fn

p , which can be set to I for the initial 
timestep. As indicated, Ψ can be defined using the elasto-plastic energy density function. One can get the first Piola-Kirchhoff stress 
using: 

σPK1
p =

∂Ψ
∂Fp

. (62) 

The above equation signifies that: 

σp =
1

det
(

Fn
Ep

)
∂Ψ
∂Fp

(
Fn

Ep

)T
=

1
JEp

∂Ψ
∂Fp

(
Fn

Ep

)T
. (63) 

Finally, the force can be computed using: 

f i = −
∑

p
Vn

p σp∇wn
ip. (64) 

4) Updating the velocity on the grid: The velocity on the grid can be updated using: 

v*
i = vn

i +
Δt
mn

i
f n

i . (65) 
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Fig. 37. Representative examples showing the performance of the MPM method in dealing with complex and large deformation problems for a 
variety of applications, such as (a) the cutting process of high-strength steel [356], (b) steel plate penetration [356], (c) dam break [356], (d) cold 
spraying accompanied with an impact [356], (e) large-scale deformations in geo-GM (upper image show the FEM results while the lower one 
represents the MPM results) [357], (f) concrete crushing wherein the colors represent plastic volumetric strain [358], (g) soil failing [358], (h) 
fracture modeling [359], and (i) simulating of a Newtonian viscosity material (toothpaste) [360]. 
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5) Grid-based body collisions: The velocity can be updated in both one- and two-way schemes in MPM on the grid nodes based on 
the locations xi. The collision between particles can be detected as one does in DEM. Relative velocity vrel = v − vco can be calculated 
using the collision velocity. Besides, vrel can determine if particles are moving away from each other (vn = vrel.n ≥ 0) or getting closer. 
The latter scenario requires calculating the relative tangential velocity vt = vrel − nvn. It should be noted that v′rel = 0 if ‖vt‖ ≤ − μf vn, 
where μf is the coefficient of friction. Otherwise, the new velocity should be calculated accordingly using v′rel = vt +μf vn

vt
‖vt ‖

. Finally, v′ =

v′rel + vco. 
6) Time integration: If explicit time integration is used, then one can use vn+1

i = v*
i . Otherwise, an implicit backward Euler scheme 

can be used and build a mass symmetric linear system, which eventually can be used in Conjugate Residual or MINRES to solve it. It 
should be noted that the implicit time integration can help with the stability of the solver for large timesteps, while the explicit time 
integration is very faster and easy to implement. 

7) Update deformation gradient: The deformation gradient consists of both elastic and plastic (F̂
n+1
Pp

= Fn
Pp

) portions, which 

should be calculated for the next timestep Fn+1
p = F̂

n+1
Ep

F̂
n+1
Pp

. The elastic deformation at the next time step can be calculated using: 

F̂
n+1
Ep

=
(

I + Δt∇vn+1
p

)
Fn

Ep
, (66)  

∇vn+1
p =

∑

i
v̂n+1

i

(
∇wn

ip

)T
.

8) Update particle states: This step involves updating the velocity and location as below: 

vn+1
p = (1 − α)

∑

i
vn+1

i wn
ip + α

(

vn
i +

∑

i

(
vn+1

i + vn
i

)
wn

ip

)

, (67)  

xn+1
p = xn

p + Δt
∑

i
vn+1

i wn
ip, (68) 

where one can use α = 0.95. 
MPM has been used on a variety of problems, ranging from fluid dynamics to solid mechanics wherein some assumptions of GM are 

used. For the former problem, MPM/PIC has been used extensively to simulate a broad range of problems such as biological tissues 
[348], particle flows in a sedimentation column [349], fluid-membrane interactions [350], coupling atomic-scale modeling with 
continuum-scale simulations [351]. A more comprehensive review of the application of MPM for this group of problems can be found 
elsewhere [352]. In a more interesting work, this method has been used for making more realistic animations developed by Walt 
Disney [346,353]. This method is also used for problems in solid GM for a variety of purposes, such as collision, penetration, and also 
fracture modeling. In particular, its application of geo-GM has rapidly increased and extended to landslides and soil-GM [354,355]. 
Some of the results produced using the method on a diverse group of problems are shown in Fig. 37. 

Aside from all the above advantages, MPM requires more storage compared to other methods since both particles and mesh are 
used. Furthermore, MPM entails more computations compared with FEM owing to the fact that the grid is reset after each MPM 
iteration. Due to using a mesh in this method, thus, its size and orientation can influence the results. 

2.2.5. Morphology 
Although the basic equations for describing GM are developed for ideal shapes such as spherical particles, actual GM are often 

found in complex shapes. Such particles can be found widely in various fields of research in science and engineering; e.g. pharma
ceutics, agriculture, energy, mining, environment, and geological engineering. Some of such examples are shown in Fig. 38. 

)i()h(

Fig. 37. (continued). 
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Characterizing GM systems with irregular particles can tremendously help with an accurate description, and design, and reduce the 
risk as they directly control the mechanical behaviors. One of the longstanding problems in modeling such particles is including the 
morphology while the contact between them is accurately identified, which has been studied extensively within the framework of the 
DEM method [361–364]. 

Most of the aforementioned techniques are developed for dealing with spherical particles, except the FEM which can be applied to 
GM with any shape at a small scale and a very small number of particles. However, as indicated before, the goal of this paper is not to 
review the capability of such general methods, but to be more focused on those techniques exclusively developed for GM. In that sense, 
the overall behavior of GM can be divided into two groups, the properties of the materials (e.g., particle size distribution, morphology, 
…) and state characteristics which refer to the properties that change with the boundary conditions (e.g., porosity, …). Although 
significant progress has been made in the modeling of GM, our current modeling techniques are still immature when it comes to 
dealing with actual GM with complex morphologies. Most of the existing methods consider the shape of particles as disks (in 2D) or 
spheres (in 3D) as it tremendously reduces the computations and very straightforward procedure of contact detection and force 
calculation. Making such assumptions can, however, result in a considerable over/underestimation of the micro and macro responses. 
For example, it is impossible to produce torque when the particles are considered in form of a disk/sphere. As such, researchers have 

Fig. 38. Some examples indicating the widespread occurrence of non-spherical particles.  
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tried to better represent the shape of particles in GM while they keep the computations feasible. Some of such more complex, yet 
idealized, shapes were discussed previously (e.g., ellipsoids, spheres, pentagons, polyhedrons, …) and some additional models are also 
provided in Fig. 39. 

Including the morphology of particles within the current GM modeling requires representing the shape of the objects as accurately 
as possible to minimize the discrepancy between the actual computational model and reality. Furthermore, contact identification 
between complex particles is another daunting problem that remained the main reason for having a large computational burden in the 
relevant mechanical methods [366]. In fact, unlike the spherical particles where the overlap between them is well-defined, finding the 
true distance for irregular particles requires extra assumptions and calculations. This problem becomes more complex when the system 
is considered in a multiphysics environment (e.g., fluid) where the external forces and interactions exerted by other physical agents 
should be considered realistically. For example, the presence of fluid requires integrating the mechanical equations such that they 
manifest the drag force, which can be complicated when the particles are irregular. The effect of the shape of particles on the behavior 
of GM is demonstrated in Fig. 40 using computational modeling and similar results are obtained based on experimental tests conducted 
using photoelastic particles [367]. 

A more practical way of showing the shape of particles in GM is using overlapped/clumped particles [369–371] in which several 
disks/spheres are fit to show the morphology of particles. Using such objects for capturing complex morphologies allows a simple 
extension of the current methods developed for spherical particles. This goal can be achieved using three approaches, which are shown 
in Fig. 41. 

Among the above-mentioned methods, domain overlapping filling is the common technique as it requires a much smaller number of 
spheres and, thus, lower computations. Increasing the number of disks/spheres can help to capture the morphology better, but it can 
result in a higher computation. Therefore, it is very important to keep the number of fitted disks/spheres low while the results are not 
affected substantially. This issue is one of the current challenges [369,370,373,374]. Most of the current methods of building complex 

Fig. 39. Demonstration of various possible objects/particles that can be used within the DEM formulations [365].  
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Fig. 40. A combined effect of shape and friction on the behaviors of GM. Each pack contains 900 particles where (a), (c), (e) are frictionless, and (b), 
(d), (f) include friction. The color represents the magnitude of the stress [368]. 

Fig. 41. Demonstration of three methods for representing complex particles using a set of circles in 2D and spheres in 3D. (left) overlapping filling, 
(middle) boundary filling, and (right) non-overlapping filling [372]. 
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particles start with sequentially adding spheres to a pack of overlapping particles with the hope of representing the shape. This 
approach itself can be divided into two groups, namely non-overlapping spheres and overlapping spheres, where the latter is more 
popular. One such algorithm is shown in Fig. 42 schematically. Some of the utilized criteria in this algorithm are volume and inertia. 

Fig. 42. Schematic representation of the steps for capturing the morphology of an angular particle using the multisphere/clumped approach [375].  

Fig. 43. Comparison between the number of spheres used in clumped modeling for two complex particles [377]. As can be seen, the shape can be 
presented better when the number of spheres increases. 

Fig. 44. Comparison between experimental results and those obtained using DEM with a different number of spheres in the produced clumps, for (a) 
anchor pull-out test using four clump models (1/spherical, 2, 4, 8) (b) shear stress–strain test under different normal forces for 2-clumps (2, 4, 
8) [378]. 
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There is a tradeoff between the number of spheres and capturing the complexity such that selecting the correct number of them and 
also their locations are still under investigation [376], which eventually can result in raising a critical question: which morphological 
features of complex particles are more important and must be preserved? Without considering a simplification, one may have to deal 
with thousands of spheres to reproduce an angular particle. Among the morphological properties, sphericity and roundness are the 
most crucial ones. Despite all such progress, showing the actual shape of particles is still a daunting challenge; see Fig. 43. 

After deciding on the number of spheres for showing the morphology of angular particles, the produced particles can undergo any 
relevant modeling, in particular the DEM. Although promising results were obtained using this approach for simple angular particles, 
the application of this method for complex systems and particles with sharp edges is still challenging. A comparison between the 
experimental results and those obtained from DEM under different normal forces and clump specifications is provided in Fig. 44. As can 
be seen, a significant difference still appears between such results, though clumped particles have made a considerable improvement 
over the spherical particles. 

2.2.6. Movable cellular automaton 
Movable cellular automation (MCA) was first introduced for studying the mechanical properties of GM in the mesoscale [379]. The 

philosophy behind this method is that complex materials systems cannot be described on one single scale (e.g., micro or macro). MCA 
proposes a new way of looking at such models by using many-body-forces, which is similar to DEM. Here, the deformation is not 
controlled strictly by the relationship between strain and stress, but it considers the structure as a whole. This method has been applied 
to a variety of problems related to crack modeling, fragmentation, … [380–383]. 

One of the distinct features of MCA, compared to DEM, is addressing the issue of pair-wise potential interaction in DEM, which can 
result in unrealistic responses. For example, there is a strong dependency between the macroscopic behaviors and packing properties 
(e.g., porosity, shape, randomness, …). Furthermore, adjusting the free parameters, such as elastic properties (e.g., Young modulus, 
Poisson ratio, …), can be time-demanding. Aside from these limitations, simulating materials with irreversible strains in ductile GM is 
also controversial since plasticity is defined in the crystal lattice scale. It also should be noted that some of these limitations are 
partially addressed, but the pair-wise approximation for characterizing the interaction is still an open question. This problem can, 
however, be addressed using many-body interaction forces [384,385], but they are limited to elastic-brittle materials. Another 
alternative is combining the capabilities of DEM with some concepts of cellular automata. 

The MCA considers the medium as a set of finite-size objects and automata while they interact with each other and can move based 
on the calculations conducted using Newton’s equations. The interactions can cover a wide range of cases, such as chemically bonded 
(linked, cohesion/adhesion) and fractured (unlinked) systems. The connected automata can have normal and tangential interactions. 
Thus, the relationship between discrete automate can be described by these two spatial properties expressed as Δrn

ij and Δrt
ij. Conse

quently, the force and momentum are also computed using these properties when are integrated in time. Therefore, the linked elements 
can be discontinued to simulate damage and crack. Mathematically speaking, the translation of the pair automata ij with: 

Fig. 45. Fracture propagation in a metal-ceramic sample. α is the bending angle [386].  
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εij =
hij

rij
0

=
(qij + qji) −

(
di + dj

)/
2

(
di + dj

)/
2

, (69) 

where hij = rij −
(

di +dj
)/

2 is the overlap size between i and j with the radii of di and dj, respectively, and qij is the distance from the 

contact point of automaton j to the center of i. Thus, 

(
Δεi(j) + Δεj(i) )

(
di + dj

)

2
= Vij

n Δt, (70) 

where Δt is the timestep and Vij
n is the relative velocity. 

The equation of motion of translation is given by: 

d2hij

dt2 =

(
1
mi +

1
mj

)

pij +
∑

k∕=j

C(ij, ik)ψ
(
αij,ik

) 1
mip

ik +
∑

l∕=i

C(ij, jl)ψ
(
αij,jl

) 1
mjp

jl, (71) 

where pij is the central force between automata i and j, C(ij, ik) is a coefficient between pairs ij and ik, ψ
(
αij,jl

)
is the angle between 

directions ij and jl. The above equation can be revised to include the effect of rotation: 

Fig. 46. (a) Demonstration of the multiscale nature of GM across different scales and their relevant methods. (b) Comparison between some of the 
described methods in terms of their uncertainties and computational times. 
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d2θij

dt2 =

(
qij

Ji +
qji

Jj

)

τij +
∑

k∕=j

S(ij, ik)
qik

Ji τik +
∑

l∕=j

S(ij, jl)
qjl

Jj τ
jl, (72) 

where θij is the angle of rotation, S(ij, jl) is also similar to the definition of C(ij, ik) but for rotation, τij is the pair tangential 
interaction, and Ji is the moment of inertia of automaton i. These equations closely follow those for the many-particle method. 

As mentioned, MCA is used extensively for studying irreversible deformations. The deformation of automaton i in the presence of 
automaton j can be expressed by εij. One of the deformation results, which has caused fracturing, is shown in Fig. 45. 

2.2.7. Hybrid modeling 
There are several reasons why multiscale modeling is necessary. First, most of the phenomena around us have a multiscale nature 

and one cannot understand them without considering such systems at both small- and large-scale. Second, no single numerical 
technique can handle the mentioned complexity across all scales. This problem even becomes more complicated when one deals with a 
dynamic system. Thus, several methods across different scales have been developed to address this crucial aspect. Models with higher 
resolutions are advantageous since they do not need to borrow constitutive equations since they themselves are the source of un
certainty. This concept is shown in Fig. 46. 

Multiscale methods are not limited to problems with various physics, but they can be generalized to single-physics problems as 
well. For instance, modeling of large deformations can be accomplished using fast computational modeling wherein some locations 
might be simulated using fine-scale techniques. On the other hand, one of the preliminary methods for studying GM coupled with fluid 
is using the DNS. This method tracks the particles in a Lagrangian manner and the interactions between particles are addressed using 
hard- or soft-sphere contact models. These numerical simulations are good for building and discovering constitutive models. As such, 
they come with considerable computational time and are recommended for systems with a couple of thousands of particles. A faster 
method, Eulerian-Lagrangian, where a locally averaged version of fluid equations is used in a Eulerian framework, can provide a more 
feasible solution. These methods, however, still need some input data on the interaction forces and effective stress. Alternatively, 
Eulerian-Eulerian methods can be used in which both the solid and fluid parts undergo a locally averaging scheme and are often known 
as two-fluid-model (TFM). In this set of methods, the same parameters as in the Eulerian-Lagrangian methods are required to be used as 
input. Therefore, as can be seen, each individual method has an issue that limits its generalization capacity. On the other hand, these 
methods, in a lot of cases, can aid each other and fill the gaps. In this section, thus, such methods are briefly reviewed. 

Without considering the effect of other important physics, FEM and DEM are two of the popular methods for mechanical modeling. 
FEM, on one hand, is based on constitutive models and cannot manifest the discrete properties of GM, which requires various insights 
from experimental results to calibrate the modeling. On the other hand, the DEM can consider the GM in their discrete form and can 
elegantly represent such characteristics, but they may not be suitable for large-scale modeling. Besides, current DEM methods are also 
designed to deal with well-defined and unrealistic shapes and the user-dependent parameters are, therefore, changed until a desirable 
outcome is produced. One solution is to use the power of DEM as a mesoscale technique with what FEM can offer for continuum-scale 
modeling [387–393]. One of the primary multiscale FEM-DEM methods was developed based on the Taylor hypothesis where the 
motion of particles is limited. Although it can provide results with smaller computations, it may produce unrealistic stiffness and thus 
physically unrealistic reactions among the particles. Later, an upscaling method based on the information provided by plasticity 
models was developed which can be used in continuum models. To be more specific, the Drucker-Prager model and an averaged 
version of the Mohr-Coulomb model guided by the Matsuoka-Nakai model are extracted from the granular-scale DEM modeling and 
upscaled to the continuum-scale methods. In another study, FEM was used to mesh the macroscopic domain on which DEM was 
implemented with the memory of loading history and received information from FEM for its boundary condition [394]. Then, DEM is 
solved to extract the constitutive models in each point which are feedback to FEM. In this method, DEM can capture the nonlinear 
dissipative behaviors of GM. This idea was later extended to crushable GM where particle breakage was modeled using DEM by 
replacing larger particles with smaller ones [395]. There are several other studies on how macro- and mesoscale modeling can be 
linked [396] and also more efficient numerical FEM-DEM modeling [397–401]. 

Generally, a set of finite-element meshes are used to discretize the region and DEM is used to provide the material constitutive 
model necessary for mesh integral points wherein the stresses and tangent moduli are calculated. Such properties, namely the stress 
increment and stiffness matrix, are derived based on the constitutive hypothesis in FEM. This assumption is relaxed in multiscale FEM- 
DEM as DEM will provide such information from the grain-scale modeling. 

To conduct a hierarchical multiscale simulation, the domain should be discretized into appropriate FEM mesh. A weak form of the 
governing equation for a quasi-static condition can be written as: 

∫

Ω
σ : ∇T dV =

∫

∂Ωt

t.T dA, (73) 

where t is the boundary traction on the surface ∂Ωt and T is the test function (e.g., displacement). This equation can be rewritten in 
FEM format as follow: 

Ku = f , (74) 

where K is the stiffness matrix, and the displacement is shown by u. f is also the nodal force vector. Since this equation is integrated 
with DEM and K depends on the loading history and state parameters, this parameter is replaced with the tangent matrix Kt: 
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Kt =

∫

Ω
BT DBdV, (75) 

where B is the deformation matrix. One can use the Newton-Raphson method and update Kt and σ by minimizing the residual force 
R: 

R =

∫

Ω
BT σdV − f . (76) 

By implementing the DEM, the mesoscale stress can be obtained using Love’s formula for homogenized Cauchy stress from a set of 
particles: 

σ =
1
V

∑

Nc

f c ⊗ l c, (77) 

where the contact force, the branch vector connecting the centers of the two contacted particles, and the total volume of the system 
are presented by f c, l c, and V, respectively. Here, Nc represents the number of contacts within the volume. Consequently, the mean 
effective stress p and deviatoric stress q can be computed by: 

p =
1
2

tr(σ), (78)  

q =

̅̅̅̅̅̅̅̅̅̅̅
1
2

s : s
√

, (79) 

where the deviatoric stress tensor is shown by s = σ − pδ with δ defined as the Kronecker delta. In the multiscale approaches, the 
tangent operator is often derived from a homogenized bulk elastic module provided by DEM as [391]: 

D =
1
V

∑

Nc

(knnc ⊗ l c ⊗ nc ⊗ l c + kstc ⊗ l c ⊗ tc ⊗ l c), (80) 

where, 

kn :=
df c

n

duc
n
, (81)  

kt :=
df c

t

duc
t
, (82) 

with uc
n being the relative normal displacement of two particles. If, for example, the Hertz-Mindlin contact model is used, the 

stiffnesses can be calculated using: 

Fig. 47. The workflow for multiscale modeling (after [394]).  
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kn =
G

1 − ν

̅̅̅̅̅̅̅̅̅̅̅

2r*uc
n

√

, (83)  

kt =
2G

2 − ν

̅̅̅̅̅̅̅̅̅̅̅

2r*uc
n

√

, (84) 

where r* is the common radius of the contacted particles with the radii of r1 and r2, and follows r* = 2r1r2
r1+r2

. 
One procedure that can be followed for establishing a hierarchical multiscale FEM-DEM modeling may follow these steps (see 

Fig. 47 as well):  

1. Discretize the domain into finite sub-elements and select Gauss points on the inter-element boundaries or inside the elements. Each 
Gauss point must be connected to a DEM assembly.  

2. Initiate the external loop corresponding to the FEM on the entire simulation domain  
i. Calculate the tangent operator D  

ii. Find the displacement u 

Several experiments have been conducted and promising results are obtained; see Fig. 48. Most of the available studies compare the 
multiscale results with those provided by the DEM to demonstrate how the multiscale method is capable of reproducing the main 
deformation features while the results, to some extent, agree with fine-scale modeling. This framework is further developed to deal 
with heat transfer by combining the discrete and continuum approaches [402]. 

2.2.8. Multiphysics modeling 
In many problems of GM, it is not adequate to only consider the mechanical or flow behaviors, but considering them with other 

physics is necessary, which is called coupling. In this process, one can use momentum, mass, and energy in order to describe a 
multiphysics system. In GM, when accompanied by fluid, the system can be characterized using the position of particles, their velocity, 
size, concentration, and also temperature. This problem, clearly, becomes more complicated when additional physics is included. 

Fig. 48. (a) Illustration of the capability of multiscale modeling in reproducing similar results as of DEM’s [403], (b) comparison between mul
tiscale and DEM results [404], (c) the initial state of contact force distribution, (d) the final distribution of contact force after the loading on the GM 
shown in (d). (c) and (d) show how the fine-scale GM varies with loading. 
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The chemical reactions can affect the final responses significantly and likewise, the amount of fluid (saturated/unsaturated) is also 
important. This problem in multiphysics literature is called thermo-hydro-mechanical-chemical (THMC) coupling and has witnessed 
tremendous progress. For example, the physical interactions in granular battery systems can be very variable, depending on the scale 
and conditions. In such a system, heat is produced due to cell inefficiencies, and it can affect the performance of the battery, both its 
mechanical properties and functionality. Likewise, chemical interactions of fluid and solid can cause mechanical and thermal re
actions. Furthermore, all such changes can result in pressure build-up and significant deformation. Some GM also manifests swelling/ 
shrinkage when they are in contact with a fluid, or when they experience a thermal variation. A similar condition may also be taken 
place when liquid interactions can cause cementation. The above phenomena can also be found in geo-GM where the in-situ/injected 
fluid can produce large deformations. Two such examples can be found in carbon storage and geothermal applications [296]. A 
schematic diagram showing the multi-connections between different physics is presented in Fig. 49. 

The THMC problem has been investigated in large-scale geo-systems wherein understanding a simultaneous effect of different 
physics is important when one aims to quantify the deformation and distribution of risky elements/fluids or natural hazards systems. 
This topic is not, however, well studied in GM at a fine-scale due to the complexity of coupling. Nevertheless, a lot of work has been 
done on the effect of fluid, mechanical forces, and also temperature. We still need to conduct more research to better connect these 
physics in a more realistic and precise framework. 

2.2.8.1. Fluid coupling. Coupling solid and fluid was probably one of the first multiphysics simulations conducted in the field of GM. In 
this modeling, Computational Fluid Dynamics (CFD) is often incorporated with DEM and is known as CFD-DEM. DEM oversees 
tracking the particles/solids while fluid motion is described using CFD. DEM is based on Newton’s second law whereas CFD-DEM is 
based on Newton’s third law indicating that all forces between the particles and fluid(s) exist in equal size and opposite directions. The 
coupling of fluid and particles, in general, can be achieved using both Eulerian-Eulerian and Eulerian-Lagrangian approaches. The 
former one is sometimes called the two-fluid-model (TFM) and considers both the fluid and solid as continuous and fully inter
penetrating continua [405]. Thus, the solid is described by fluid-like properties, such as pressure, viscosity, and temperature. This type 
of modeling is constructed based on the kinetic theory of granular flow (KTGF) [406,407]. The Eulerian-Eulerian method is well-suited 
for modeling large systems. On the other hand, the Eulerian-Lagrangian method still considers the fluid as a continuum, but the solid is 
taken into account as particles (or parcels where a group of particles is considered together). In this approach, the particles are tracked 

Fig. 49. The connections between the THMC processes in GM. Here, T, H, M, and C represent thermal, hydromechanical (fluid), mechanical, and 
chemical elements, respectively. 
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based on the forces exerted on them by the other particles and fluid. Through this review paper, we have provided an overview of the 
above two popular approaches for coupling GM and fluid. Overall, computational modeling methods have been found to be very useful 
and they can help to reduce the cost and also test various configurations and boundary conditions using which more reliable designs 
and deeper understanding can be achieved. 

The Eulerian-Eulerian method comes with its simplicity in terms of using similar governing equations for each phase (GM and 
fluid). At the same time, it also imposes complex closure equations. The continuity and momentum equations for the fluid phase are: 

∂
(
αf ρf

)

∂t
+ ∇.

(
αf ρf u

)
= 0, (85)  

∂
(
αf ρf u

)

∂t
+ ∇.

(
αf ρf uu

)
= αf ∇pf − ∇.αf τf − fd + αf ρf g − F , (86) 

where fd and τf are the Eulerian force between particles and fluid and viscous stress tensor, respectively. F is the total interfacial 
force, which includes the drag force and the lift force. For the solid phase, here particles p, similar equations can be used: 

∂
( [

1 − αf
]
ρp

)

∂t
+ ∇.

( [
1 − αf

]
ρpv

)
= 0, (86)  

∂
( [

1 − αf
]
ρpv

)

∂t
+ ∇.

( [
1 − αf

]
ρpvv

)
= −

[
1 − αf

]
∇pf − ∇pp − ∇.

[
1 − αf

]
τp − fd −

[
1 − αf

]
ρpg + F , (87) 

where the velocity of the solid is shown by v and other particle properties are denoted by subscription p. pp represents the particle 
normal forces of particle–particle interactions. In the above equations, the stress tensors for fluid and particle phases can be defined by: 

τf = μf

[
∇u + (∇u)

T ]
+

2
3
μf (∇.u)I, (88)  

τp =
(

− pp + ζpv
)
I + μp

{
[
∇v + (∇v)

T ]
−

2
3
μf (∇.v)I

}

, (89) 

where μf is shear fluid viscosity, ζp is the bulk particle viscosity. The latter parameters account for the resistance of the solid phase to 
deform and can be expressed as: 

ζp =
4
3

[
1 − αf

]2ρpdpg0(1 + e)
̅̅̅̅̅̅̅̅̅
Θ/π

√
, (90) 

where g0 = 1
2(1+αf )

/αf
3 is defined as particle radial distribution, e is particle collision restitution coefficient and Θ = 〈Cp.Cp〉/3 is the 

granular temperature wherein Cp implies the particle fluctuation velocity. 
The particle–particle force is defined as follows, which accounts for velocity fluctuations (left term) and collisions (right term): 

pp = ρp
[
1 − αf

]
Θp + 2ρp

[
1 − αf

]2Θpg0(1 + e). (91) 

Thus, the particle shear viscosity can be expressed as: 

μp = μp,Collisional + μp,Kinetic, (92) 

each of which is defined as: 

μp,Collisional =
4
5
[
1 − αf

]2ρpdpg0(1 + e)
̅̅̅̅̅̅̅̅̅
Θ/π

√
, (93)  

μp,Kinetic =
5

̅̅̅
π

√

48
ρpdp

(1 + e)g0

(

1 +
4
5

η(1 + e)g0
[
1 − αf

]
)2 ̅̅̅̅

Θ
√

, (94)  

η =
1
2

(1 + e)

Since the role of particles is not considered directly, thus, one must consider the interactions between particles in terms of the 
pressure of particles pp, bulk particle viscosity ζp, and particle shear viscosity λp [408]. 

For calculating F in the above equations, the drag force, and lift force must be included. The drag force per unit volume for 
spherical particles is defined as: 

F d =
3CD

4dp

[
1 − αf

]
ρf |v − u|(v − u), (95) 

where CD is drag coefficient and can be defined using the following equation for closely distributed particles (i.e., αf < 0.2): 
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CD = α− 1.65
f max

{
24

N′Rep

(
1 + 0.15N′ 0.687

Rep

)
, 0.44

}

, (96) 

where N′Rep = αf NRep and NRep = ρf |u − v|dp/μf . For αf > 0.2, the Gidaspow model can be used, which is defined as [406]: 

F d =
150

(
1 − αf

)2μf

αf d2
p

+
7
4

(
1 − ρf

)
ρf |u − v|

dp
. (97) 

For the lift force, one can use the Saffman and Mei model [409]. 
In this method, however, prescribing a particle size distribution can increase the computational cost since several phases are 

required to model several particle sizes. At the same time, because the fluid-particle interactions are interpreted in a continuum 
domain, no specific information is available for every single particle if one aims to get such data. 

Unlike the above-described Eulerian-Eulerian framework, Eulerian-Lagrangian methods offer more flexibility and detailed infor
mation about the nature of interactions in granular systems. One such method is the CFD-DEM method wherein the motion of each 
particle is traced individually. Thus, more complex particle shapes with a diverse size distribution can be used. Furthermore, adhesive/ 
cohesive GM can be also simulated. The same flexibility also exists for heat transfer. Depending on the resolution/scale of modeling, 
CFD-DEM can be used with two schemes, namely resolved and unresolved methods. In other words, CFD-DEM can be a balance be
tween the required computations for direct numerical simulations (DNS) and also two-phase-fluid modeling. 

In the resolved CFD-DEM, the CFD mesh is considerably smaller than the particle size, which is suitable for modeling a small 
number of particles and can be thought of as a group of DNS methods. In contrast, the fluid mesh is much larger than the particle size in 
unresolved methods. Thus, a mesh cell can encompass several particles and the computational cost of CFD is reduced compared to the 
resolved methods. This type of modeling is well-suited for systems with a large number of particles. As mentioned earlier, however, one 
can clump a group of particles together and consider them as a single particle to accelerate the CFD-DEM simulation [410–412]. 

CFD-DEM as a Eulerian-Lagrangian method is an excellent option for studying GM in the presence of fluid such that high accuracy 
can be achieved if a small mesh is used. This approach allows acceptable descriptions of the fluid and GM. To make such methods more 
practical, the fictitious domain approach can reformulate this problem as a moving boundary problem where the fluid and solid/ 
particle domains are considered separately and the forces are exchanged between them [413]. The exchange of information can, 
however, result in inaccuracy and instability for numerical modeling. To prevent this issue, a continuous indicator function was 
introduced through which the CFD cells get a number. This number does not show the solid ratio but a smooth representation provided 
by a Heaviside function [414]. One such approach is the immersed boundary method. Later, the idea of fictitious domain method with 
Lagrangian multiplier improved the integration of body force with the Navier-Stokes equations [415–418]. This revised algorithm 
takes three steps. First, the entire domain is considered fluid and the movement of the solid is enforced and relaxed subsequently. More 
specifically, the Navier-Stokes equations are used on the entire domain and the produced information by DEM about the solid is added 
as a body force and the velocity field will eventually be updated given the conservation equation. Finally, the pressure will also be 
adjusted as well. 

The above descriptions and procedures are now depicted mathematically. As of the computational domain, which encompasses 
both GM (Ωp) and fluid (Ωf ), the governing equations can be written as: 

∇.u = 0inΩf , (98)  

ρ
(

∂u
∂t

+ (u.∇)u
)

= ∇.σ + ρg∇zinΩf , (99)  

u = uionΓp, (100)  

σ.n = tΓp onΓp, (101)  

u(t) = u0inΩf , (102)  

mp
dup

dt
= mpg + fp,f +

∑

Np

Fp,p +
∑

Nw

Fw,p, (103) 

where Γp is the interface of fluid and particle, tΓp is the traction vector excreted on the particle surface by the fluid, and a no-slip 
boundary condition is considered for the fluid-wall interface. 

To use the above equations, a temporary velocity field û is first calculated using the NS equations for the entire domain, which can 
be accomplished using a finite volume CFD method. Then, û is corrected in Ωp by enforcing the particle velocity produced by DEM, 
which results in a new velocity filed ũ. This can be achieved by adding the body force to the NS equations: 

f = ρ ∂
∂t

(ũ − û). (104) 

The new velocity should also satisfy the continuity equation, thus: 
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∇. u⏟⏞⏞⏟
(ũ− ∇ϕ)

= 0, (105) 

where ∇ϕ is the correction factor and can be calculated using: 

∇ϕ = ∇.ũ. (106) 

Using the corrected terms, the above equations can be revised as follows [416,419]: 

ρ ∂û
∂t

= ρ ∂u
∂t

+ ρ ∂(∇ϕ)

∂t
− f , (107)  

ρ ∂u
∂t

+ ∇.(ρû û) = −

(

∇p + ρ ∂(∇ϕ)

∂t

)

+ μΔû + f . (108) 

The above procedure allows updating the CFD equations, but the DEM must also be connected to update the motion of particles 
given the extra force excreted by the fluid. Calculating the trajectory of particles can be achieved using Verlet integration [298]. For 
doing such, one can start with the body’s boundary which fluid exerts a force on. Thus, Eq. (101) is integrated over Γp: 

∫

Γp

σ.ndΓp =

∫

Γp

tΓp dΓp. (109) 

By applying divergence to the above equation, we get: 
∫

Γp

∇.σdΩp =

∫

Γp

tΓp dΓp. (110) 

By assuming dealing with an incompressible fluid (i.e., σ = − pI + τ), the above equation can be rewritten as: 
∫

Γp

− ∇p + ∇.τdΩp =

∫

Γp

tΓp dΓp. (111) 

Besides, the shear stress in a Newtonian fluid is defined as: 

τ = 2μD(u) = μ
(
∇u + (∇u)

T )
. (112) 

Thus, 

Fig. 50. The diagram of CFD-DEM coupling.  
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∫

Ωp

− ∇p + ∇.μ
(
∇u + (∇u)

T )
dΩp =

∫

Γp

tΓp dΓp, (113) 

which can be expressed as: 
∫

Ωp

− ∇p + νρΔudΩp =

∫

Γp

tΓp dΓp. (114) 

The above equation contains a pressure and a viscous term, which come from the discrete fluid domain. Therefore, this requires 
discretizing the above equation. First, this equation should be extended to the entire domain Ω as what we have for the fluid: 

∫

Ωp

− ∇p + νρΔudΩp =

∫

Ω
( − ∇p + νρΔu)ξΩdΩ, (115) 

where ξΩ = 1 if the node is in the particle domain and ξΩ = 0 otherwise. Thus, the whole domain Ω can be decomposed (Th) into 
cells c using which the equation can be rewritten as: 

∫

Ω
( − ∇p + νρΔu)ξΩdΩ =

∑

c∈Th

∫

V(c)

( − ∇p + νρΔu)ξΩdV(c), (116) 

where V(c) is the volume of cell c. Finally, the force between fluid and particles for all cells within the solid domain Th can be 
expressed by: 

fp,f =
∑

c∈Th

( − ∇p + νρΔu)(c)V(c). (117) 

The above-described procedures are summarized in Fig. 50. 
The above-described method is well-suited for studying GM systems with a small number of particles. To deal with models with 

many particles, as mentioned earlier, one can use the TFM method. Here, we describe an alternative that considers the particles as 
discrete elements while an analogy of what is decided in TFM for fluid, namely locally averaged NS equations, is still considered for 
fluid. Thus, the new method is still based on CFD-DEM with a slight modification for the fluid part and the force exchange procedure. 
To do so, the fluid–solid interaction force can be defined by: 

fd = Kd(u − v), (118) 

where 

Kd =
1

ΔV
∑

F d,i. (119) 

The governing equations for particles, which are based on DEM, almost remain as described before with an extra element repre
senting the fluid-particle interactions fp,f . Thus, we will have: 

mp
dup

dt
= mpg + fp,f +

∑

Np

fp,p +
∑

Nw

fw,p, (120) 

where all the forces between fluid and particle fp,f is shown using: 

fp,f = F d + f∇p + f∇.τ + fvm + fB + fSaff + fMag. (121) 

In this equation, F d, as defined before, is the drag force, f∇p the pressure gradient force, f∇.τ is the viscous force, fvm is the virtual 
mass force, fB is the Basset force, fSaff is the Saffman force, and fMag is the Magnus force. Among all these forces, however, F d, f∇p, and 
f∇.τ are the most important ones. The other forces are either ignored or included in some specific cases. Thus, the above equation can be 
summarized as follows: 

fp,f = F d + f∇p + f∇.τ. (122) 

As discussed earlier, various force models have been developed [406]. But here another popular form of such forces is reviewed, 
which is known as Koch and Hill model [420–423]. This model is given by: 

F d =
Vpβ
γp

(u − v), (123) 

where Vp denotes particle volume and β is interphase momentum exchange term, defined by: 

β =
18μf α2

f

(
1 − αf

)

d2
f

(

F0
(
1 − αf

)
+

1
2
F3

(
1 − αf

)
Rep

)

(124) 

where 
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Rep =
αf ρf |u − v|dp

μf
. (125) 

Furthermore, functions F0 and F3 are given as: 

F0
(
γp

)
=

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

1 + 3
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(
1 − αf

)

2

√

+
135

2
(
1 − αf

)
ln

(
1 − αf

)
+ 16.14

(
1 − αf

)

1 + 0.681
(
1 − αf

)
− 8.48

(
1 − αf

)2
+ 8.16

(
1 − αf

)3 , if
(
1 − αf

)
< 0.4

10
(
1 − αf

)2

α3
f

, if
(
1 − αf

)
≥ 0.4

(126)  

F3
(
1 − αf

)
= 0.0673 + 0.212

(
1 − αf

)
+

0.0232
α5

f
. (127) 

The other two terms, namely f∇p and f∇.τ are respectively defined as: 

f∇p = − Vp∇p, (128)  

f∇.τ = − Vp∇.τ. (129) 

Hilton et al. [424] used a coupled CFD/DEM method with individually modeled spray droplets to simulate spray deposition onto 
solid particles in a fluidized bed spray coating system. The simulation results provided the coating information from the intra-particle 
level on each individual particle. It was found that the inflow velocity, the spacing between the Wurster insert, and the base and base 
slope angle have greatly affected the volume deposition and coating quality. With their numerical DEM/CFD method, it is easier to 
evaluate the optimal settings for the spray coating system compared with the experimental studies; Fig. 51. Fries et al. [39] used 
coupled DEM-CFD to numerically describe fluid flow, particle motion, and collision dynamics inside a fluidized bed granulator. The 
results of average particle velocity, average particle–particle and particle–wall collision velocity, and the collision frequency are 
compared from three different industrial fluidized bed spray granulator configurations, that is, top-spray granulator, Wurster-coater, 
and spouted bed. The comparison results have been verified by relevant experiments, which showed that the wetting intensity and 
growth rate of the top-spray granulator are the lowest while the spouted bed has the most intensive gas–liquid-solid contact, and the 
Wurster-coater achieves the fastest growth rate. More results on the comparison between the computational and experimental methods 
are shown in Fig. 52. Furthermore, the effect of particle size in irregular and crumpled particles is also studied and the results are 
compared in Fig. 52(b). As can be seen, changing the particle size can affect the pressure distribution. 

Alternatively, DEM can be coupled with LBM [430]. The Lattice Boltzmann Method (LBM) is a computational approach for 
modeling the mass and velocity field of fluid flow. Numerical simulation of fluid flow is useful for evaluating the hydraulic charac
teristics of GM. Among various techniques, the LBM is widely accepted due to the ease of implementing boundary conditions and the 
numerical stability in a wide variety of flow conditions [431]. Kutay et al. [431] used LBM for 2D and 3D environments to represent 
pore-scale monophasic Newtonian incompressible fluid flow in GM. Three-dimensional geometries of compacted aggregates were 
generated from the X-ray CT technique and used as input for the LB model. The accuracy of the models was verified by comparing the 
results with analytical solutions of simple geometries and hydraulic conductivity measurements on the compacted aggregates. A 
coupled system with DEM and LBM is used for modeling the liquefaction of saturated granular soil [432]. The approach was used to 
model the response of a saturated soil deposit subjected to low and large-amplitude seismic excitations. Wang et al. [433] developed a 
3D coupled bonded particle and LBM (BPLBM) with an immersed moving boundary scheme for fluid–solid interaction. It is then 
applied to investigate the erosion process of soil particles in granular filters placed within earth dams. Richefeu et al. [434] applied a 
capillary condensation model simulated by a multiphase Lattice Boltzmann model as a means to generate homogeneous distributions 
of liquid clusters in 2D granular media. Liquid droplets condense from the vapor phase between and on the grains, and they transform 
into capillary bonds and liquid clusters as thermodynamic equilibrium is approached. Some results are shown in Fig. 53. 

In one of the recent studies, fluid and solid forces are coupled while the effect of morphology is considered [437]. A snapshot of the 
considered particles with complex shapes is shown in Fig. 54. As can be seen, a variety of particles with complex shapes are considered 
which are used for a collapse problem in dry and fully-saturated conditions. The results are demonstrated in Fig. 55. The results 
indicate that the horizontal displacement increase for more regular particles. A similar trend is also observed in the vertical direction 
but with a smaller intensity. In the fully-saturated system, however, both displacements are hindered. 

2.2.8.2. Thermal coupling. Another important physics that has been included in the previously discussed methods and equations is 
heat [438]. Heat in GM can be produced and transported to other locations through conductions if particles are in contact. This process 

Fig. 51. Demonstration of particle position and velocity for (a) top-spray granulator, (b) the Wurster-coater, and (c) the spouted bed. The colors 
here represent the velocity [39]. (d) the process using which fluidization, as one of the widely used fluid-particle systems, works [425]. (e) 
Qualitative comparison of (left) an image of fluidized alumina spheres in the flat fluidized bed with (right) an image of the DEM-CFD simulation 
with identical particle number at u = 2 • umf [426]. (f) bubbling effect in a fluidized bed [427]. (g) schematic representation of a common approach 
in coupling irregular particles using the clump method. 
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can be expedited if fluid exists between the particles, which adds another way of heat transfer, namely convection. Furthermore, 
friction between the particles can be another source of heat. Finally, radiation between the particles’ surfaces might also produce heat, 
which is not very common but can be considered if relevant GM are under consideration. All such heat phenomena are shown in 
Fig. 56. As can be seen, heat can be transferred in different ways. As an example, drying in porous media is one of those important 
phenomena found in fluidized beds, rotating drums, and many other locations [439–441]. Aside from these particular applications, 

Fig. 52. (a, b) Comparison of plug flow for (1) random length, (2) downward merging, (3) plug collapse in a vertical column of fluid and particles 
[428]. (c) The effect of particle size on the dynamic pressure of the flow field in the pipe [429]. 
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heat transfer is also relevant to packed GM heat exchangers, catalyst packing, calciners, and many other examples [301,442–447]. This 
topic has been investigated in GM using DEM as this method can provide detailed information about particles and their heat char
acteristics. This subject is, however, accompanied by more complexities, such as the temperature- and time-dependent nature of GM, 
the interactions between the particles, nonlinearity in heat and mass transfer, and complex contact models, which makes the heat 
transfer problem to be challenging within the DEM framework. As discussed, Eulerian-Eulerian methods are more practical for large 
systems, but they are not able to provide detailed information about thermal conductivities, stress tensors, and so many other physical 
properties. Such methods are unable to offer accurate information at the particle level (e.g., temperature distribution on and within 
particles, local interactions between particles, void space, fluid distribution, …). All such insights are, however, crucial for making an 
accurate evaluation of the thermal distribution and heat transfer. 

Parallel to the Eulerian-Eulerian methods for studying heat transfer, the Eulerian-Lagrangian methods were also developed with a 
similar purpose, but a different capability. For example, DNS-DEM [448], CFD-DEM [301], and LBM-DEM [449]. Several studies have 
shown promising results of DEM for heat transfer [450,451]. For example, aside from all the advantages DEM offers, it can also help 
with an accurate heat transient [442,452–454], but it still can be computationally expensive as the heat transfer equations are solved 
for each particle individually. 

As mentioned, heat in GM can be transferred in different ways. Here, three of them, namely conduction, convection, and radiation, 
are briefly reviewed. It should be noted that the Biot number Bi = hgsd/ks is often used to define the importance of convection and 
conduction in GM, where ks is the thermal conductivity, hs is the convective heat transfer coefficient, and d is a characteristic length 
[455]. One of the preliminary studies on heat transfer in GM was presented by Batchelor and Brien [456] who offered an analytical 
equation for two adjacent particles between which heat is transferred through conduction and is valid under limited situations. Later, 
the elasticity theory was added to this equation to take the contact time and area into account when the particles are moving 
[457,458]. The provided foundation was used in DEM to take the heat transfer into account [459]. This implementation resulted in 
unrealistic outcomes since the contact area and time were not modeled accurately. The issue of inaccurate contact area estimation was 
rectified in separate studies [442,460,461]. Meanwhile, Patil et al. [462] provided the heat produced by collision initially in the DEM, 

Fig. 53. Total velocity of fluid mixed with particles in four timesteps (a-d) [435], (e) the fluid and particle velocity profiles for a granular column 
collapse at different times [436]. 
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but it fails to address other heat sources (e.g., particle–wall interactions). This condition becomes more complex when a fluid between 
two particles can affect heat conduction [463,464]. Later, the idea of the Voronoi polyhedron was proposed through two models (A & 
B), which compute the conduction by taking both the particles and fluid into consideration [465]. This model was further revised, but 
the foundation remained the same [466–470]. 

Heat transfer through convection has been studied more extensively compared to other methods. Convection in DEM was 
implemented based on the water droplet evaporation experiment [471,472], which can vary depending on the solid density in the 
system. Then, semi-empirical equations were developed for packed pebble GM under different flow settings [473–475]. Later, a 
correlation function was proposed for pneumatic transport [476]. Subsequently, the effect of particle transverse motion was also added 
to the previous methods [477,478]. The effect of external force, porosity, coordinate number, and particle size distribution was also 
studied [479]. A more accurate and resolved version of the above equations was also developed through which the thermal behaviors 
can be described better [480]. 

Incorporating radiation, which is the third method of heat transfer in GM, has been found to be more challenging. Generally 
speaking, one can get a radiation temperature by computing the radioactive intensity of GM-fluid, which is often considered a rough 
estimation of the temperature [442,481–484]. One other approach to consider the radiation heat transfer is using the view factor 
solution [467,485–488]. This method is, however, limited in terms of dealing with a blockage, or they are restricted to static systems 
[489–491], not something we have in dynamic GM. One of the only methods that can be used with a dynamic system, still based on 
computing the view factor, has recently been presented [492]. Aside from the above models, other studies have also been conducted to 
deal with GM, in particular those with non-isothermal behaviors. Such GM manifest a distribution of thermal energy inside the 
particles and surface as well [441,493–495]. 

For coupling the thermal effects, several parameters should be defined and added to the previously developed equations. Some of 
these parameters include the initial temperature of the GM, heat capacity, fluid properties and temperature, heat transfer coefficient, 
and boundary temperature. It should be noted that the previous equations are not changed, but new elements are added to represent 
the energy in a more comprehensive way. In its basic form, heat transfer for a dry GM, assuming that each particle is described by a 
temperature, can be described using: 

micp,i
dTi

dt
=

∑
Qi, (130) 
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Fig. 54. A set of complex particles starting used for studying the effect of morphology on the dynamic of GM from highly irregular (M1) to spherical 
particles (M20). These particles are taken directly from the X-ray images without any simplifications [437]. 
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where Qi, mi, cp,i, Ti are the net rate of the transferred heat to particle i by the surrounding particles/fluid/walls/other forms of heat 
transfer, mass, heat capacity, and temperature of the particle i, respectively. This simple equation should be considered for each in
dividual particle in the system with the initial temperature of Ti = T0

i and the initial time of 0. Then, the discussed heat transfer 
mechanisms can be added. 

First, the most important way of heat transfer is through the fluid. In this case, the energy equation for a volume can be written as: 

∂
(
ρf αf Ef

)

∂t
+ ∇.

(
uαf

(
ρf Ef + p

) )
= ∇.

(
αf keff

f ∇Tf

)
+ Qf ,h, (131) 

where Ef and Tf are the rate of energy transported by the fluid within the control volume and the temperature of the fluid, 
respectively. keff

f =
∑n

i=1keff
i is the effective fluid thermal conductivity, which can be written in form of fluid thermal conductivity kf 

[496]: 

keff
f =

1 −
̅̅̅̅̅̅̅̅̅̅̅̅̅
1 − αf

√

αf
kf . (132) 

Fig. 55. (a-c) Velocity snapshots of the collapse of irregular (M1) and spherical (M20) particles in both dry and fully-saturated conditions. (e) x- 
direction (xdisp/d) displacement, and (f) z-direction (zdisp/d) displacement [437]. 
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Ef is expressed by: 

Ef = hf −
p
ρf

+
u.u
2

, (133) 

where hf is the specific enthalpy of fluid. By substituting this equation in Eq. (133), we will get: 

∂
∂t

(
ρf αf

(
cv,f Tf +

u.u
2

) )
+ ∇.

(
uαf ρf

(
cp,f Tf +

u.u
2

) )
= ∇.

(
αf keff

f ∇Tf

)
+ Qf ,h, (134) 

where cv,f and cp,f are the heat capacities of fluid at constant volume and pressure conditions. 
Another important element related to heat transfer is for a situation when two particles are in direct contact with each other and 

hold different temperatures. The amount of transferred heat for particles i and j can be quantified using: 

Qij,s = Hij
C

(
Tj − Ti

)
, (135) 

where Hij
C ∈ [1α] represent contact conductance and it depends on the amount of force exerted on particles and how much the GM is 

packed. This parameter can be defined as follow based on Hertz’s elastic contact theory, which also connects the solid properties (e.g., 
Young’s modulus and Poisson’s ratio) to the deformation: 

Hij
C = 2ks

(
3Fnr*

4E*

)1/3

, (136) 

where ks is the thermal conductivity of the solid porous medium, 1
r* = 1

ri
+1

rj 
and 1

E* =
1− ν2

i
Ei

+
1− ν2

j
Ej 

are, respectively, the mean radii of 
particles and effective Young’s modulus for particles i and j. In the later equation, ν represents the Poisson’s ratio [476,497]. 

The convective heat between particle i and the fluid in its vicinity with temperature Tf can be quantified by: 

Qi,f = hiAi
(
Tf − Ti

)
, (137) 

where hi and Ai are the heat transfer coefficient and surface area of the particle, respectively. The heat transfer coefficient can be 
calculated using an empirical equation based on Nusselt number Nup, which is given by [498]: 

Nup =
(

7 − 10αf + 5α2
f

)(
1 + 0.7Re0.2

p Pr0.33
)

+
(

1.33 − 2.40αf + 1.20α2
f

)
Re0.7

p Pr0.33, (138) 

where 

h =
Nupkf

dp
, Rep =

αf ρf dp|u − v|

μf
, (139) 

and the Prandtl number Pr is defined as: 

Pr =
μf cp,f

kf
. (140) 

The above-described heat transfer cases can be used and calculate the thermal model as: 

mcp
dT
dt

= Qcond. + Qconv.. (141) 

To be more specific, the amount of heat transferred to particle i surrounded by particles ξ can be calculated using: 

)b()a(

Fl
ui

d 
flo

w

Fig. 56. Demonstration of various ways of heat transfer in GM. (a) conductance in dry conditions, (b) black arrows (conductance), yellow arrows 
(convection), and red arrows (conduction). The friction between particles is shown using a blue region [296]. 
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mcp,i
dTi

dt
=

∑ξ

j=1

[
Hij

CΔTij + Qij
conv.

]
. (142) 

The above equation can be eventually incorporated into the mechanical modeling and predict the temperature of particle i after Δt 
as follow: 

Fig. 57. (a) Temperature evaluation in a 3D GM model [448], (b) Comparison between surface temperature between experimental and compu
tational modeling (CFD-DEM) [494]. 
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Tt+Δt
i = Tt

i +
Δt

mcp,i

(
∑ξ

j=1

[
Hij

CΔTij+Qij
conv.

]
)

. (143) 

One of the results produced in the presence of fluid and a granular system is shown in Fig. 57. 
Despite all the above-described developments for coupling heat in the modeling of GM, it is still an immature field that requires 

more research compared to fluid. All such bumpers can be due to the intrinsic complexity of coupling of heat in GM as it depends on 
both scale and temporal variability. At the moment, the available methods are either developed for a specific scale and GM systems, or 
they cannot be coupled with other important physics for large and complex models. 

2.2.8.3. Chemical coupling. In many of the natural and industrial cases, one can find an active chemical interaction between the 
particles in GM or with the containing fluid(s). The previously described methods are able to take the momentum and energy equations 
into account, but they remain limited to considering intra-particle transport phenomena (e.g., reactions and diffusion). In reactive 
environments, however, such variables are very crucial and control the fate of the modeling [499]. One such example is biomass 
reactors where various chemical and physical interactions occur [500]; see Fig. 58. In the same figure, another example is provided 
which shows a combination of heating and chemical reactions in an iron powder as a potential source of sustainable energy resources 
and climate change. At the particle scale, coupling the transport phenomena with chemical reactions is important since the charac
teristics of particles, such as morphology, size, void space, thermal properties, chemical properties, and density, can greatly control the 
temperature and chemical distribution inside the particles as well as their reactivity, and eventually affect the product [501]. Many 
other parameters, such as the shape of the reactor, pressure, heating, etc. can also affect the performance of such systems [502–505]. It 
has been shown that when Bi = 0.1–10 (or, particle diameter ~ 100–1000 μm), reaction, conduction, and convection all occur in such 
systems [506,507]. This multiphysics capability has been implemented in LBM [508–510], but the described complexity and fully 
multiphysics modeling are not addressed in those studies. 

To simulate the above Multiphysics model, one can start with an energy equation, which can be written as: 

Fig. 57. (continued). 
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ρcp
∂T
∂t

= − ∇.( − λ∇T) + q̇, (144) 

where λ is thermal conductivity and q̇ is a volume-specific source term, which can be the reaction energy. This equation can be 
expanded to represent both the GM and a fluid: 

∂
∂t

(
∑N

i=1
αf Cf ,ihvf ,iMWi + ρshvs

)

= − ∇.

(
∑N

i=1
ṅf ,ihvg,iMWi − λ

∂T
∂r

)

+ q̇, (145) 

where hv is the specific enthalpy, MW is the molecular weight, N is the number of fluid species, r is the radius, and ṅ is the molar 
flux. 

Since the chemical reactions should be considered, thus, the chemical species should be conserved, which can be described by 
[492,512]: 

∂
∂t

Cs,i = ss,i + ṗs,i, (146) 

where ṗ is the phase change rate and s indicates the chemical source term. This equation can be reformed as for the solid whereas a 
similar one can be written for the fluid phase given αs = 1 − αf : 

∂
∂t

(

αs
ρs

MWs

)

=
∑N

i=1
ss,i +

∑N

i=1
ṗs,i. (147) 

The fluid species can be computed by: 

∂
∂t

(
αf Cf ,i

)
= − ∇.ṅf ,i + ss,i + ṗs,i. (148) 

Fig. 58. (a) The multiscale and complex nature of a GM system (here, biomass) [511], (b) iron oxide after combustion (the left image), and Iron 
after H2 reduction (the right image) [512]. 
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The fluid flux ṅf ,i represents both diffusive and convective flux: 

ṅf ,i = ṅDF
f ,i + ṅCN

f ,i , (149) 

where 

ṅDF
f ,i = − D e

∂Cf ,i

∂r
, (150) 

and, 

ṅCN
f ,i =

Cf ,i

Cf
ṅf (151) 

such that D e = Dϕ/γ represents the effective diffusion wherein D is the diffusivity of the fluid and γ signifies the tortuosity factor. 
To achieve the total fluid balance, the sum of the above equations for all fluid species should be computed: 

∂
∂t

(
αf Cf ,i

)
= − ∇.

∑N

i=1
ṅf ,i +

∑N

i=1
sf ,i +

∑N

i=1
ṗf ,i. (152) 

These equations can be solved numerically and predict the temperature and species concentration along the time and different 
locations of the GM (i.e., spatial and temporal), which can be achieved by discretizing them first. 

The reactivity among particles can be modeled using a mole-based framework with a constant porosity ϕ. The chemical reaction 

Fig. 59. (Top) Demonstration of solid and fluid concentrations in a Cu particle for (left) early-stage, (right) late-stage in a reactive environment. The 
curves and dots represent the analytical and numerical results, respectively [515]. (Bottom) The 2D concentration of a reactive fluid was modeled 
using LBM [508]. 
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here refers to the irreversible reactions in the presence of solid and fluid, which follows the below equation in which solid A interact 
with fluid B and produce solid C and fluid D: 

aA(s) + bB(f )→cC(s) + dD(f ). (153) 

The mole balance of each species in the porous solid can be described by: 

∂αsci

∂t
= −

1
r2

∂
∂r

(

r2ṅf ,i

)

+ si, i = B, D. (154) 

The mole balance for the solid can be developed similarly, but without considering the flux and just using mola concentration: 

∂ci

∂t
= si, i = A, C. (155) 

The described method and the above equations are applied to a single reaction of Cu oxidation where it is assumed to have an 
isothermal particle and a first-rate reaction given the fluid species for 2CO +O2→2CuO. [513–515]. These results for both the con
centration of solid and fluid inside the particle are shown in Fig. 59 for two different times. Similar results for LBM are also presented in 
the same figure. It should be noted that this formulation allows one to simulate other important phenomena such as erosion and also 
swelling. For instance, the swelling can be modeled by gradually changing the radius and making the particles thicker. 

3. Other features and topics 

There are some applications and specific topics in GM that are not individually and necessarily new concepts, but are interesting 
subjects that are studied extensively and researchers across different fields are interested in. In most such cases, the previous concepts 
are still used but more progress is achieved to solve a particular problem. In this section, thus, some of the important topics and 
applications related to GM are reviewed. 

3.1. Micro-Macro bridging 

The ways to evaluate the micro and macro deformations of GM are distinguished by considering granular systems as an assembly of 
individual particles at micro-scale (i.e., particle-scale) or treating them as an equivalent continuum at macro-scale. The macro 
properties are about porosity, permeability, and the constitutive relationship between stresses and strains. The mechanical charac
teristics of GM at the macroscale are studied using balance equations aided by the constitutive relations and the imposed boundary 
conditions. Identifying reliable constitutive equations is probably the most challenging part of these methods. As such, various ma
terials based on the type of the materials, flow regions, and also other conditions are defined. For instance, among many studies, the 
plasticity and double shearing theories are used for rate-independent deformations of GM [516–518], kinetic theory is used for rapid 
flow of GM [519,520], and Mohr-Coulomb along with the kinetic theory is used for GM involved with collision and friction [521]. An 
acceptable and universal continuum theory, which can be applied to different flow conditions, has not yet been derived. On the other 
hand, at the micro-scale, the physical properties like displacement of individual particles, and force chains generated by contacted 
particles are investigated, and there is no need of making global assumptions (e.g., constitutive relations, steady-state, uniform 
constituency) as one should do for continuum methods. These methods, such as DEM, however, are limited to systems with a small 
number of particles. Thus, several studies have focused on establishing the macro–micro relationships of granular systems based on the 
characteristics of micro and macro deformations [522–535]. Such studies have investigated three macro–micro relations of granular 
systems from different angles, that is, micro and macro characterization of internal structure, micro-structural expression of the macro 
stress tensor in terms of contact forces, and micro-structural expression of the macro strain tensor in terms of relative displacements 
[536–538]. All such attempts are in the direction of understanding the mechanics of GM, which is providing a relationship between the 
exerted force on the domain and the resulting deformations. The effect of an external force on GM is expressed by stress, which is a 
continuum property and can be defined by the Cauchy equations. On the other hand, the deformation of GM can be expressed by strain, 
as another continuum variable. 

One of the classical discussions in micro–macro bridging, which connects the above-mentioned variables (stress and strain), is 
probably about stress tensor in terms of constitutive relations. This relationship can be written in different forms [539,540]. The idea of 
the continuum approaches at the macroscale is to consider the domain as a continuous property where the stress and strain can identify 
the state of the system at any point. Then, the empirical relation between the stress and strain derived from experimental tests is used 
for large-scale problems. In reality, using such results can be risky as the results might change if the new boundary conditions are just 
slightly different from the experimental tests. Thus, either more complex constitutive models should be proposed by introducing more 
parameters, or additional variables, other than the stress and strain. Micromodels of GM, on the other side, aim to help to better find 
the macroscale properties based on the observations at its scale (e.g., displacements, contact forces, and geometrical characteristics). 
Thus, the macroscale observations can be made more accurately if such information is used. Eventually, the goal is to establish this 
relationship between these two distinct scales which is achieved by reproducing the continuum properties using the information 
generated at the microscale. Such behaviors depend on the fabric/structure (tensor) of the GM as well [541]; see the discussion in the 
next section. 

Constitutive laws make it possible to establish the above-mentioned relationship between stress and strain tensors. As such, the 
contact forces, displacements, and grain-scale geometry at the microscale can be connected to the stress tensor, strain tensor, and fabric 
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tensors, respectively. In other words, the mechanical state of GM can be fully and precisely characterized if one has access to the 
location and geometry of each particle, displacements of each particle (translational and rotational), contact forces, and GM properties. 
Including such a large number of details may not be necessary and one can identify macroscale state variables through suitable 
averaging. This micro–macro mapping, while it is known to be controversial due to averaging over scalar/vectorial quantities (e.g., ρ,u,

ω), has attracted much attention [522,542–545]. At the same time, considering the aforementioned variables (stress, strain, and fabric 
tensors) are recognized to be adequate for such a mapping. 

In an arbitrary pack of GM of volume V and forces T1
i , T2

i , ⋯, Tn
i on each particle at the boundary points x1

i ,x2
i , ⋯,xn

i , the average 
stress can be defined by: 

σij =
1
V

∑n

k=1
xn

i Tn
i , (156) 

which is equivalent to the stress under the same loads and volume in a continuum domain. The above equation also indicates that 
one can homogenize the microscale responses and, for example, relate particle contact forces to macroscopic stresses. Thus, as noticed, 
this process filters out the fine-scale information and it necessities that one should pay special attention and caution to the REV se
lection to avoid any possible under/overestimations [533,535]. 

Generally, particle-scale simulations are often conducted on a REV (representative elementary volume) and apply different 
boundary conditions, such as stress–strain, and measure the stress responses through which the stress–strain relationship can be 
established. At the macro scale, however, such properties are averaged to get the macro-constitutive relations. To shed light on the 
above complex relations and also provide a detailed insight into such problems, experimental tests have been used. Despite their 
valuable outcomes, interpreting such results is very difficult at the moment. In fact, the stress–strain responses produced from 
experimental tests are hardly based on a clear geometry, input, or even a known situation inside the setup. Thus, it is hard to count such 
tests as REV. Besides, experimental tests regularly provide incomplete information regarding the situation inside the GM and also inter- 
particle forces. Therefore, one must conduct a very simple experiment or a very sophisticated one to be able to interpret the results and 
answer some questions on the nature of the observations and where they come from. All such reasons can justify developing more 
complex and advanced computational modeling that can bridge the scales and also provide more precise information on a small scale. 

Ng investigated the micro-macroscopic behaviors of granular systems of bi-disperse ellipsoids, which consisted of larger ellipsoids 
with an axial length ratio being 1.5 (major axial length to minor axial length) and shorter ellipsoids with an axial length ratio being 1.2 
[546]. The granular samples were loaded with three paths of axial extension, triaxial extension, and axial compression condition under 
various confining pressures. The experimental results showed that critical state lines in the void ratio and mean stress space for the 
axial and triaxial extension tests are above that of the axial compression tests. It was also found that in the compression tests, there is an 
excellent relationship between peak shear strength and microscopic descriptors based on the micro-structural tensor of normal contact 
forces. 

Kumar et al. used the discrete element method (DEM) to investigate the micro–macro behavior of granular assemblies characterized 
by different polydispersities [547]. They focused on the effect of polydispersity on the micro–macro behavior of granular assemblies, 
which consisted of linearly elastic, frictionless, polydisperse spheres, under purely isotropic loading and unloading, deviatoric (volume 
conserving), and uniaxial compression paths. Their results showed that scaled pressure, coordination number, and the fraction of 
rattlers of granular assemblies are systematically dependent on the deformation paths and polydispersity by jamming volume fraction. 
In a separate study, the authors found that there is a significant effect of boundary conditions on the constitutive behaviors for triaxial 
tests conducted in a rigid and flexible membrane around the sample when the macroscopic and particle-scale simulations are 
compared. These results are shown in Fig. 60. 

Fig. 60. (a) Demonstration of the experimental and computational triaxial test. As can be seen, the macro-scale behaviors are visible in the 
experiment while the microscale characteristics can all be observed in the computations. Contact force distributions for (b) flexible and (c) rigid 
membranes [303]. 
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3.2. Critical state 

As mentioned frequently in this review paper, the behavior of GM when considered at macroscale can be very different when the 
behavior of each particle is observed individually. This sharp difference is due to the collective rearrangement characteristics of GM. 
Based on the contacts between the particles and the boundary conditions, they can adjust to new conditions. There is, however, a 
situation where the GM does not show any macroscopic/visible change of volume even if it goes under constant shearing. This state is 
very important and contributes to many constitutive equations for GM [548–553], and was earlier defined as a situation under which 
the stress and volume tend to be unchanged under an uninterrupted shear strain [554]. As such, extensive research has been conducted 
to model the critical state and develop a robust mathematical equation to describe this important phenomenon using which the 
constitutive models can be improved [94,536,555–558]. 

Aside from the above particular characteristic, the anisotropy of GM is recognized to be an important aspect affecting the behavior 
of such systems, which can be controlled by the microstructure fabric of GM [559–561]. Two approaches are adopted in GM to include 
such important information from the anisotropic fabric and microstructure in the constitutive models. One approach is to use the 
kinematic and mechanical properties of GM at the microscale [524,537,562], which are integrated to find the macroscale stress–strain 
relation [530,543,563]. Another alternative is to statistically convey the microscale information to the coarser level, namely the 
macroscale, in which some assumptions on the dependency of stress and strain on the fabric tensor are made [564–570]. These 
methods, however, require a deep understanding of fabric tensor, its quantification, its development, and its effect on the continuum 
elements [571]. 

Before describing the current studies on the critical state, the fabric tensor is defined briefly. Fabric refers to the arrangement of 
particles under shear stress, gravitational force, or both. The structure of GM, in general, can be divided into solid and void spaces, and 
the latter group itself can be described by the geometry of the GM and their spatial connections. The topology of GM solid structure, 
referred to as fabric, was initially characterized using a graph representation [572,573] where two graphs each representing the solid 
and void spaces were used in 2D. Then, the topology of GM was described using Voronoi-Delaunay tessellation but this method cannot 
represent the contacts between neighboring particles [528]. These representations can be used to connect the internal solid structure to 
the stress–strain behaviors and study how changing the structure can affect the final outcomes. In general, contact normal distributions 
in GM is an internal property that is defined based on how GM is deformed. This parameter can be described based on the contact 
normal vector n using: 

Fij =
1

Nc

∑Nc

c=1
nc

i n
c
j , trF = 1, (157)  

Gij =
2

Np

∑Np

c=1
nc

i n
c
j , trG =

2Nc

Np
, (158) 

where N is the total number of contacts, and nc
i and nc

j are the contact normal vector components. Here, F describes the statistics of 
the contact directions while G presents extra information regarding the density of contacts. Generally, contact tensor processes involve 
describing three cases: new contacts (gain), dropped contacts (loss), and those in which the direction of the existing contacts changes 
(rotation). The second-order F can be expressed using the probability density E(n) of contact distribution: 

Fij =

∫∫

Ω
E(n)nc

i nc
j dΩs, (159) 

where E(n) can be defined using the Fourier series [574]: 

E(n) = E([03B8], γ) =
1

4π

[
1 +

α
4

(3cos2[03B8] + 1) + 3βsin2θcosγ
]
, (160) 

where the degree of anisotropy is described using α and β (e.g., α = β = 0 for isotropic GM). Consequently, the fabric tensor can be 
calculated using: 

F =

⎡

⎢
⎢
⎢
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⎢
⎢
⎢
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1
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+
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0 0
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−
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⎤
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⎦

. (161) 

Additionally, the deviator Fq of Fij can be computed using its principal values: 

Fq =
1̅

̅̅
2

√

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(F1 − F2)
2

+ (F1 − F3)
2

+ (F2 − F3)
2

√

. (162) 

As mentioned earlier, the stress tensor can be represented by the contact force and branch vector as follow: 
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σij =
1
V

∑Nc

c=1
f c
i lc

j , (163) 

where the components of the branch vector and contact force are presented by lcj and f c
i , respectively. Therefore, the mean effective 

and deviatoric stresses are calculated using: 

p′ =
1
3

σij (164)  

q =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(2/3)s′ijs′ij
√

, (165)  

s′ij = σij − p′δij 

With the development of accurate computational modeling, such as DEM, this process has accelerated and new insights are pro
vided showing that some other properties, other than volume, can remain unchanged [575]. Most such tests are often conducted on GM 
samples by applying a constant strain rate in one direction under constant lateral stress where the volumetric strain along with the 
deviatoric stress is observed. This procedure allows one to examine whether there is a stationary relationship between stress and 
volume, which is what the critical state is about. 

Aside from considering the constant strength and volume, other researchers have also taken into account the effect of fabric 
anisotropy [576] where the stress and void ratios are provided and it is known as anisotropic critical state theory (ACST) [554,577]. 
Regardless of the initial anisotropy of the GM and under fixed principal stress, the fabric tensor at the critical state is unique [219]. This 
general definition leads to the development of further models such that the fabric tensor can be defined differently. For example, it can 
be based on the void space [577], contact normal [94,555,578], and orientation of particles [94]. In another study, the question of 
whether all the fabric measurements reach the critical values at the same pace or not was studied [219]. To answer this question, the 
researchers considered several 2D cases and simulated them using DEM under biaxial stress with different initial void spaces and very 
distinct fabric anisotropies. Then, the development of the above-mentioned fabric tensors (i.e., particle orientation, contact normal, 
and void space) was monitored. Their results showed that a unique critical fabric tensor is obtained irrespective of the initial void space 
and orientation. 

3.3. Breakage 

Fracturing or breakage in GM is one of the important topics which can control many characteristics in such materials, including 
flow responses and mechanical properties [579–583]. For example, the strength, dilatancy, porosity, and angularity of GM can be 
changed sharply when the particle size distribution varies, which is a direct result of producing smaller particles due to breakage 
[584–587]. Several studies have found that there is a connection between the inception of particle breakage and macroscopic yielding. 
Therefore, it is essential to improve our understanding of this intricate phenomenon and build more precise plasticity equations for the 
post-yield step, the stress history of GM, as well as advance more comprehensive constitutive laws. For instance, most, if not all, of the 
existing constitutive models in GM do not take the effect of particle size distribution into account whereas this distribution constantly 
changes in mechanically and chemically active environments. 

Particle breakage has been studied by considering the effect of various factors, such as composition, morphology, internal stresses, 
internal forces, crystallography, orientation, and coordinate number. One such study established a link between GM composition and 
breakage using a survival probability as a function of local tensile strength [588]. The Weibull model has been used extensively in the 
breakage of GM [586,589–592]. Later, the simultaneous effect of internal stress and coordinate number on fracturing in GM was 
studied wherein it was shown that the peak tensile stress declines as the coordinate number rises [589,593]. It was found that the 
probability of fracturing reduces when the coordinate number increases [594]. This finding was later approved using FEM where 
maximum tensile stress reduces by increasing the coordinate number [595]. 

Fig. 61. Demonstration of three yield surfaces reviewed in this paper.  
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In a separate study, it was shown that breakage occurs when the maximum contact force meets the threshold strength of particles, 
which is independent of other contact forces [596]. In a similar fashion, it was observed that a criterion representing the maximum 
inter-particle force, among major principal stress, maximum force, and mean stress, can reproduce the experimental results [597]. By 
combining the experimental and computational modeling it was noted that breakage in the particle is correlated with the concen
tration of the largest internal normal forces [598]. Aside from these studies, various other works have also been done using in-situ 
experimental modeling (e.g., X-ray) [160,598,599] and FEM [143,164,582,592,595,600,601]. Using FEM is practical when the 
granular system contains a small number of particles [602]. The FEM-based methods were later enhanced to deal with larger granular 
systems, but dealing with single particle breakage and the size distribution of particles still remained an issue [603]. Another 
development was achieved using a hybrid peridynamcis and physics engine, but they still cannot produce complex fracture surfaces 
[604]. Similarly, DEM has also been used widely through which large particles are broken into smaller fragments [288,599,605,606]. 
Breakage in DEM is simulated by considering a bond where a particle is fractured as soon as the acting force exceeds the strength of the 
bond. Furthermore, clumped particles can be used to deal with irregular GM whereas the mass can also be preserved. To accelerate the 
previously mentioned method, one can replace the target particle with several smaller particles when a certain stress level is met 

Fig. 62. (a) Comparison between the experimental data and DEM modeling for fracturing at the scale of single-particle and large samples under 
different load levels [609]. Note that numbers in parentheses show tensile and shear. (b) the evolution of fracturing a sand GM pack from no loading 
to maximum loading. The displacements of particles, their rotations, and also small fragments after fracturing are shown [143]. (c) evolution of 
force chains and fracturing for two force chains using 3D FEM [164]. Here, ε1 represents the global axial strain. 
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[594,607], but mass conservation becomes challenging here. In the same group of methods, the principal stresses calculated from the 
average stress inside the particle are calculated based on which a stress-based yield criterion (e.g., the maximum principal stress, von 
Mises criterion, or the Tresca criterion) is selected [608]. This method has been applied on particles with angular shapes. It should be 
noted that yield criterion refers to the limit of elasticity in the target GM and is the onset of plastic deformation under any mixture of 
stresses. 

Here, three of the simple and widely used breakage criteria are briefly reviewed. The maximum principal stress standard considers 
the breakage of a particle with the principal stresses that meets a certain value. Mathematically speaking, 

σmax
C > σC = min

(
σp1, σp2, σp3

)
, (166)  

σmax
T > σT = max

(
σp1, σp2, σp3

)
, (167) 

where the maximum compressive and tensile stresses are shown by σC and σT, respectively. 
The second criterion, namely the von Mises yield, is defined based on the maximum stress defined using: 

σVmax > σV =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
2

[
(σ1 − σ2)

2
+ (σ2 − σ3)

2
+ (σ3 − σ1)

2]
√

. (168) 

The Tresca model is specified based on shear stress as follows: 

1
2
σmax

C > τ =
1
2

max(|σ1 − σ2|, |σ2 − σ3|, |σ3 − σ1| ), (169) 

where τ is the maximum shear stress. These criteria are shown graphically in Fig. 61. To illustrate the performances of the discussed 
methods, some of the results are shown in Fig. 62. 

(b) 

(I) (II) (III) (IV) 

(V) (VI) (VII) 

Fig. 62. (continued). 
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Fig. 62. (continued). 
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3.4. Jamming 

Jamming is a very broad mesoscopic physical process that can be found in a variety of materials where the viscosity increases when 
particle density increases as they flow. Flow and rheology of GM are influenced by the morphology of particles, size distribution, and 
friction coefficient such that the constitutive relations, packing density, and jamming transition are all affected during this phe
nomenon. As mentioned earlier, GM can appear as solid, liquid, gas, or all such phases depending on the conditions. Given this complex 
behavior, three regimes are defined for GM which include inertial (liquid-like), elastic-inertial, and elastic-quasi-static (solid-like) 
[610–612]. Jamming occurs when GM flow’s type goes from a liquid-like to a solid-like behavior [186]. The granular system may 
unjam if the volume fraction decreases, or an external force can break the yield stress. In a broader sense, jamming is a state where a 
particular system can support external forces without distorting irreversibly [22]. It is also very difficult to assess if a system of GM is 
really jammed. Mathematically speaking, the system is called jammed when the system becomes isotopic. To keep this state, there 
should be non-zero stress, uphold small stress, and shear stress. This is a challenging and interesting problem since the transition is 
recognized to be nonlinear regarding volume fraction. 

GM are always out of the equilibrium conditions in terms of thermodynamics and are only considered to be trapped in a local 
minimum when they appear in the jamming state. As such, they manifest a metastability condition where it can help the character
ization of the system using its positional correlations and subsequently the existing forces and contacts among the particle such that the 
jamming can be varied if a small displacement occurs [613]. Thus, characterizing the particles in terms of stress tensor can provide 
valuable information at the jamming state [534,614], which can be expressed by: 

σαβ =

(

−
1
2

)
∑

i,j
fijα(t)rijβ(t)

∫ 1

0
dsϕ

(
r − ri + srij

)
−

∑

i
miv′

iα(r, t)v′
iβ(r, t)ϕ(r − ri), (170) 

where Vα(r, t) = vα(t) − v′
α(t) is the local coarse-grained velocity. The collisional/contact stress is shown by the first term on the 

right side of the equations, which is important for static/slowly growing systems. The second part represents the kinetic/streaming 
stress which is defined for stiff particles or systems with rapid fluctuations. The density of jammed GM depends on several factors, such 
as the morphology of particles, friction, deformability, and the dispersity of the system. The above decomposition of stress into contact 
and kinetic terms highlights the effect of friction and rapid versus slow contacts and also the importance of deformability in jamming. 
For instance, force chains can be longer in deformable particles with friction [182,615,616], while they can be quite unstable for 
frictionless GM. The existing fluctuations, thus, requires considering the jamming phenomenon as a collective system, which can be 
characterized statistically and it itself entails considering a statistically representative volume, the history of the force, and also the 
heterogeneity of the systems. One of the rationales behind taking into account all the aforementioned factors is the presence of friction, 
which renders it impossible to characterize GM using coordinates alone, especially when energy dissipation occurs. Hence, incor
porating the material’s history becomes crucial. Otherwise, one might consider building a statistical model by including the effect of 
forces to remove the history dependence [614,617–619]. 

Since the particles in dry GM are all based on repulsive contact forces, thus, the contact network is one of the efficient ways of 
identifying jamming [620–622]. Similarly, fluid-like behavior starts when the force and torque balance is not satisfied. Therefore, it is 
very important to consider this phenomenon as a collective system wherein the force chains are considered carefully without which 
jamming is not constructed. It should be noted that there are some particles in the jamming system, called rattlers, which are in 

Fig. 63. Liu-Nagel jamming phase diagram (originally from [649] and modified by [650]). As can be seen, jamming exists near the origin. This 
diagram is developed for glassy systems in which temperature is important while it is not relevant to GM. 
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mechanical equilibrium. It also has been shown that increasing the sphericity reduces the average contact between the particles at the 
jammed state [623]. Thus, one can expect to have a denser packing of particles when a wider size distribution since the void space 
reduces. Furthermore, a universal theory has also been presented to describe the stress in the jamming state [624,625]. Aside from the 
shape of particles, friction is also another important parameter that can control jamming [626]. It is reported that jamming volume 
fraction reduces by increasing the friction coefficient in 2D and 3D spherical shear flows [627,628]. Due to the presence of friction, 
stress fluctuations become more pronounced as the force chains are produced and eliminated repeatedly. A joint presence of friction 
and disperse morphology is also investigated in shear flows to evaluate the jamming volume of frictional models using which the stress 
is linked to morphology [629,630]. A few other methods for identifying the onset of jamming can be found elsewhere [631]. 

There are two ways of quantifying the heterogeneity: i) the distribution of contact forces [182,632–636], and ii) spatial charac
terization of stresses on an ensemble of particles [180,182,185,636,637]. The latter measures can be observed as shear-jammed- 
frictional GM and characterized partially using two-point correlations and other topology measures to link such observations to 
macroscopic characteristics [218,638–647]. If the condition of rigidity is considered further, then, aside from the force and torque 
balance, one must add the Coulomb condition ft ≤ μfN for tangential forces [639,648]. The Liu-Nagel diagram, shown in Fig. 63, il
lustrates the evolution of jamming in GM. 

As can be seen from the diagram shown in Fig. 63, load/shear is an important factor that can be studied more closely. Similar 
experimental results based on photoelastic discs also demonstrated the jamming, shearing response, and also density dependence 
which all affect this state [22,651]; see Fig. 64. As can be seen, the direction of the force chains is aligned with the shear stress. The 
fragile and shear jammed are also demonstrated in the same figure. 

Jammed GM systems are usually studied in two states: static (density-driven) and systems under shear stress. The former static state 
can be thought of as random close packing in physics and materials science when there is no friction between the particles [652–656]. 
When the temperature is zero, hard spheres only can be found at the jamming point whereas soft spheres can be discovered over a 
wider range of packing fractions [657,658]. Thus, hard spheres cannot be compressed when they exceed the jamming transition. At the 
same time, it can be transferred to unjamming phase if the components of the stress tensor are removed, for example, due to the 
temperature. The problem of jamming transition and separating it from the glass transition for spheres has been studied broadly using 

Fig. 64. (a) Force chains demonstration due to shear stress produced by a clockwise rotation which has resulted in force chains along with the 
rotation [22,651 651]. (b) demonstration of fragile and shear jammed states where the domain is sheared, and it is shown by a different domain’s 
shape. This image shows a fragile state only the strong force chains are constructed in the compression direction, but the image shown in (c), which 
is for a jammed state, represents a wider distribution of the force chains covering most of the domain [187]. 

Fragile

Fig. 65. Demonstration of the shear jamming phase diagram for GM with friction (after [187]).  
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mean-field methods [659–661]. On the other hand, shear-driven or dynamic jamming are those GM systems wherein friction and stress 
are important. Thus, one might need to use two networks to analyze such systems, namely contact and force networks which are also 
related. This group of jamming itself can be studied for both frictionless, in which only normal forces exist, and frictional GM wherein 
both force and contact are required to characterize the system. 

Shear jamming was first observed experimentally using 2D photoelastic disks [187,662,663]. The experiment began without any 

Fig. 66. Experimental results on fragile and jamming in GM. (a) Here, the compressive and dilation occur in Y and X directions, respectively. As can 
be seen, the force network is distributed in Y direction for the fragile state, but the jammed system shows a distribution in both directions. (b) the 
ratio of the largest cluster based on the non-rattler fraction function fNR. (c) demonstration of various experiments for different values of ϕ rep
resenting distinct states. (d) the minimum amount of required shear strain to produce a shear jammed system for different values of ϕ [22,187]. 

Fig. 67. Demonstration of (Reynolds) dilatancy in GM which causes expanding the samples when it is under shear stress [689].  
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external stress and the domain was displaced using a gradually rising shear stress which developed force chains evolving from fragile 
(very anisotropic) to jammed states. A shear jamming phase diagram was derived, which is shown in Fig. 65. As can be seen, for 
example, models with packing fractions ϕS < ϕ < ϕJ in jammed systems can have stresses from zero to a large magnitude. Here, the 
above-mentioned networks are very anisotropic. Furthermore, it can be observed that fragile state is produced with low stresses and its 
corresponding force chain is distributed in the direction of stress. This chain can only resist external force in the existing direction. By 
increasing the force further, the system transits to shear jammed wherein the force chains are distributed in both the compressive and 
dilational directions [22]. More quantitative data from the experimental results are shown in Fig. 66. For instance, the length of 
networks in the directions of compression and dilations are shown. Besides, the network is distributed mainly in the compression 
direction for the fragile state while it percolates in both directions when transferred to the jammed state. This experiment was also 
repeated many times to explore the inception of fragile and shear jammed; see Fig. 66(c). Interestingly, there is a region where all three 
states can occur for the same packing fraction ϕ. Another important insight is provided in Fig. 66(d) where the relation between the 
amount of required shear strain for reaching a shear jamming. The shear strain increases, as the packing fraction, limited to ϕS. Similar 
experiment without considering the effect of basal friction is conducted with fluid [189]. 

Several other sets of experiments have also been conducted about the jamming state in GM. For example, one of the preliminary 
tests was conducted on randomly packed frictional spheres under gravity to explore how packing fractions vary under different 
boundary conditions [169]. A similar experiment was conducted with spheres of different types and more versatile compaction 
methods [664,665]. Later, a few studies reported a series of sedimenting experiments conducted in a solid–fluid domain with a very 
similar density to eliminate the effect of gravity [666,667]. They also shared the particle–fluid between two cylinders to observe when 
dilatancy disappears, which has a lot of implications in soil mechanics and critical state characterization as discussed before. This idea 
was extended to fluidization systems [668–673]. Some of the results produced in fluidized beds were also visualized to better describe 
the differences [674]. Aside from these experiments, several other studies have been done to investigate the effect of an intruder and 
force propagation in systems with GM produced using photoelastic materials [675–679]. 

As mentioned, both the contact and force networks must be analyzed carefully if one aims to understand the jamming. Due to 
significant fluctuations and dealing with disordered networks, using statistical methods is very important [648,680]. Thus, parallel to 
the above-discussed extensive experimental tests, various computations have been conducted as well to analyze the force transmission 
and build a more accurate picture of jamming. One of the investigated topics is the relationship between dilatancy and shear jamming. 
As previously discussed, particles in GM tend to reorganize to accommodate shear stress which results in expanding the sample 
[681,682]. It should be noted that researchers have shown that frictionless particles do not demonstrate dilatancy [682,683]. This 
phenomenon is shown graphically in Fig. 67. Researchers have also studied if frictionless particles can demonstrate shear jamming 
given that they do not manifest dilatancy and volume change [684,685]. They found that such systems can handle deviatoric stress, but 
no dilatancy. However, it was clarified that there is a dilatancy but it is very small that cannot be observed macroscopically 
[547,686,687]. Thus, more research is still needed to understand how friction, and also other physical factors (e.g., thermal), can affect 
the behavior of GM when they go under shear stress with different boundary conditions [688]. 

3.5. Segregation 

Granular flow is one of the common transport behaviors of GM, which can be found both in natural and industrial applications. 
During the flow process of non-cohesive materials, they may experience segregation due to differences in the particles’ properties. 
Morphologically, segregation is defined as a non-uniform distribution of particles in the system. Segregation can be found in many 
systems under gravity [690–692], vibration [693,694], and mixed domains [695]. Some examples of segregation in industrial units 
include hopper filling/discharge [696–698], the pharmaceutical industry [699], and likewise in natural systems such as debris flow 
[700]. For example, segregation in industrial processes, and to be more specific, the chemical industry, can affect the hotspot in re
actors, and also influence the catalytic packed bed [701,702]. Therefore, it is very important to identify such problems and coordinate 
them correctly to reduce the cost and time of unit operations. 

The properties that affect the segregation process include size, density, surface characteristics, and also the shape of the particles. In 
an ideal situation with a system of uniform particles, the particle will demonstrate a solid-like behavior. But there is always some 
degree of heterogeneity in large-scale systems where one cannot control all the above properties and provide a uniform distribution, 
which eventually results in segregation. Thus, all such properties, individually or collectively, have produced several segregation 
mechanisms (at least 13). Some of them are percolation [701], convection, fluidization, transport, floatation segregation, and 
agglomeration. In this review paper, evaluating all such mechanisms is not possible and only a few of the important ones are discussed, 
namely trajectory, percolation, elutriation, and vibration segregations. These mechanisms are shown graphically in Fig. 68. It should 
be noted that the following mechanisms can be studied in dry, wet, and fully saturated conditions. 

Trajectory segregation: large particles due to their greater mass, and consequently higher kinetic energy, tend to move a larger 
distance compared to smaller particles before they come to rest. This difference can result in the separation of particles and 
segregation. 

Percolation (Sifting) segregation: Due to gravity and shear stress, and also vibration, smaller particles can fall down and fill the 
void spaces of larger particles. This separation can produce regions with large and small particles. This type of segregation begins when 
the particle size ratio is smaller than 0.155 [703]. The higher ratio is described by shear percolation (or kinetic sieving), which is 
produced using vibration or shear. 

Based on the previous studies [703], a non-dimensional percolation velocity is defined by: 
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where c is the percolation velocity, d is the diameter of percolating particles, D is the diameter of static particles, e is the coefficient 
of restitution, and β is the solid fraction. As can be seen, the size of the particles, among the physical properties, is the only important 
factor. This equation indicates that particles are allowed to move when d/D ≤ 0.155, which can be accelerated by adding vibration or a 
shear since β can change. 

In a separate study [704,705], the percolation velocity is defined in a more comprehensive way: 
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where Y is the bulk share rate, S is the shape factor, and subscripts p and b represent the percolating and bulk particles. YD is 

Fig. 68. (a) Agglomeration process from the beginning to final stage [711], (b) the process of adding fluid for agglomerating particles and how a 
larger one can still be produced after breakage [712]. 
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interpreted as the relative velocity between shear layers, Y(D/g) as the relative velocity to free-fall velocity, ρpgD/Eb as the strain of 
particles, β/Eb as the bulk strain. 

Elutriation (Fluidization) segregation: It can occur when a mixture of fine and coarse particles is exposed to a stream of liquid or 
gas in a direction opposite to the gravity direction. 

Rise of coarse particles on vibration: When a collection of particles with different sizes undergoes a vibration, larger particles 
experience a circulation cycle, similar to the convection of fluids, where larger particles can reach the surface of the domain. This 
phenomenon is also known as the “Brazil nut effect”. 

Agglomeration segregation: This type of segregation occurs when very small particles in a mixture of GM form lumps and 
consequently they build a new system with different mobilities (larger agglomerates produce greater mobility); see Fig. 69. 

Particle agglomeration, or granulation, refers to the formation of particle assemblages, which arise from the interaction between 
particles [706,707]. Particle agglomeration is the process of particle size enlargement, which is commonly used to solve material 
problems and improve product characteristics. The merits of particle agglomeration involve the following aspects: significant dust 
reduction, high process efficiency, handling, and transportation improvement, and utilization of waste products. For example, the 
susceptibility of glass powder being swept up in the airflow results in product loss and skewed formulas while glass agglomeration can 
overcome these shortcomings, which ensures accurate formulations and high process efficiency. Agglomeration of unsalable limestone 
fines or wastepaper sludge transforms these wastes into usable products. From a chemical point of view, agglomeration can also occur 
due to earth alkali (Mg and Ca) [708] and mineral composition [709]. The agglomeration process can enhance flow properties and 
decrease segregation while the permeability can be improved. The required wetting for connecting the particles can be attained either 
by a prior binding with a fluid or spraying a fluid during the mixing process. Then, the particles become larger gradually due to 

Fig. 69. Some of the frequent segregation mechanisms in GM [718,719].  
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collisional-frictional/capillary-viscous interactions [710]. These particles can be enlarged further or vanish, which is controlled by the 
amount of available fluid or erosion in the system. One can find many other examples of agglomeration and its applications in different 
fields, such as powder technology, and the pharmaceutical industry. Agglomeration, on the other hand, can also result in undesirable 
effects, such as unplanned shutdowns if it is not characterized accurately. The agglomeration is shown in Fig. 68. 

The main mechanisms resulting in particle agglomeration can be concluded as the following: i) Mechanical interlocking, ii) Surface 
attraction, iii) Plastic welding, iv) Electrostatic attraction, v) Effect of moisture, and vi) Temperature fluctuations. When it comes to 
agglomeration techniques, there are two main categories: pressure agglomeration and non-pressure agglomeration. Aside from all such 
complexity and variability among the impactful parameters, one can define two broad parameters dominated by the properties of the 
material (e.g., viscosity, particle size distribution, friction coefficient, …) and the variables related to the mixing methods (e.g., 
granulator size, speed of rotation, filling rate, fluid volume, slope angle, …). The mixing methods may include fluidized beds and 
rotating drums. All such parameters should be optimized to tune the agglomeration process and produce products with high density 
and uniform distribution and optimized strength. 

Depending on the scale and required resolution, previously discussed computational methods can be used to simulate the segre
gation at micro and continuum scales. For example, one can use resolved CFD methods if the characterization of fluid behavior with 
more detail is necessary. As another example, the concept of segregation is also widely used in geophysical problems, in particular 
when one deals with natural hazards, such as avalanches, debris flows, and mass flow [713–717]. All such different modeling can also 
be accomplished experimentally. Some of the results for modeling segregation in dry and wet environments are shown in Fig. 70. 

Powders and granular materials are usually intermediates and the final products in many industries ranging from pharmaceutical 
preparation to manufacturing metallic parts, fertilizers, fodder, ceramic components, and food products [727]. Particle mixing 
mechanisms have been studied for many decades and are shown to be governed by three major mechanisms namely: convection, 
shearing, and diffusion [728,729]. Experimental methods for particle mixing under external driving force could be very difficult 
because of the limitation in such methods to measure particle kinematics and monitoring of collisions accurately at such a scale. 
Computational methods such as DEM alternatively are valuable tools for carrying out such a task and the capability for millions of 
particles has even become a reality now due to the increase in computational power. Particle simulators have been applied for 
simulating the mixing of both cohesive particles and non-cohesive particles in some common industrial mixers such as helical ribbon 
blade mixers [730], tumbling cylinder mixers [731], tumbling cubic mixers, tumbling double cone mixers, V-blender mixer [732], 

Fig. 71. DEM simulation of the flow of spherical particles in the helical ribbon blender: (a) triangular discretization of the boundary surfaces; (b) 
filling step at t = 0 s; and (c–f) position of the particles after 1, 2, 5 and 6 s. From [730]. 

Fig. 70. (a) The effect of a periodic shear on the model shown on the left and the evolution of the pack. As can be seen, larger particles are moving 
upward [720], (b) quasi-2D segregation in a steady flow for a filling system. As can be seen, larger particles (blue) are moving faster [721] (c) flow 
pattern in a hopper with different angles [722], (d) comparison between DEM and continuum techniques for modeling of segregation in a rotating 
drum (the color in the continuum results represents the volumetric concentration of the small/green particles) [723] (e) gravity-driven particle flow 
in a saturated domain [724], and (f) [725]. (g) the initial stage of particles in a granular bed, (h) force chain once agglomeration occurs [726]. 
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paddle or ploughshare blade mixers, vertical high-speed mixers, rising screw mixers, fluidized bed mixers. Helical mixing can be seen 
in Fig. 71. The simulation was carried out with the use of 4,096 spherical particles with a diameter of 8-mm. The rotational speed was 
40 rpm. It required 15 h of CPU time per revolution on an IBMP690 computer in serial mode (old 2005 paper). 

Cleary et al. [733] studied mixing beds of particles with DEM to predict the flow behavior of a peg mixer. A peg mixer is one 
example of a device that uses an agitator to mix a bed of particles. It is commonly used to reduce residence times and thus equipment 
dimensions compared to tumbling blenders and bins. This peg mixer had a 300 mm diameter, 600 mm long cylindrical shell. The 
particles have a coefficient of restitution of 0.3 and a friction coefficient of 0.75. A spring stiffness of 5000 N/m is used. There have also 
been improvements in the size of particles for mixing simulations that can be carried out. Some of these simulations [732,734,735] 
involved the mixing of particles in the range of millimeters, and usually, these tend to ignore interparticle forces since the mass of 
individual particles is much greater. Deng et al [736] used Magnetically assisted impaction mixing (MAIM) using discrete DEM to test 
the effect of the size of non-magnets on the homogeneity with the radius of non-magnets ranging from approximately 100 μm to 79 μm. 
They studied the mixing of cohesive particles under magnetically assisted impaction, which includes the cohesive forces based on the 
JKR model and includes the formation and subsequent mixing of agglomerates. They discovered that smaller magnets and a higher 
mass ratio of magnets and non-magnets will lead to faster homogeneity of mixing. 

Among the separation techniques, the most common method is sieving or screening. Screens are usually used for the separation of 
particulates into different size fractions. These screens could consist of one or more decks that are fitted with screen panels with arrays 
of different hole types which are vibrated at high frequencies to generate accelerations that enable the separation of particles flowing 
over the screen according to size [733]. Screening involves a combination of several variables such as the size distribution of particles, 
interactions between them, particles and screen surface interaction, and other operational parameters on particle motion which makes 
it an intricate process [737]. Hence, investigating this screening process would be better suited at the particle scale. Conducting 
experimental studies, as a result, would be difficult and expensive, especially based on the fact that it is typically difficult to investigate 
such a screening process at the particle scale using existing experimental techniques [738]. 

The use of DEM has been used over time for such particle motion studies as well as for several performance-based optimization 
studies. For example for vibratory screening of rice [739,740]. DEM studies have been implemented by Li et al. [741,742] to inves
tigate the particle motion in the screening process on static meshes or vibrating sieves, in 2D for polydisperse granular systems. Cleary 
and Sawley [743,744] used DEM to simulate the screening process on a screen surface in the vertical vibration direction based on 3D 
spherical models. They analyzed the screening mechanism when particles underwent vibration screening. Jahani et al. [745] modified 
LIGGGHTS, which is a DEM solver, to simulate the effect of several operational parameters on screening both at the industrial and 
laboratory scale using double-deck banana screens. Dong et al. [746] studied the effects of vibration conditions for coal preparation. A 

Fig. 72. Snapshots of the screening processes in DEM simulations with the amplitude of 2 mm, vibration frequency of 16 Hz, and inclination of 18◦

at 1.5 s for. (a), (c) spherical particles, (b), (d) non-spherical particles. (a), (b) are colored by particle velocity (red to blue for high to low speed) and 
(c), (d) are colored by mass (red to blue for coarse to fine). From [738]. 
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large-scale demonstration of the use of DEM for a double-layer banana screening process for iron ore was simulated by Cleary et al. 
[747,748] for a range of accelerations. Screening has also been done circularly vibrating screening model for a combination of both 
spherical and non-spherical particles [738]. The motion of the particles can be seen at different times in the simulation in Fig. 72. 

Coupled models have also been realized for separation processes. SPH and DEM were coupled in a one-way system by Fernandez 
et al. [749]. SPH was used to model the transport of fine particle slurry over and through the double-deck banana screen then later 
combined with DEM to simulate the effects of adding a slurry (water and fine material) to coarse particulates on a double-deck banana 
screen. Li et al. [750] applied CFD-DEM to perform a numerical simulation of material motion on the vibrating screen of the air-and- 
screen cleaning device. The motion of the discrete particles phase was obtained by DEM while the flow of air was simulated by CFD. 
The simulation considered the effect of airflow on a vibration screen. 

3.6. Unsaturated granular materials 

Before starting this section, it should be noted that unsaturated GM refers to those systems where the domain is not fully immersed 
in a fluid, but fluid exists partially. This type of system is totally different from the previously described models where the domain was 
occupied with fluid(s). Aside from this note, different forms of cohesive forces can be found in GM, which include van der Waals forces 
[751], electrostatic forces [752], and capillary forces [753]. Here, the latter force is considered. Most of the GM in the industrial and 
natural environments are associated with a degree of fluid [26,754–757]. The presence of fluid introduces capillary force caused by 
fluid pressure and surface tension [758]. This phenomenon enhances the cohesion of GM and, thus, increases the material strength as 
the capillary force produces an attractive force [759–763]. Characterization of wet GM not only depends on the physical properties of 
such materials (e.g., morphology, density, particle size distribution, roughness, shear rate, …), but also the fluid properties (e.g., 
surface tension, viscosity, …). Eventually, a collection of collisional-frictional/capillary-viscous interactions govern the behaviors of 
wet GM. 

This particular case of the non-fully saturated system results in making liquid bridges between particles, which has been charac
terized and referred to by different names based on the amount of the liquid between the particles [762,764–767]: i) pendular: the 
liquid builds bridges between the particles at the contact points and cohesive forces are transmitted using the bridges, ii) funicular: 
liquid bridges are around the contact points and make a thin film around them. In this case, most of the pores are filled with liquid, but 
there are still some pores left vacant, iii) capillary: the domain is almost filled with liquid. The surface liquid forms menisci and is 

Dry

(iv) Slurry(iii) Capillary(ii) Funicular(i) Pendular

C
ap

illa
ry

 C
oh

es
io

n

Drying

Wetting

(i)
(ii)

(iii)

(iv)

Fig. 73. Schematic representation of different fluid regimes in GM [765,768]. “Sr” represents saturation, and the axes titles are the same for the 
bottom figure as well. 
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drawn back to the pores as its pressure is lower than the gas/air, and iv) slurry: the GM is fully saturated in a liquid and the pressure of 
the liquid is either larger or equal to the air’s, which results in no cohesive force. As can be seen, the amount of liquid affects several 
parameters, such as compressive strength, shear strength, and also the deformation of GM. These cohesive regions are shown in Fig. 73 
graphically and it can be noticed that cohesion occurs for the first three cases mentioned above. Thus, their mechanical characteristics 
will be different. Overall, liquid bridge (pendular), capillary/suction (capillary), or both of such phenomena (funicular) exist in wet 
GM. 

The described capillary bridges are described using their shape and surface geometry, which can be related to the pressure dif
ference between liquid and air and is computed using the Laplace equation. In this equation, the mean curvature of the surface is 
constant. The results of this equation are also verified experimentally [758,769–774]. This equation links pressure difference to the 
shape of the surface using which the normal stress balance at the interface is expressed (the tangential stress is ignored as this is the 
only way a static interface can be made): 

Δp = − γs∇.n  

= − γsHf  

= γs

(
1
R1

+
1
R2

)

, (173) 

where Δp is the Laplace pressure (the difference between the inside and outside pressures), γs is the surface tension, Hf is the mean 
curvature, and R1 and R2 are the principal radii of curvature. This relationship, suction, and saturation, is shown in Fig. 73 wherein 
fluid retention characteristics are not unique and it shows a hysteresis effect when the granular system undergoes drying and wetting 
[775–777]. 

The properties of capillary bridges have been studied experimentally [770,778], numerically [770,779–782], and analytically 
[781]; see Fig. 74. Studying GM in wet environments was started by understanding the pendular liquid bridges between two spherical 
particles, using either a constant liquid volume [758,759,769,774,783–786] or constant suction [770,779]. They also have been 
studied with a larger number of particles at the micro-level, such as DEM [95,759,779,782,787–789]. The results indicate that 
capillary force reduces when the suction increases. At the same time, analytical solutions are also developed in 2D [764,790] and 3D 
[766,772,791] systems for funicular bridges based on the Young-Laplace law. Such methods are mostly based on the toroidal 

Fig. 74. Experimental observations of thin fluid films around particles for wet GM. (a, b, c) from [797], (d) from [798], and (e) from [765] which 
shows a funicular regime. 
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approximation where the capillary bridges are presented using a part of a circle [781,785,792,793]. Alternatively, the interface can be 
presented as an ellipse [786,794,795]. Then, the capillary force can be calculated based on the extracted capillary volume and the 
separation distance. Despite their realistic assumptions and meaning, such solutions are, however, limited to a small number of 
particles, and extending them to large systems is challenging. Conducting experimental modeling, at the same time, is very time- 
demanding, and controlling the boundary conditions and the roughness of particles is difficult [770]. Furthermore, increasing the 
liquid pressure with constant air pressure is not possible as the liquid may be vaporized [796]. 

Due to the versatility of DEM and its application for unsaturated conditions, its formulation for such problems is briefly reviewed. 
Here, it is assumed that a liquid film is covering the particles and, as mentioned earlier, may establish a bridge between them with a 
neck radius of y0 and distance of δn. The Laplace-Young equation can be written as [799]: 

Δp
σ

(
1 + y′2(x)

)3/2
+

1 + y′2(x)

y(x)
− y″(x) = 0, (174) 

where y coordinate represents the liquid bridge across x-axis. 
The final force for a neck radius of y0 should both the surface tension and the liquid–air pressure difference and can be calculated 

using: 

F = 2πy0σ + πy2
0Δp. (175) 

Fig. 75. Fluid representation for a total fluid volume of 3% (1) composed of three structures (a) bridges, (b) trimers, (c) tetrahedral. A zoom-in view 
of the network in (1) is provided in (2) [801]. 
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If the above equation is integrated into DEM, it must be expressed explicitly to represent the geometrical properties and physical 
parameters. Thus, this equation can be rewritten as follows [759,800]: 

F = πσ
̅̅̅̅̅̅̅̅̅̅
R1R2

√
[

C + exp
(

A +
δn

Rmax
+ B

) ]

, (176) 

where Rmax = max{R1, R2} and δn is the distance between the two particles. A, B, and C are also defined as follows: 

A = − 1.1
(
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, (177)  
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+ 0.48, (178)  

C = 0.0018ln
(

V
R3

)

+ 0.078, (179) 

where V is the volume of the bridge and θ is the contact angle. 
Given the above definitions, one can also calculate the distance at which the bridges are broken (rupture distance) [786]: 

drp = 0.05(1 + 0.5[03B8])
(
Vi + Vj

)1/3
, (180) 

where Vi and Vj are the volumes of the initial fluid around each particle. 

Fig. 77. Testing the effect of wettability (θ) and initial packing density (ϕ0) on particle displacement along with four distinct morphological regimes 
produced by the injecting [804]. 

Fig. 76. (a) capillary force f c
n vs. distance between particles for different volumes of fluid Vb. As can be seen, the largest absolute value f0 of f c

n 

depends on 
̅̅̅̅̅̅̅̅̅̅̅
R1R2

√
and weakly on the volume of fluid [787]. (b) the shear stress and shearing distance δl /〈d〉 normalized by the average particle 

diameter 〈d〉 for wet and dry samples under a confining stress [787]. (c, d) the effect of different capillary pressure levels on a sample with a 
confining pressure (10 kPa). The same results for dry samples are also provided to better demonstrate the effect of capillary force. As can be seen, the 
shear strength is larger for the dry sample. Larger fluid volumes result in a higher deviatoric strength [808]. (e, f) comparison between experimental 
and computational modeling for discharge mass rate with different fluid contents where (e) is for dry and 5% of fluid and (f) is for 13% of fluid 
[809]. (g, h) comparison between dry and wet (0.6% pf fluid volume) GM models in terms of bulk friction coefficient (the ratio between shear stress 
to confining stress) and kinetic energy (both the rotational and translational energies) for s sheared GM in geo-systems [810]. 
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Fig. 78. Demonstration of vibration test for achieving a crystalized/ordered state shown in (a). The initial state is also presented in (b) [822]. (c) 
The upper image shows how a disordered GM evolves to an ordered system across different timesteps. In the lower image, the fractional volume can 
be seen, which reduces as time progresses [814]. (d) the process of producing a crystallized GM with time for a spherocylindrical system [91]. 

Fig. 79. Computational modeling of crystallization in a cylindrical hopper with a flat bottom. Here, D is the hopper diameter, d is the particle 
diameter, d0 is the average of particle diameter, D0 is the outlet size, and h(t) is the sell surface height. Besides, νs and νp are rate of the shell, and the 
velocity of potential shell particles, respectively. As can be seen in (a), the averaged surface height is changing linearly with time. There is also a 
linear relationship between νs and νp. One of the simulations is shown in (c) where the developed shell at the top of the hopper is visualized [828]. 
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In a separate study [801], the liquid between particles is represented by films [802] on the grain surface and coupled with Contact 
Dynamics [803] using which the capillary forces produced by the liquid are transferred to particles. Besides, they also studied how 
macroscopic deformation can affect the liquid distribution at the microscale. The liquid phase is modeled using a Delaunay trian
gulation which can be interpreted as a pore-throat network where the pore space in each tetrahedral generated by triangulation is 
considered as pore while its connection with the surrounding pores is considered as throat. Thus, the liquid is represented in three 
forms of bridges, menisci, and pore bodies. One example is shown in Fig. 75. In this method, the capillary force between two particles is 
calculated using: 

Fij = − Fji = eij ⋅
2πRγcos[03B8]

1 + 0.5Sij
̅̅̅̅̅̅̅̅̅
R/V

√
+ 2.5δ2

ijR
/

V
. (181) 

When a small amount of liquid is included in the granular system, very distinct behaviors from the dry models are reported. 
Furthermore, wet GM is also sensitive to many other factors, such as the distance between the particles, water content, etc. For 
example, the relationship between the capillary force and the distance between the particles for different liquid volumes is shown in 
Fig. 76. In a separate study, the effect of wettability and capillarity on fluid-induced deformation was studied where four different fluid 
invasion regimes were identified [804–807]. They also have shown how a fracture in granular systems can be initiated from a jamming 
state. These results are demonstrated in Fig. 77. 

3.7. Crystallization 

Crystallization often refers to the process of chemical sedimentation in porous media while this subject is interpreted differently in 
GM, and it implies the way ordered materials can be produced using shear, vibration, mixing, and flow [811–815]. The internal 
structure of GM can greatly affect the rheology of such systems and, thus, it is very important to characterize the internal particle 

Fig. 80. (a) SEM image of coating representing the coating layer and its thickness [841], and (b) coating with suspension in a spray fluidized 
bed [840]. 
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motion and their arrangements. The order of GM and their alignment has been studied in various cases of shearing, vibration, and 
twisting in GM [812,813,816–818]. In this process, the shape of particles and also the domain can control the crystallization. For 
instance, spherocylindrical particles show vertical crystallization. Crystallization of GM due to shearing and vibration has been re
ported widely by studying the volume fraction and it has been shown that particle–particle friction is an important parameter con
trolling the ordering degree [814,817,819–822]. One such result is shown in Fig. 78. 

Generally, the available studies are conducted both computationally and experimentally. Some of the experimental results are 
shown in Fig. 79. For example, it has been observed that increasing the roughness of walls in a granular system can boost the thickness 
of the shear zone around the walls. This observation was made using X-ray and electrical capacitance tomography [823,824]. The 
modeling of crystallization is similar to the previously described methods for grain-scale techniques, such as DEM and Monte Carlo 
methods. DEM has also been used to study how the roughness of walls can lead to a transition to crystallization and, consequently, 
smaller discharge [825–828]. A similar computation was conducted to study the effect of particle frictions on flow rate [829]. 

3.8. Particle coating 

The definition of particle coating is that a thin layer of fluid or guest particles is attached to host or core particles [830]. The particle 
coating process can alter the surface physical/chemical properties and/or functionality of host particles [831]. There are many 
purposes for particle coating, such as to improve powder flowability, to protect unstable/reactive substances from surroundings (air, 
oxidation), and to enhance the abrasion resistance or compressibility of host particles. Generally, particle coating techniques are 
classified into two categories: wet particle coating and solvent-less particle coating [832]. For instance, one must keep the coating 
thickness very thin while avoiding cracks in pharmaceutical applications.  

(i) Wet particle coating: Wet particle coating can be divided into the solvent coating and aqueous coating. A typical operation of 
solvent coating can be achieved as follows: first, coating polymers, pigments, and excipients are dissolved into an organic 
solvent to form a coating solution; second, the coating solution is sprayed onto the surface of target dosage forms; a smooth and 
uniform coating filming is finally formed after evaporating the organic solvent. It should be noticed that the disadvantages of 
toxicity and environmental concerns due to the presence of organic solvents impede the applications of solvent coating. 
Aqueous coating, which replaces organic solvents with water, is a preferred approach over solvent coating. With water-soluble 
coating polymers, the operations for the aqueous coating are the same as the organic solvent coating. However, when it comes to 
water-insoluble coating polymers, the processes are more complicated: first, coating polymers, pigments, and excipients are 
ground into fine powders, which are further mixed together; second, the mixed fine powders are dispersed into water to form a 
coating suspension, which is then sprayed onto the surface of target dosage forms; the third, evaporating process is done to form 
dry particle surface; finally, the mentioned three steps are repeatedly conducted until a homogeneous coating film is formed. 
Although there are no toxicity or environmental concerns in the aqueous coating, the limitations of evaporation difficulty, 
higher energy consumption, and inappropriate coating for moisture-sensitive drugs obstruct the wide applications of aqueous 
coating for modern industries. 

Fig. 81. Coupled CFD-DEM-Monte Carlo simulation for coating of particles in a Wurster fluidized bed, (b) cumulative distributions of thickness on a 
particle by considering the cohesion force for different property value populations [859]. 
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(ii) Solvent-less particle coating: There are relevant solvent/aqueous coating technologies, such as microencapsulation, fluidized 
bed coating techniques, solvent evaporation, coacervation, phase separation techniques, spray drying, interfacial polymeri
zation, and pan coating. As mentioned above, the disadvantages of the solvent and aqueous coating are obvious, like high cost, 
residue and toxicity of organic solvent, high energy consumption, and drug degradation due to involved water. Solvent-less 
technologies have been developed to overcome the disadvantages associated with the use of solvent/water coatings. There 
are several modern solvent-less coating methods: photocurable coating, compression coating, hot-melt coating, magnetically 
assisted impaction coating, powder/dry coating, and supercritical fluid coating. 

Particle coating is often achieved using a fluidized bed and rotating drum for large-scale systems [833]. For example, the Wurster 
fluidized bed is one of the common ways to perform coating in pharmaceutical applications [834–837]. In this method, a gas is injected 
through the Wurster tube, and the particles are wetted/coated by spraying droplets. The particles are eventually collected when they 
reach the outer bed region. The drying level of the injected fluid can be adjusted to control the coating process [838,839]. The per
formance of coating can be examined by evaluating different factors, such as the coating of each individual particle, the overall coating 
for the system, and the thickness of the coating as well as the porosity and moisture of the coating [840]. One can evaluate these 
variables using experimental methods like near-infrared and Raman spectroscopy, X-ray, confocal laser scanning microscopy, and also 
terahertz pulsed imaging. Some of these results are shown in Fig. 80. 

In addition to experimental modeling, various computational simulations were also carried out. They are mostly based on CFD- 
DEM using which the behaviors of fluid and particles can be characterized reasonably and can integrate the effects of heat, mass 
transfer, the shape of particles (to some degree), and cohesion forces. For example, CFD-DEM is used to study the residence time 
distributions in different locations of coating systems [426,842–845]. CFD-DEM simulations must be conducted more carefully in the 
sense that one should consider several factors such that the injected fluid must appear as a droplet. Besides, the induced shear from the 

Fig. 82. (a) Particles are individually colored by deposited volume, which is proportional to coating height over the sphere. The spray particles are 
shown as black points and are not to scale. The three panels show (a) the entire system, (b) a sub-section showing individual particle coating 
distributions, and (c) coating distributions over four individual particles [424]. 
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fluid injection, surface tension, aggregation [846,847], breakage [848,849], droplet solidification [847,850], and also the viscosity 
force of the fluid all should be included [424,830,851–855]. One such method is shown in Fig. 81. In each Monte Carlo loop, one 
droplet is added to each particle and the new particle diameter is fed to the CFD-DEM solver which passes through another loop, and 
the updated information will be transferred back to the Monte Carlo model. For this aim, the surface of each particle is divided into 
smaller regions with a similar area on which the droplets can be placed [856–858]. A similar result of computational modeling for 
particle coating is shown in Fig. 82. 

3.9. Particle swelling 

Swelling of porous media, and in particular GM, can be found in natural and industrial fields, such as papers, polymer, biological 
tissues, clay, and also the food industry [860–864]. Characterization of swelling requires considering both the fluid and solid in the 
system and how they interact with each other, which can include chemical reactions as well [865,866]. Swelling occurs due to fluid 
absorption in a solid, which results in expanding the volume of the solid [867]. An example of swelling GM is Super Absorbent 
Polymers which are composed of long hydrophilic polymer chains that can be banded with water [868]. In these materials, particle size 
affects the swelling rate, which is often angular at an industrial scale [869]. As such, such particles represent a larger surface-to-volume 
ratio, and their motion is limited to the irregularity of the shape. A similar example can also be found in geo-materials where due to 
humidification/drying the particles can swell/shrink [870]. In some cases, this can induce radial (or orthoradial) tensile which in
creases with time. Swelling in GM has been observed experimentally and simulated computationally. Some of the experimental results 
are shown in Fig. 83. 

Swelling is also studied computationally but not extensively. One of the solutions for implementing the swelling effect is through 
coupling DEM and a fluid solver, such as Pore Finite Volume (PFV) [868]. In this method, based on the mass of absorbed fluid mf

i and 
particle’s in its dry condition ms

i , the absorption ratio Qabs
i [− ] is defined for each particle: 

Qabs
i =

mf
i + ms

i

ms
i

=
(ri)

3ρf

(r0
i )

3ρs

−
ρf

ρs
+ 1, (182) 

where r0
i is the radius of the particle in dry conditions. Note that the density of particles can gradually become one of the fluids. It is 

also assumed that the maximum value of Qabs
i is known and constant, which can be defined experimentally. For their particular 

application, they assumed that the swelling rate is governed by the diffusion of fluid into the particles: 

dQabs
i

dt
= Ki

(
Qmax − Qabs

i

Qabs
i

)

, (183)  

Ki =
3Dri

(r0
i )

3, (184) 

Fig. 83. Monomer-swollen particles swelling after 30 min for different weight percentages (wt%). (a) 0 wt%, (c) 3 wt%, and (e) 3.5 wt% and also 
similar results after 6 h for (b) 0 wt%, (d) 3 wt%, and (f) 3.5 wt% [871]. (g) sodium polyacrylate particle swelling [872]. (h) swelling mechanism of 
magnesium oxide granules during hydration [873]. 
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where D is the diffusion coefficient. This equation can be reformed as a derivative of radius based on time: 

dri

dt
=

D
ri

ρs

ρf

(
Qmax − Qabs

i (ri)

Qabs
i (ri)

)

. (185) 

The absorption process is implemented by enlarging the particles size and defining a growth factor as follows: 

f =
rt+Δt

rt = 1 +
Δt
rt

dr
dt

, (186) 

where rt+Δt is the radius at time t +Δt and dr
dt = rt+Δt − rt

Δt . This phenomenon, namely changing the sizes, will result in changing the 
particle’s properties, such as stiffness in both normal and tangential directions. Similarly, the mass and rotational inertia will also 
change: 

Mt+Δt
i = Mt

i .f
3, (187)  

It+Δt
i = It

i.f
5. (189) 

As mentioned, the absorption process can also affect the stiffness, which can be expressed by decreasing the Young’s and shear 
moduli. Thus, the shear modulus of a particle can be written as: 

Gi =
β
̅̅̅̅̅̅̅̅̅
Qabs

i
3

√ , (190) 

where β is defined using 
(
Qabs, G

)
. Then, Young’s modulus can also be updated: 

Ei = 2Gi(1 + νi). (191) 

One can couple the above equations with a fluid solver, such as PFV, using which the swelling and other displacements can be 

Fig. 84. (a) Particle size evolution for GM with different initial radius sizes. The experimental and computational results are shown in symbols and 
solid lines, respectively. (b) demonstrating the evolution of sample height [868]. (c) tensile and (d) compression normal forces produced during the 
swelling of a single particle in an assembly of granular particles [876]. 
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calculated. To do so, a swelling rate can be assigned to each particle. Using the amount of fluid that goes in and out of a pore and also 
the rate of fluid absorption qabs

I , the change of pore volume, which is a combination of the motion of particles dVI
dt

⃒
⃒
relmov and swelling 

dVI
dt

⃒
⃒
abs, can be balanced [874]: 

dVI

dt

⃒
⃒
⃒
⃒

relmov
+

dVI

dt

⃒
⃒
⃒
⃒

abs
=

∑4

J=1
qIJ − qabs

I . (192) 

Here, the absorption is limited to four surrounding particles. If the density of the fluid is assumed to not change, then, dVI
dt

⃒
⃒
abs = − qabs

I .

Thus, the pressure only needs to be solved using: 

dVI

dt

⃒
⃒
⃒
⃒

relmov
=

∑4

J=1
qIJ . (193) 

As can be seen in Fig. 84, the obtained computational results are in agreement with those produced using experimental modeling. 
Besides, the swelling effect, manifested by an increase in the radius size, is also demonstrated. Similar results for a 2D model wherein 
only one particle is swollen are also presented in the same figure. It is also observed that swelling can change the capillary in GM as well 
[875]. 

3.10. Cell-Scale biological flows 

The fact that red blood cells (RBCs) occupy 45% of the volume of blood determines that blood flow behavior strongly depends on 
the dynamics of RBCs, such as their deformation and orientation. The dynamics of RBCs is controlled by their rheological properties, 
such as internal viscosity and cytoskeleton elasticity [877–881]. The viscoelasticity, microenvironment, systemic disturbances as well 
as dynamic states, such as steady tank-treading, swinging, and unsteady tumbling contribute to the rheological properties [882]. It is 
therefore interesting to investigate the dynamics of RBCs under various rheological properties and how the dynamics of RBCs affects 
their rheological properties in turn. An example of the existing cells is shown in Fig. 85. A complex vessel network is also presented in 

Fig. 85. (a) Red and white blood cells and platelets [883], (b) red blood cells in a microfluidic device [884], and (c) microvasculature scan of a 
mouse brain [885]. 

Fig. 86. Demonstration of blood cells along with an approximate size [893].  
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the same figure. As can be seen, the cells are quite complex and with irregular morphologies. 
In addition to experimental works, there are already many numerical studies to simulate the flow behavior of RBCs [886–889]. One 

example of computational red blood cells is shown in Fig. 86. Skalak et al. computationally simulated the flow behavior of Newtonian 
blood fluid with the assumption of red cells being axisymmetrically located in a circular tube with no change in their biconcave disk 
shape. They found that the apparent viscosity was greatly determined by the ratio of the diameter of the red cells to the capillary 
diameter. The apparent viscosity was linear to low hematocrits while the relationship deviated from the linearity at high hematocrits 
due to the effect of trapping fluid [890]. Tözeren and Skalak theoretically investigated the steady incompressible suspension flow with 
elastic spheres through a circular cylindrical tube. They proved that there was little deformation in axisymmetrically distributed elastic 
spheres in the flow process. With the closely fitting spheres, the flow behavior of the incompressible suspension was strongly controlled 
by the shear modulus of the elastic spheres and their velocity [891]. Schmid-Schönbein et al. studied the distribution of blood cells 
with numerical analysis based on a mathematical form consisting of a linear form and Fourier series. The results of network 
computation showed that the distribution of blood cells would be nonuniform, which was the result of the relation between the cell flux 
and the nonlinear bulk flow into the daughter’s vessels. The alteration of flow distribution simultaneously led to the redistribution of 
blood cells, which was counteracted by the effect of an additional pressure drop of each blood cell [892]. 

Fig. 87. (a) initial distribution of blood cells along with nanoscale particles, (b) flow distribution around the cells and particles, and how larger cells 
experience deformation [926]. 
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Using a single method for covering all the possible variations in cell systems is not practical and, thus, one must calibrate and 
customize methods for specific behaviors. For modeling of the cells, considered as particles, continuum methods [886,894–896] and 
discrete modeling have been used [889,897–904]. One of the main differences between such granular systems with those that have 
been reviewed to this point is the expected large deformations of cells. This problem becomes more critical when blood flow is tur
bulent. Another issue is the fact that the viscoelastic nature of the membrane in the cells requires using some restrictions for time 
integration [886,905–908]. Furthermore, blood cells move very close to each other and have a very tight interaction, which in some 
cases may result in aggregation and complex force transmissions. In a more precise way, other important physics, such as thermal 
fluctuations, the effect of macromolecules, and glycocalyx coating should be included to achieve more accurate and representative 
simulations. On the fluid/blood flow side, one can use a variety of methods as discussed in the previous sections, such as meshfree 
methods [904,909–915], mesh-based techniques [886,906,908,916–921], hybrid methods [917,922], and also stochastic methods 
[889,902,923–925]. An example of cell deformation and translation is shown in Fig. 87. 

The concept of GM has recently been used in tissue engineering as well [927]. In one such application, hydrogels, due to their 
tissue-like characteristics, are used. Biological tissues manifest complex dynamic and multiscale behaviors but mimicking the full 
functionality of natural tissues in the synthetic samples is difficult. However, hydrogels, as a granular system, can be used to produce a 
tissue with strain-stiffness behavior, while it shows anisotropy, mechanochemistry, self-healing, and also programmability. The 
complexity and multiscale nature of these tissues and also their appearance as a granular system are all shown in Fig. 88. 

3.11. Colloidal systems 

A Colloid is defined as a mixture of a dispersed and insoluble set of particles that are floating in another substance. These complex 
systems have been studied extensively due to their importance for both scientific and industrial research [928]. These particles can be 
very different in size when occurred in gas (e.g., aerosols), solid, or liquid [929,930]. In this review paper, however, the focus will be 
on solid particles dispersed in a liquid wherein understanding the rheological properties to conduct optimized manufacturing is 
crucial. In terms of scale, the emphasis will be on particles larger than molecular dimension and small enough to observe colloidal 
forces and thermal variability ( 0.1 − 2μm). This range of size can be found in a variety of applications, such as liquid-gel production, 
proteins in liquid environments [931], drug delivery [932], battery [933], rheological characteristics [934,935], subsurface energy 
[936], clay sediments [937,938], blood cells and biological systems [880,923,939–941], and nanotechnology [942,943]. An example 
of a colloidal system in the presence of clogging is shown in Fig. 89. 

Various experimental methods, such as scattering methods (X-ray, neutron, and laser) [945–948], pulsed-field-gradient nuclear 
magnetic resonance [949,950], confocal microscopy [951–954], rheology techniques [930,955–957], and fluorescence recovery after 
photobleaching, have been used to observe the behaviors of colloidal systems. These methods, as discussed in other sections, cannot 
provide the dynamics of each individual particle and, thus, interpreting the results is not straightforward. On the other hand, 

Fig. 88. Granular tissue materials [927].  
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computational methods have been used widely with more detailed information about the behavior of colloidal systems. Most of the 
utilized methods are similar to those discussed earlier with some additional techniques developed for these problems in the sense that 
they are either particle-based (Lagrangian) or explicit (the solvent is considered as a separate phase)/implicit (colloid-colloid in
teractions). For instance, LBM [915,958–960], Eulerian methods [961], FEM, FDM, VOF, and boundary element method have all been 
used widely for the modeling of such systems [962–966]. It should be noted that the meshless methods (e.g., SPH, FPM, …), as all 
described before, have not been used extensively for colloidal problems. Among them, however, DEM is used broadly. Aside from these 
methods, there are various other methods that are popular for modeling colloidal systems. These methods include Fast Lubrication 
Dynamics (FLD) based on Stokesian dynamics [967–970], multi-particle collision dynamics [971–973], and dissipative particle dy
namics [974]. 

Characterization of colloidal models was studied extensively by Derjahuin and Landau [975], and also Verwey and Overbeek 
[976], which eventually resulted in the Derjaguin–Landau–Verwey–Overbeek (DLVO) theory. The DLVO theory can explain the 
colloidal stability using which the colloidal particles and their behaviors can be characterized. This method was later extended to deal 
with multi-particle systems [977–979]. In this paper, we briefly review the DLVO algorithm within the DEM framework. Given this, 
Newton’s equations of motion for particle i can be presented by: 

mi
dvi

dt
=

∑

j
f c
ij +

∑

k
f nc
ij + f f − p

ij + f g
ij , (194)  

Ii
dωi

dt
=

∑

j
Tij. (195) 

where the first equation presents the transitional motion of particle i with the mass of mi and transitional velocity (vi), which has 
contact force (f c

ij) with particle j as a collision occurs. Besides, particle i has non-contact force (fnc
ij ) exerting from particle k, which in this 

project it refers to DLVO forces as they are considered as non-contact forces. The effect of fluid and gravity are also considered in fluid- 
particle force (f f − p

ij ) and gravitational force (f g
ij), respectively. In the second equation, the rotational motion of the particle i when it has 

a collision with particle j is presented. Here, Ii and ωi are rotational inertia and velocity, respectively. Tij is the torque acting on particle i 
because of the collision with either wall boundaries or particle j. 

The total contact force ( f
→c

ij) has three components, tangential ( f
→t

ij), normal force ( f
→n

ij), and the DLVO forces ( f
→DLVO

ij ): 

f
→c

ij = f
→n

ij
+ f

→t

ij + f
→DLVO

ij . (196) 

To make the above equations suitable for the purpose of calculating the forces and displacements between particles, Hooke’s model 
can be used: 

f
→n

ij = −

(

knδ u→n + αn

(

v→ij. u→n

)

u→n

)

, (197)  

δ = ri + rj − R, (198) 

where R is the distance between particles’ centers. This equation shows the force in the normal direction, where kn is the normal 
spring stiffness, δ is particles overlap, u→n is the unit vector of normal force, αn is normal damping, and v→ij is the relative velocity of in- 
contact particles i and j. Also, the tangential shear force is applied when particles have collisions with each other. To determine the 
tangential force, the Coulomb friction can be used: 

f
→t

ij = min
{(

− ktδ + αt

(

v→ij × u→n

)

× u→n

)

, μ
⃒
⃒
⃒
⃒ f
→n

ij

⃒
⃒
⃒
⃒ u→t

}

, (199) 

where kt is tangential spring’s stiffness, αt and μ are tangential damping and friction coefficients, respectively, and u→t is the unit 
vector of tangential force. 

Fig. 89. Colloidal transportation and aggregation resulting in clog formation. The images are recorded at 3, 5, 10, and 36 min [944].  
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Aside from the above forces, the DLVO forces can be added to those particles that are in contact or close enough (R ≤ rcutoff ). 
Therefore, the DLVO forces should be considered in both in-contact and non-contact cases. The DLVO forces contain two forces, the van 
der Waals and the Electric Double Layers, in which the former is an attractive force while the latter is a repulsive force. Formulations 
for both in-contact and non-contact DLVO forces are the same. 

The van der Waals force on particle i is given by [980]: 

f
→

vdW = −
Aλr(λ + 22.22h)

6h2(λ + 11.11h)
2 êy +

∑N

j=1
−

Ajλr
(
λ + 22.22hj

)

6hj
2(

λ + 11.11hj
)2 êij, (200) 

where A and Aj are the Hamaker constants for particle–wall and particle–particle, respectively, λ is London retardation wavelength, 
r is particle radius, and h and hj are particle–wall and particles i and j separation distance, respectively. Also, ̂ey is the unit vector which 
is perpendicular to the wall, and êij is the normal unit vector between two particles. 

Furthermore, the Electric Double Layer (EDL) force on particle i can be calculated using [980]: 

f
→

EDL = 32πεκr
(

kT
e

)2
{

2γpγwexp( − κh)êy + γp
2

∑N

j=1
exp( − κh)êij

}

, (201) 

where 

γp = tanh
(ηeζp

4KT

)
, (202)  

γp = tanh
(ηeζw

4KT

)
, (203) 

wherein ε is medium’s permittivity, kT is the thermal energy, e is the fundamental electronic charge, η is the valency of the 
symmetric electrolyte, and ζp and ζw are particle and wall zeta (surface) potentials, respectively. κ (Debye parameter) is the inverse of 
EDL thickness and is described as: 

κ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2η2e2n∞

εkT

√

, (204) 

where n∞ is the bulk ionic concentration. An example is shown in Fig. 90 in which different forces in a colloidal system are 
demonstrated. A comprehensive comparison between various methods for colloidal systems can be found elsewhere [928]. 

Fig. 90. Multiscale features in a polydisperse colloidal system where a combination of silica particles (90, 20, 3, and 0.4 μm) and silica nano
particles (20 nm) can be observed (A-D). The effect of the capillary force in keeping the particles together is shown in (E). By dehydrating the surface 
of particles, the van der Waals (vdW) attraction between particles becomes more pronounced. A comparison of the potential energy for two particles 
with a size of 20 nm is also shown in (F) [981]. 

P. Tahmasebi                                                                                                                                                                                                           



Progress in Materials Science 138 (2023) 101157

98

4. Outlook and further discussion 

Despite all the discussed topics and progresses, there are many topics in GM that still cannot be explained. One of the future paths 
that can be followed is extending the application of GM to more problems using which predictive models can be constructed. This 
progress requires developing multiphysics and realistic models implemented in an efficient framework to make such algorithms 
feasible and practical. At the same time, the available methods for GM are often developed for a limited class of modeling. For example, 
the quasi-static condition can only be found in rare and ideal cases. In this review paper, we extensively reviewed the fluid-like and 
solid-like characteristics of GM, but the gas-like was not discussed greatly due to a lack of development in this field. GM, indeed, can be 
thought of as gas when the free space is significant. These behaviors are well understood at a small scale, but their statistical modeling 
still requires more research. One of the interesting features of this particular state is the effect of small perturbation which can cause 
severe homogenization in the system. Similarly, the effects of fluid in GM are either not fully considered or a significant simplification 
has been considered. The non-adhesion assumption is one such generalization. Furthermore, granular flows and GM are often found in 
dense and multiphysics environments, such as hoppers, geo-materials, and batteries, and, thus, including the effect of fluid is critical. 

Another important topic that requires more attention is a better connection between the microscopic and macroscopic properties 
and the existing forces. This connection can be made through the stress tensor. A particle, with complex morphology, represents a very 
complex force distribution which is averaged to calculate the stress. Thus, this procedure may not represent the original complexity 
associated with the force distribution. This problem becomes more important when the stress field is estimated using the continuum 
scale methods. GM, due to their multiscale nature, have been characterized extensively at distinct scales but their connection is what 
still requires further research and experiment. Probably, understanding the force chain through which the grains are connected to their 
bulk behaviors, in the presence of the above complexities, can help to better understand such materials. The force chain itself, as a 
separate topic, is one of the current and future challenges in GM which still requires more research on conducting accurate and time- 
resolved experiments in 3D. This problem, as mentioned earlier, has been studied using various experimental techniques in 2D systems 
but they are very different from actual GM samples in 3D. Studying the force chain in 3D can help with stick–slip and intermittent flow, 
GM flows, identifying hot spots in terms of stress concentration, and how creep flows occur in natural environments. More advanced 
imaging and data collection equipment need to be developed to provide 3D images at the sub-second resolution if an accurate picture 
of the force chain is demanded. 

Natural and synthetic particles are mostly irregular with a wide range of size distribution as well as different compositions, 
roughness, and stiffness. Such particles, as discussed, are often considered spherical or multispherical objects. This approach might 
work for particles with smooth surfaces. This approach does not, however, reproduce the behavior of particles with sharp edges and 
very angular morphology, which are widely available in nature [437]. Further investigation is required to bring this important physical 
characteristic into the current computational methods. Some of these methods were reviewed in this paper, but their applications are 
limited to small granular systems and are often used to inform the constitutive models. One must carefully convey all the contact 
points, which can be multiple points in irregular morphologies, to the surrounding particles. Their applications can be more 
complicated and computationally expensive when other important physics (e.g., fluid, heat, …) is deemed to be integrated. More 
research is also needed when a low volume of fluid is accompanied by irregular particles. Evaluating the capillary forces can be 
challenging in this case since one must carefully consider the effect of a multiphase fluid system, which results in a three-phase system 
(particle, fluid, and gas/air). 

Many sophisticated experimental methods for observing the behavior of GM in dry and wet conditions and various scales were 
reviewed. More precise experiments for studying time-lapsed particle tracking and connecting them to macroscopic behaviors are 
required. For example, we have a clear picture of the breaking of particles, but it will be more informative to continuously follow the 
particles from the onset of stress buildup and full breakage. By linking this observation to the relevant computational modeling 
described above one can expect to paint a more accurate picture of force chain, particle morphology, breakage, and other important 
physics. Such experiments allow us to better understand the flow regimes between quasi-static and rapid flows. In fact, more work is 
needed to understand the rheophysics of GM and connect the macroscopic behaviors to microscopic complexities. This can be extended 
to jamming as well. All such experiments, which can be referred to as 4D tests, conducted in multiphysics environments (e.g., THMC) 
can provide invaluable insight into the GM. Overall, the rich knowledge in GM can be extended to other problems related to climate 
change and also environmental modelings, such as ice rubbing, ground deformations/earthquakes, and infrastructure management for 
urban and city environments. 

By increasing the resolution of computational and experimental modeling, we will be dealing with large datasets which require 
advanced data mining techniques to extract meaningful patterns and features from them. Some research has been conducted, for 
example, to extract the trends and patterns from the contact networks or other physical properties [982–987]. These methods aim to 
connect the structural topology, mechanics, and solid architecture to provide insights into the physical and mechanical properties. 
Recently, machine learning and deep-layered models have also been used to estimate the flow and physical properties of complex GM 
[988–992]. These methods still need further research to deal with complex 3D and dynamic properties. Furthermore, machine learning 
techniques can be applied to predict the behaviors of GM such as their flowability, jamming transition, and also deformation under 
different viscous conditions. Such a method can also be used to design GM with specific properties (e.g., strength, and thermal con
ductivity). Alternatively, one can optimize the processes associated with GM (e.g., packing, mixing, and compaction). Aside from the 
above future work, machine learning can still be used to analyze the images collected during different experiments and sensor data to 
dynamically monitor the behaviors of GM in real-time. 

In terms of applications, more work is needed to better optimize binder jetting where a powder bed is selectively bonded by a liquid 
binder in 3D printing. For example, one can develop a more efficient method for tailoring powder packing density so that 3D printing 
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can be improved with respect to enhancing the quality and reducing the defects. Furthermore, advanced ceramic parts with controlled 
porosity can be produced for applications in bone implants and filters. In a similar line, novel granular particles with higher strength 
and thermal conductivity can also be built for 3D printing applications. Eventually, complex metal structures can be produced in 
binder jetting with higher accuracy for applications such as aerospace and biomedical devices. 

Another field that can benefit from GM is additive manufacturing, in particular selective laser sintering/melting (SLS/SLM) where a 
laser is used to selectively melt or sinter GM to create customized pharmaceuticals with accurate dosages and release rates. GM can also 
be used to fabricate complex metal parts such as titanium and aluminum or make new composite materials such as ceramic and 
polymers for electronic and energy applications. In this broad and new field, GM can be used extensively for printing multi-material 
whereas the current methods are limited to a single type of material. Furthermore, one can explore sustainable and biodegradable 
materials (e.g., cellulose and lignin) for building new materials. At the same time, new in-situ imaging techniques can be developed for 
GM in these applications. It should also be noted that we still need more advanced modeling techniques to simulate the interactions 
between GM and the printing process in particular when complex multiscale printing is used. 

GM also plays a significant role in solid-state batteries for making high-energy–density storage systems. GM with tailored mor
phologies and surface chemistries can be designed to improve interfacial contact and facilitate ion transport. Thus, some techniques 
developed in GM can potentially be used in this area as well. One example can be integrating the strength of machine learning methods 
and GM properties and morphologies to predict and screen the performance of solid-state batteries. Furthermore, the reviewed 
concepts in this paper for large-scale GM can be used to scale-up and manufacture large-scale solid-state batteries with high perfor
mance and low cost. As can be seen, many of the concepts and findings in GM can be used directly in such applications. 
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[241] Oñate E, Idelsohn SR, Del PF, Aubry R. The particle finite element method — an overview. Int J Comput Methods 2012;01:267–307. https://doi.org/10.1142/ 
S0219876204000204. 

[242] EdelsbrunnerHerbert PM. Three-dimensional alpha shapes ACM Trans Graph 1994;13:43–72. https://doi.org/10.1145/174462.156635. 
[243] Koshizuka S, Oka Y. Moving-Particle Semi-Implicit Method for Fragmentation of Incompressible Fluid. Https://DoiOrg/1013182/NSE96-A24205 2017;123: 

421–34. https://doi.org/10.13182/NSE96-A24205. 
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[249] Larese A, Rossi R, Oñate E, Idelsohn SR. Validation of the particle finite element method (PFEM) for simulation of free surface flows. Eng Comput (Swansea, 

Wales) 2008;25:385–425. https://doi.org/10.1108/02644400810874976. 
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[253] Idelsohn S, Mier-Torrecilla M, Oñate E. Multi-fluid flows with the Particle Finite Element Method. Comput Methods Appl Mech Eng 2009;198:2750–67. 

https://doi.org/10.1016/J.CMA.2009.04.002. 
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[320] Oñate E, Idelsohn S, Zienkiewicz OC, Taylor RL, Sacco C. A stabilized finite point method for analysis of fluid mechanics problems. Comput Methods Appl 

Mech Eng 1996;139:315–46. 
[321] Monaghan JJ. An introduction to SPH. Comput Phys Commun 1988;48:89–96. 
[322] Libersky LD, Petschek AG, Carney TC, Hipp JR, Allahdadi FA. High strain lagrangian hydrodynamics a three-dimensional SPH code for dynamic material 

response. J Comput Phys 1993;109:67–75. 
[323] Johnson GR, Stryk RA, Beissel SR. SPH for high velocity impact computations. Comput Methods Appl Mech Eng 1996;139:347–73. 
[324] Randles PW, Libersky LD. Smoothed particle hydrodynamics: Some recent improvements and applications. Comput Methods Appl Mech Eng 1996;139: 

375–408. 
[325] Liu WK, Jun S, Li S, Adee J, Belytschko T. Reproducing kernel particle methods for structural dynamics. Int J Numer Methods Eng 1995;38:1655–79. https:// 

doi.org/10.1002/NME.1620381005. 
[326] Chen JS, Pan C, Wu CT, Liu WK. Reproducing Kernel Particle Methods for large deformation analysis of non-linear structures. Comput Methods Appl Mech Eng 

1996;139:195–227. 

P. Tahmasebi                                                                                                                                                                                                           

http://refhub.elsevier.com/S0079-6425(23)00089-0/h1410
http://refhub.elsevier.com/S0079-6425(23)00089-0/h1410
https://doi.org/10.1002/NAG.688
https://doi.org/10.1002/NAG.2253
https://doi.org/10.1016/J.MECHRESCOM.2016.01.014
https://doi.org/10.1016/J.MECHRESCOM.2016.01.014
https://doi.org/10.1007/S10346-016-0681-Y
https://doi.org/10.1002/(SICI)1097-0207(19981115)43:5
https://doi.org/10.1002/(SICI)1097-0207(19981115)43:5
https://doi.org/10.1680/geot.1979.29.1.47
https://doi.org/10.3390/pharmaceutics11080414
https://doi.org/10.1061/(ASCE)EM.1943-7889.0001772
http://refhub.elsevier.com/S0079-6425(23)00089-0/h1455
http://refhub.elsevier.com/S0079-6425(23)00089-0/h1460
https://doi.org/10.1016/S0167-6636(98)00064-7
https://doi.org/10.1016/j.ces.2003.09.037
http://refhub.elsevier.com/S0079-6425(23)00089-0/h1475
https://doi.org/10.1016/j.ijggc.2018.12.014
https://doi.org/10.1016/j.powtec.2010.09.030
https://doi.org/10.1016/j.powtec.2010.09.030
https://doi.org/10.1103/PhysRev.159.98
https://doi.org/10.1103/PhysRev.159.98
https://doi.org/10.1007/S10035-008-0099-X
https://doi.org/10.1016/J.PARTIC.2014.04.013
https://doi.org/10.1016/J.PARTIC.2014.04.013
https://doi.org/10.1016/J.CES.2008.08.006
https://doi.org/10.1016/j.powtec.2013.02.003
https://doi.org/10.1016/j.powtec.2013.02.003
https://doi.org/10.1016/J.IJGGC.2018.07.018
https://doi.org/10.1016/J.IJGGC.2018.07.018
https://doi.org/10.1016/j.enggeo.2019.105151
https://doi.org/10.1007/s11242-019-01291-1
https://doi.org/10.1007/s11242-019-01291-1
http://refhub.elsevier.com/S0079-6425(23)00089-0/h1535
https://doi.org/10.1016/0032-5910(92)88030-L
https://doi.org/10.1016/0032-5910(93)85010-7
https://doi.org/10.1016/0032-5910(93)85010-7
https://doi.org/10.1061/(ASCE)0733-9399(1998)124:3(285)
https://doi.org/10.1061/(ASCE)0733-9399(1998)124:3(285)
https://doi.org/10.1680/geot.2000.50.1.43
https://doi.org/10.1680/geot.2000.50.1.43
https://doi.org/10.1016/j.ijrmms.2012.02.009
https://doi.org/10.1002/nag.2203
https://doi.org/10.1016/j.jmps.2016.02.021
https://doi.org/10.1177/1056789517690915
https://doi.org/10.1016/j.powtec.2018.09.080
http://refhub.elsevier.com/S0079-6425(23)00089-0/h1585
https://doi.org/10.1002/NME.1620370205
http://refhub.elsevier.com/S0079-6425(23)00089-0/h1595
http://refhub.elsevier.com/S0079-6425(23)00089-0/h1595
http://refhub.elsevier.com/S0079-6425(23)00089-0/h1600
http://refhub.elsevier.com/S0079-6425(23)00089-0/h1600
http://refhub.elsevier.com/S0079-6425(23)00089-0/h1605
http://refhub.elsevier.com/S0079-6425(23)00089-0/h1610
http://refhub.elsevier.com/S0079-6425(23)00089-0/h1610
http://refhub.elsevier.com/S0079-6425(23)00089-0/h1615
http://refhub.elsevier.com/S0079-6425(23)00089-0/h1620
http://refhub.elsevier.com/S0079-6425(23)00089-0/h1620
https://doi.org/10.1002/NME.1620381005
https://doi.org/10.1002/NME.1620381005
http://refhub.elsevier.com/S0079-6425(23)00089-0/h1630
http://refhub.elsevier.com/S0079-6425(23)00089-0/h1630


Progress in Materials Science 138 (2023) 101157

107
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[891] Tözeren H, Skalak R. The steady flow of closely fitting incompressible elastic spheres in a tube. J Fluid Mech 1978;87:1–16. https://doi.org/10.1017/ 

S002211207800289X. 
[892] Schmid-Schönbein GW, Skalak R, Usami S, Chien S. Cell distribution in capillary networks. Microvasc Res 1980;19:18–44. https://doi.org/10.1016/0026-2862 

(80)90082-5. 
[893] Freund JB. Numerical Simulation of Flowing Blood Cells. Annu Rev Fluid Mech 2014;46:67–95. https://doi.org/10.1146/annurev-fluid-010313-141349. 
[894] Nans A, Mohandas N, Stokes DL. Native ultrastructure of the red cell cytoskeleton by cryo-electron tomography. Biophys J 2011;101:2341–50. https://doi.org/ 

10.1016/j.bpj.2011.09.050. 
[895] Skalak R, Tozeren A, Zarda RP, Chien S. Strain Energy Function of Red Blood Cell Membranes. Biophys J 1973;13:245–64. https://doi.org/10.1016/S0006- 

3495(73)85983-1. 
[896] Mills JP, Qie L, Dao M, Lim CT, Suresh S. Nonlinear elastic and viscoelastic deformation of the human red blood cell with optical tweezers. Mech Chem Biosyst 

2004;1:169–80. https://doi.org/10.3970/mcb.2004.001.169. 
[897] Suresh S. Mechanical response of human red blood cells in health and disease: Some structure-property-function relationships. J Mater Res 2006;21:1871–7. 

https://doi.org/10.1557/jmr.2006.0260. 
[898] Boal DH, Seifert U, Zilker A. Dual network model for red blood cell membranes. Phys Rev Lett 1992;69:3405–8. https://doi.org/10.1103/ 

PhysRevLett.69.3405. 
[899] Discher DE, Mohandas N, Evans EA. Molecular maps of red cell deformation: Hidden elasticity and in situ connectivity. Science (80-) 1994;266:1032–5. 

https://doi.org/10.1126/science.7973655. 
[900] Discher DE, Boal DH, Boey SK. Simulations of the erythrocyte cytoskeleton at large deformation. II Micropipette aspiration Biophys J 1998;75:1584–97. 

https://doi.org/10.1016/S0006-3495(98)74076-7. 
[901] Waugh R, Evans EA. Thermoelasticity of red blood cell membrane. Biophys J 1979;26:115–31. https://doi.org/10.1016/S0006-3495(79)85239-X. 
[902] Pivkin IV, Karniadakis GE. Accurate coarse-grained modeling of red blood cells. Phys Rev Lett 2008;101:118105. https://doi.org/10.1103/ 

PhysRevLett.101.118105. 
[903] Abkarian M, Faivre M, Horton R, Smistrup K, Best-Popescu CA, Stone HA. Cellular-scale hydrodynamics. Biomed Mater 2008;3:034011. https://doi.org/ 

10.1088/1748-6041/3/3/034011. 
[904] Reasor DA, Clausen JR, Aidun CK. Coupling the lattice-Boltzmann and spectrin-link methods for the direct numerical simulation of cellular blood flow. Int J 

Numer Methods Fluids 2012;68:767–81. https://doi.org/10.1002/fld.2534. 
[905] Dimitrakopoulos P. Interfacial dynamics in Stokes flow via a three-dimensional fully-implicit interfacial spectral boundary element algorithm. J Comput Phys 

2007;225:408–26. https://doi.org/10.1016/j.jcp.2006.12.004. 

P. Tahmasebi                                                                                                                                                                                                           

https://doi.org/10.1680/GEOT.2011.61.4.313
https://doi.org/10.1680/GEOT.2011.61.4.313
https://doi.org/10.1016/j.ces.2014.01.016
https://doi.org/10.1016/0020-7225(95)00057-7
https://doi.org/10.1016/0020-7225(95)00057-7
https://doi.org/10.1016/s0020-7225(96)00119-x
https://doi.org/10.1016/s0020-7225(96)00119-x
https://doi.org/10.1051/M2AN:2007036
https://doi.org/10.1126/sciadv.abd2711
https://doi.org/10.1126/sciadv.abd2711
http://refhub.elsevier.com/S0079-6425(23)00089-0/h4340
http://refhub.elsevier.com/S0079-6425(23)00089-0/h4340
http://refhub.elsevier.com/S0079-6425(23)00089-0/h4345
http://refhub.elsevier.com/S0079-6425(23)00089-0/h4345
http://refhub.elsevier.com/S0079-6425(23)00089-0/h4350
https://doi.org/10.1016/S0032-3861(99)00846-0
https://doi.org/10.1007/S42452-019-1874-5/TABLES/4
https://doi.org/10.1016/J.CONBUILDMAT.2020.119101
http://refhub.elsevier.com/S0079-6425(23)00089-0/h4370
http://refhub.elsevier.com/S0079-6425(23)00089-0/h4370
https://doi.org/10.1007/S11242-016-0689-8/FIGURES/9
https://doi.org/10.1103/PHYSREVE.71.051307/FIGURES/6/MEDIUM
https://doi.org/10.1146/annurev.ph.49.030187.001141
https://doi.org/10.1016/j.medengphy.2015.05.007
https://doi.org/10.1016/j.medengphy.2015.05.007
https://doi.org/10.1146/annurev.fluid.34.082401.165302
https://doi.org/10.1146/annurev.fluid.37.042604.133933
https://doi.org/10.1161/01.RES.67.4.826
https://doi.org/10.1161/01.RES.67.4.826
https://doi.org/10.1073/pnas.1210236109
https://doi.org/10.1073/pnas.1210236109
http://refhub.elsevier.com/S0079-6425(23)00089-0/h4415
https://doi.org/10.1111/j.1537-2995.2011.03418.x
https://doi.org/10.1364/boe.2.002888
https://doi.org/10.1114/1.1617985
https://doi.org/10.1114/1.1617985
https://doi.org/10.1016/J.JCP.2006.05.010
https://doi.org/10.1007/s10439-007-9275-0
https://doi.org/10.1016/j.bpj.2010.02.002
https://doi.org/10.1016/j.bpj.2010.02.002
https://doi.org/10.3233/BIR-1972-9204
https://doi.org/10.3233/BIR-1972-9204
https://doi.org/10.1017/S002211207800289X
https://doi.org/10.1017/S002211207800289X
https://doi.org/10.1016/0026-2862(80)90082-5
https://doi.org/10.1016/0026-2862(80)90082-5
https://doi.org/10.1146/annurev-fluid-010313-141349
https://doi.org/10.1016/j.bpj.2011.09.050
https://doi.org/10.1016/j.bpj.2011.09.050
https://doi.org/10.1016/S0006-3495(73)85983-1
https://doi.org/10.1016/S0006-3495(73)85983-1
https://doi.org/10.3970/mcb.2004.001.169
https://doi.org/10.1557/jmr.2006.0260
https://doi.org/10.1103/PhysRevLett.69.3405
https://doi.org/10.1103/PhysRevLett.69.3405
https://doi.org/10.1126/science.7973655
https://doi.org/10.1016/S0006-3495(98)74076-7
https://doi.org/10.1016/S0006-3495(79)85239-X
https://doi.org/10.1103/PhysRevLett.101.118105
https://doi.org/10.1103/PhysRevLett.101.118105
https://doi.org/10.1088/1748-6041/3/3/034011
https://doi.org/10.1088/1748-6041/3/3/034011
https://doi.org/10.1002/fld.2534
https://doi.org/10.1016/j.jcp.2006.12.004


Progress in Materials Science 138 (2023) 101157

120

[906] Veerapaneni SK, Rahimian A, Biros G, Zorin D. A fast algorithm for simulating vesicle flows in three dimensions. J Comput Phys 2011;230:5610–34. https:// 
doi.org/10.1016/j.jcp.2011.03.045. 

[907] Freund JB. Leukocyte margination in a model microvessel. Phys Fluids 2007;19:023301. https://doi.org/10.1063/1.2472479. 
[908] Zhao H, Isfahani AHG, Olson LN, Freund JB. A spectral boundary integral method for flowing blood cells. J Comput Phys 2010;229:3726–44. https://doi.org/ 

10.1016/j.jcp.2010.01.024. 
[909] Nguyen NQ, Ladd AJC. Lubrication corrections for lattice-Boltzmann simulations of particle suspensions. Phys Rev E - Stat Physics, Plasmas, Fluids, Relat 

Interdiscip Top 2002;66:12. https://doi.org/10.1103/PhysRevE.66.046708. 
[910] Ding EJ, Aidun CK. Extension of the Lattice-Boltzmann Method for Direct Simulation of Suspended Particles Near Contact. J Stat Phys 2003;112:685–708. 

https://doi.org/10.1023/A:1023880126272. 
[911] Leveque RJ, Li Z. Immersed interface methods for Stokes flow with elastic boundaries or surface tension. SIAM J Sci Comput 1997;18:709–35. https://doi.org/ 

10.1137/S1064827595282532. 
[912] Vigmostad SC, Udaykumar HS, Lu J, Chandran KB. Fluid-structure interaction methods in biological flows with special emphasis on heart valve dynamics. Int j 

Numer Method Biomed Eng 2010;26:435–70. https://doi.org/10.1002/cnm.1340. 
[913] Macmeccan RM, Clausen JR, Neitzel GP, Aidun CK. Simulating deformable particle suspensions using a coupled lattice-Boltzmann and finite-element method. 

J Fluid Mech 2009;618:13–39. https://doi.org/10.1017/S0022112008004011. 
[914] Sun C, Munn LL. Lattice-Boltzmann simulation of blood flow in digitized vessel networks. Comput Math with Appl 2008;55:1594–600. https://doi.org/ 

10.1016/j.camwa.2007.08.019. 
[915] Aidun CK, Clausen JR. Lattice-Boltzmann Method for Complex Flows. Annu Rev Fluid Mech 2010;42:439–72. https://doi.org/10.1146/annurev-fluid-121108- 

145519. 
[916] Muldowney GP, Higdon JJL. A spectral boundary element approach to three-dimensional Stokes flow. J Fluid Mech 1995;298:167–92. https://doi.org/ 

10.1017/S0022112095003260. 
[917] Hockney RW, Eastwood JW. Computer Simulation Using Particles. A Hilger 1988. https://doi.org/10.1887/0852743920. 
[918] Sierou A, Brady JF. Accelerated Stokesian Dynamics simulations. J Fluid Mech 2001;448:115–46. https://doi.org/10.1017/s0022112001005912. 
[919] Rahimian A, Lashuk I, Veerapaneni SK, Chandramowlishwaran A, Malhotra D, Moon L, et al. Petascale direct numerical simulation of blood flow on 200K cores 

and heterogeneous architectures. 2010 ACM/IEEE Int. Conf. High Perform. Comput. Networking, Storage Anal. SC 2010, 2010. https://doi.org/10.1109/ 
SC.2010.42. 

[920] Selmi H, Elasmi L, Ghigliotti G, Misbah C. Boundary integral and fast multipole method for two dimensional vesicle sets in poiseuille flow. Discret Contin Dyn 
Syst - Ser B 2011;15:1065–76. https://doi.org/10.3934/dcdsb.2011.15.1065. 

[921] Lambert CG, Darden TA, Board JA. A multipole-based algorithm for efficient calculation of forces and potentials in macroscopic periodic assemblies of 
particles. J Comput Phys 1996;126:274–85. https://doi.org/10.1006/jcph.1996.0137. 

[922] Kumar A, Graham MD. Accelerated boundary integral method for multiphase flow in non-periodic geometries. J Comput Phys 2012;231:6682–713. https:// 
doi.org/10.1016/j.jcp.2012.05.035. 

[923] Noguchi H, Gompper G. Shape transitions of fluid vesicles and red blood cells in capillary flows. Proc Natl Acad Sci U S A 2005;102:14159–64. https://doi.org/ 
10.1073/pnas.0504243102. 

[924] Fedosov DA, Noguchi H, Gompper G. Multiscale modeling of blood flow: From single cells to blood rheology. Biomech Model Mechanobiol 2014;13:239–58. 
https://doi.org/10.1007/s10237-013-0497-9. 

[925] Koumoutsakos P. Multiscale flow simulations using particles. Annu Rev Fluid Mech 2005;37:457–87. https://doi.org/10.1146/annurev. 
fluid.37.061903.175753. 

[926] Li Y, Lian Y, Zhang LT, Aldousari SM, Hedia HS, Asiri SA, et al. Cell and nanoparticle transport in tumour microvasculature: The role of size, shape and surface 
functionality of nanoparticles. Interface. Focus 2016:6. https://doi.org/10.1098/rsfs.2015.0086. 

[927] Fang Y, Han E, Zhang XX, Jiang Y, Lin Y, Shi J, et al. Dynamic and Programmable Cellular-Scale Granules Enable Tissue-like Materials. Matter 2020;2:948–64. 
https://doi.org/10.1016/j.matt.2020.01.008. 

[928] Bolintineanu DS, Grest GS, Lechman JB, Pierce F, Plimpton SJ, Schunk PR. Particle dynamics modeling methods for colloid suspensions. Comput Part Mech 
2014;1:321–56. 
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[982] Arévalo R, Zuriguel I, Maza D. Topology of the force network in the jamming transition of an isotropically compressed granular packing. Phys Rev E - Stat 

Nonlinear, Soft Matter Phys 2010;81:041302. https://doi.org/10.1103/PhysRevE.81.041302. 
[983] Walker DM, Tordesillas A. Topological evolution in dense granular materials: A complex networks perspective. Int J Solids Struct 2010;47:624–39. https://doi. 

org/10.1016/j.ijsolstr.2009.10.025. 
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