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Abstract—In this study, we address the task of dis-
cerning gender through the textual content of social
media, a crucial step in detecting and mitigating coun-
terfeit account activity. Ensuring accurate gender por-
trayal on digital platforms is essential for creating a
secure and inclusive cyberspace. While research ex-
ists for languages like English, Russian, and Arabic,
Bangla remains underexplored. To address this, we
compiled 15,000 Bangla posts from Facebook groups,
profiles, pages, blogs, and forums. We trained seven
traditional machine learning algorithms (NB, SVM,
LR, DT, RF, SGD, KNN) and three deep learning
models (MLP, LSTM, GRU), using stylometric fea-
tures, Term Frequency-Inverse Document Frequency
(TF-IDF), and word embeddings. Traditional models
generally outperformed deep learning models, except
with stylometric features. Notably, the Stochastic Gra-
dient Descent (SGD) model with TF-IDF achieved
the highest accuracy (78.33%) and F1-Score (87.67%).
Additionally, Continuous Bag of Words (CBOW) out-
performed Skip-Gram (SG) in training the word2vec
model, with top accuracy and F1-Score of 75.13% and
79.92%, respectively. These findings represents a signif-
icant stride forward in the field of gender identification
from Bangla text.

Index Terms—Social network, identity attack, gender
spam, supervised detection, Bangla language

I. INTRODUCTION

The rise of fake and anonymous accounts on social media
and other online platforms is a growing issue, with many
profiles being unverified. This trend affects more than
just identity misrepresentation. Most online content, from
social media posts to news articles, blogs, and emails, is
text-based. This situation highlights the importance of
Author Profiling (AP), a method that uses shared infor-
mation to infer an author’s demographic and psychological
traits, such as gender, age, personality, native language,
or political leanings [1]. AP’s applications are varied and
significant, helping in identifying misinformation, deter-
mining who wrote anonymous texts, recognizing style
differences for targeted ads, spotting unusual behavior,
and exposing state-backed troll accounts [2], [3], [4]. AP’s
effectiveness mainly comes from analyzing text and the
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author’s unique writing style [5], playing a crucial role in
creating a more secure and genuine online environment.

Among the world’s languages, Bangla stands out due
to its extensive native speaker base. As the fifth most
spoken native language and a significant Indo-European
language, Bangla has approximately 300 million native
speakers and an additional 37 million second-language
speakers [6], [7]. It serves as the lingua franca for 98%
of the population in Bangladesh and is recognized as the
official national language. The influence of Bangla extends
beyond the geographical boundaries of Bangladesh, with
significant diasporas in the Middle East, Europe, and the
United States [7]. The digital revolution, particularly the
initiative of Digital Bangladesh [8], has further amplified
the presence of Bangla in the online realm. Platforms like
Facebook, LinkedIn, and Twitter see substantial use of
Bangla, with Facebook alone boasting 33.71 million active
users in Bangladesh [9]. This surge in digital communica-
tion in Bangla necessitates the development of robust NLP
tools tailored to this language.

Despite the critical need and the vast speaker base, re-
search in gender identification from Bangla texts remains
surprisingly sparse, particularly when contrasted with ef-
forts in languages such as English, Russian, and Arabic. To
address this gap, we extend our earlier work [10] in which
we experiment on 5,000 posts utilizing several traditional
machine learning models for gender identification. In this
study we perform rigorous experimentation of stylometric
analysis, TF-IDF, and word embedding techniques for
gender identification in Bangla texts. Utilizing a dataset of
15,000 posts collected from various online Bangla sources,
we embark on a comparative analysis of seven tradi-
tional machine learning models (NB, SVM, LR, DT, RF,
SGD, KNN) and three deep learning-based models (MLP,
LSTM, GRU). Our findings are significant: they suggest
that while deep learning models hold promise, traditional
machine learning models, particularly the Stochastic Gra-
dient Descent (SGD), demonstrate superior performance
in certain contexts, such as with TF-IDF features. Finally
we design a system named SocialGuard (see Figure 1),
develop a social network prototype and simulate adversary
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model i.e creating posts, validating user gender.

Our work not only contributes to filling a crucial re-
search void in Bangla NLP but also sets a precedent
for future explorations in this area. By establishing a
framework for gender identification from Bangla text, we
pave the way for more nuanced and culturally aware
computational models, thereby enhancing the relevance
and effectiveness of AP techniques in diverse linguistic
landscapes. The main contributions of the paper are as
follows:

e We created a dataset that contains user text along
with the user’s gender information in the Bangla
language.

e We designed a system that aims to address the
identity deception attacks originating from the “Fake
Gender Social Media Account” by identifying the
author gender from the Bangla text.

« We propose several types of stylometric features as
gender indicators for the Bangla language. We de-
signed a set of measures to infer the gender of the
author from short writings through extensive experi-
ments.

« We demonstrate superior accuracy of the CBOW
model as compared to the Skip Gram model for
gender extraction of users from the Bangla dataset.
We also exhibit superior accuracy of TF-IDF features
as compared to Word2Vec and Stylometric features.

o Finally, doing a comparison with different ML models,
we show traditional machine learning algorithms are
performing better than deep learning algorithms.

The rest of the paper is organized as follows. Section
IT introduces the key Research Questions that underpin
our study and the related works. Section III presents the
system and adversary model, establishing the foundational
framework. The methodology of of the proposed solution
are detailed in Section IV. Section V delves into the exper-
iment details, followed by Section VI, which demonstrates
our proposed model’s robustness. Section VII describes the
ethical considerations we kept in mind while performing
the data collection and experiment. The discussions and
limitations of our study are examined in Section VIII.
Finally, Section IX concludes the paper, summarizing our
key findings and suggesting avenues for future research.

II. RELATED WORKS

Initial investigations by Corney and Anderson [11] in
gender identification from email data used Support Vec-
tor Machines (SVM), achieving up to 71.2% accuracy.
Subsequent studies by Fink et al. [12] and others [13]
expanded to social media and blogs, exploring various
profiling features.

Research by Sboev et al. [14] employed LSTM and GRU
networks with morphological and syntactic features for
gender and sentiment identification in Russian texts. In
Arabic contexts, studies by Mubarak et al. [15] and Shal-
abi et al. [16] focused on gender identification from online
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articles and Twitter using bag-of-words and stylometric
features.

Bsir et al. [17] used a Gated Recurrent Unit Deep
learning model with lexical features for gender detection
in Facebook and PAN corpus, achieving 62.1% and 79%
accuracy. Cheng et al. [18] focused on English datasets,
applying stylometric features with traditional machine
learning algorithms, reaching 73% to 83% accuracy.

Rahman et al. [19] constructed a Bengali speech cor-
pus for gender identification. Tripto et al. [20] analyzed
YouTube Bangla comments for sentiment identification
using LSTM and CNN, with a maximum accuracy of
65.97%. Nia et al. [21] improved gender identification
accuracy by combining the ViT model for images and the
Bert model for text.

To the best of our knowledge, our work is the first
to focus specifically on gender identification from Bangla
social media texts using TF-IDF feature representation
and word embeddings, and has outperformed previous
Bangla studies in gender identification.

Research Objective.

Throughout this paper, we address these research ques-
tions (RQs), each aiming to delve deeper into the com-
plexities and nuances of gender identification in Bangla
texts, offering insights into both the technical and cultural
dimensions of this research:

« RQ1: How can accurate gender identification enhance
safety & integrity on social media platforms, particu-
larly for Bangla language speakers?

« RQ2: Can we design a system that can accurately
predict the gender of authors based on their social
media text content?

« RQ3: What are the unique challenges in processing
Bangla texts for gender identification compared to
other languages?

« RQ4: What are the comparative performances of tra-
ditional machine learning models and deep learning
models in the task of author gender classification in
Bangla texts?

« RQ5: How does TF-IDF approach compare to word
embeddings in identifying gender-specific writing
styles in Bangla social media texts?

Each question aims to delve deeper into the complexities
and nuances of gender identification in Bangla texts,
offering insights into both the technical and cultural di-
mensions of this research.

III. SYSTEM AND ADVERSARY MODEL

We consider a Facebook-like online social network that
primarily operates by allowing users to generate and con-
sume content. One of the most common content types is
a “post.” The propagation system of these posts hinges
on a combination of user-generated content, engagement
metrics, and algorithmic determinations. When a user
shares a post, its initial visibility is to their most frequent
connections. The algorithm gauges the post’s popularity
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Fig. 1: SocialGuard System architecture. Post Trigger
Module captures text posts, the Gender Prediction Mod-
ule analyzes them, the Gender Validation Module com-
pares predictions with declared gender, and the Ul Module
displays relevant labels.

through user interactions such as likes, comments, and
shares. Posts that garner high engagement are presented
to a wider audience, possibly even beyond the user’s
direct connections. Recommendations can further amplify
a post’s reach, especially if its content aligns with the
interests of a broader user base. The system’s spread
mechanics can be influenced by factors like user activity,
content relevance, and ad promotions.

System Model. In addressing RQ2, we have designed
SocialGuard, a system structured around four integral
modules. Each module plays a pivotal role in identifying,
predicting, validating, and alerting the gender of a post’s
author (see Figure 1). This layered approach not only
increases the accuracy of gender prediction but also offers
a robust defense against identity deception. Let’s delve
into the specifics of each module:

e Post Trigger Module: Activated upon a user’s
creation of a new textual post, this module imme-
diately captures and processes the content for further
analysis.

o Gender Prediction Module: Leveraging a refined
gender classifier, this module receives the post’s con-
tent and predicts the likely gender of the author,
either male or female. We discuss this module in detail
in the later sections.

¢ Gender Validation Module: Serving as a valida-
tion checkpoint, this module cross-references the pre-
dicted gender against the gender stated in the user’s
profile which answers the RQ1. For this, SocialGuard
gets the user gender information by scraping the user
profile page. Validation module generates alert to be
shown alongside the post if it finds mismatch between
scraped and predicted gender as shown in Figure 2.

« UI Module: As the final step, this module generates
pertinent labels based on prior analyses. These labels,
displayed alongside the post, either offer validation
to the user or issue cautionary alerts, depending on
the congruence of the predictions and the stated
gender. Figure 2 illustrates the envisioned operation

of the Gender Validation Module coupled with the
UI Module, which together analyze and flag potential
misrepresentations of gender identity on social media.
In this figure we if the username represents a Male
username where the content actually represents a
Female author. Normally the reader of this post will
assume that the post is authored by the Male user
who is the owner of the Facebook account from which
the post has been posted. In this scenario, our system
will detect the actual gender from the text and will
show the predicted gender on the UI.
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Fig. 2: Demonstration of Gender Validation and UI Mod-
ules in action, processing & presenting gender predictions
in Bangla posts to caution against identity misrepresenta-
tion.

Adversary Model. We simulate an adversary model
by creating fake social media accounts with specified
genders and posting content as adversaries. This is fol-
lowed by performing gender prediction and validation
on these accounts. We consider Social Media users as
adversaries who create and manage “Fake Gender Social
Media Accounts”, a.k.a deceptive profiles, created using
fraudulent information that falsely represents their gender.
The portrayal of a fake gender is primarily a manipulation
tool, designed to exploit biases and build undue trust.
Adversaries use fake accounts to create posts that can
reach victim accounts. While the adversary operates, it’s
assumed that the platform’s security doesn’t immediately
detect the account, and the targets—ordinary social media
users—aren’t necessarily well-versed in recognizing such
threats. The spectrum of attacks they can launch is broad.
These range from “catfishing” [22]—where individuals are
lured into emotional or financial traps—to sophisticated
influence operations aiming to sway public opinion. Fur-
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thermore, these adversaries may resort to cyberbullying,
engage in reputation sabotage through false testimonies,
or even propagate malware [23], [24] and phishing cam-
paigns [25]. Affiliate fraud and gender-targeted scams [26]
also become feasible, given the trust that the fake gender
might elicit from unsuspecting victims.

IV. METHODOLOGY

In this section we discuss the methodologies of word
vector formation from user texts for the gender prediction.
To convert each text to a particular input format, we
examine three ways for feature extraction: the stylometric
approach, the TF-IDF vectorizer approach, and the word
embedding approach. Finally, we present the architecture
of our model.

A. Word Vector Formation

We use a deep learning model in our proposed solution.
To use the deep learning model, we convert our text
to a word vector using stylometric features and word
embedding representation approaches.

1) Stylometric Features Approach: Stylometric fea-
tures are the features that capture the writing style of dif-
ferent authors of both genders. We compute a large set of
stylometric features based on existing works of [11]. These
features are categorized into four types: lexical features,
structural features, syntactic features, and content-specific
features.

Lexical features. These are the most common set
of stylometric features that are intended for stylistics
and text readability analysis. These features also signify
language assessment and first and second language acquisi-
tion. Lexical features consist of character-based and word-
based features. These features are concerned with the
usage frequency of individual letters, vocabulary richness,
entropy measure, the consecutive occurrence of words, etc.

Syntactic features. These are primarily intended for
identifying writing formation patterns such as the usage
of punctuation marks. These features include the total
number of commas, colons, question marks, exclamation
marks, etc. Syntactic features are useful in deriving gender
from text because of men’s and women’s different habits of
using punctuation. For example, women tend to use more
question marks than men [27].

Structure-based features. They focus on the way of
organization of the layout of a text by an author. The
organization of articles represents different habitual facts
of an author such as paragraph length and use of greetings.
As online texts have less content information but richer
stylistic information, these habits are seen to be more
prominent in these texts in bearing strong authorial ev-
idence of personal writing styles. We compute 8 structure-
related features.

Content-specific features. They represent domain-
specific terms. For these features, we first collect the
feature words as suggested for the Arabic language in [16].
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Then we prepare the Bangla feature words by translating
these Arabic words using Google Translator service API.
We have translated Arabic words into 5 categories: Econ-
omy, Policy, Social, Sport, and Negative. This translation
resulted in many duplicates, flaws, and inconsistencies in
the translated lexicons. We clear all of these issues by
manually inspecting the lexicons.

For each text of the user, the feature extractor produces
a feature vector of a dimension of 141, which represents the
values of the 141 stylometric features. As these feature sets
contain information on the writing style of a user measured
by various methods, the feature values can range from 0 to
any positive value. As we want to ensure all features are
treated equally in the classification process, we normal-
ize the feature values using the min-max normalization
method to ensure all feature values are between 0 and 1.
We normalize the feature values using the equation below:

(1)

where z;; is the jth feature in the ith example, min
(x;) and max (x;) are the minimum and maximum feature
values of the jth feature respectively.

2) TF-IDF Vectorizer Approach: TF-IDF (term
frequency-inverse document frequency) is a text vectorizer
that converts the text of a user into a feature vector.
After tokenizing a text we get a list of tokens or words.
Each token is referred to as a term. In any document, the
term frequency represents the number of occurrences of a
term. On the other hand, document frequency represents
the number of documents containing that term. Term
frequency indicates the importance of a specific term in
a document. Document frequency indicates how common
the term is [28]. We implement TF-IDF vectorizer from
scikit-learn python library. We take the most frequent
1000 words (tokens) to limit the number of features to be
extracted from each document. As part of pre-processing,
we remove letters other than the Bangla alphabet. For
example, let us consider we have some texts, which have
to be converted to feature vectors using a TF-IDF vec-
torizer. For converting these texts into feature vectors,
we first identify unique words and count how many times
these words occur in each text. Then we compute inverse
document frequency (IDF) using the following formula:

2, = xi; — min(x;)

maz(x;) —min(x;)

n
& @

where df; represents how many documents contain the
term i and n is the total number of documents. We
calculate the inverse document frequency for each word.
Then TF matrix is multiplied by the IDF score to get
a vectorized form of each text. We convert all texts
into vectors. These vectors can be fed into any machine-
learning algorithm.

idf; = log
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3) Word Embedding Representation Approach:
Traditionally, the bag-of-words (BOW) model is used to
transform the text into feature vectors in text classifica-
tion [29]. In this model, a text is represented as the bag
of its words, disregarding grammar and even word order
but keeping multiplicity. Motivated by the recent success
of deep learning models in text classification, we use
word embedding as features instead of applying the BOW
model. In this approach, individual words are represented
as real-valued vectors in a predefined vector space. In the
following, we explain 1) how the CBOW & Skip-Gram
model of word2vec work, and 2) how the word2vec model
is used to generate word embeddings from our dataset.
Finally, we explain how our dataset is classified using these
word embeddings.

word2vec. This is an efficient algorithm proposed by
Google [30], which can learn a standalone word embedding
from a text corpus efficiently maintaining the contextual
meaning of words. word2vec has two model architectures:
Continuous Bag of Words (CBOW) and Skip-Gram (SG).
CBOW Model takes the context of each word as the
input and predicts a target word corresponding to the
context. SG predicts the surrounding window of context
words based on the current single word. The word vector
prediction is not influenced by the order of context words.

Word Embedding using word2vec. word2vec model
can capture a lot of information maintaining semantic,
conceptual, and contextual relations [31]. We learn the em-
bedding vector of each word from user posts on Facebook
using these CBOW and Skip-Gram models. For example,
let us consider we have two sentences in our dataset: [I
have a book (SIWE 436 I8 ©CR), I have a car (SINE
@61 NG @CR)]. We first split the sentences and generate
a two-dimensional vector: [[I(WIWR), have (W), a(93(B),
book(3®)], [I(BIH), have(WITR), a(4F6l), car(MfE)]]. Then
we pass this two-dimensional vector to the word2vec
model. Skip-Gram and CBOW model generate the word
vector from this two-dimensional dataset using a window
size of 5. The size of the word vector is 300. We use the
Gensim Python library to implement the word2vec model.
This model returns a 300-dimensional vector for each of
these words: I, have, a, book, car. We save these word
vectors and later use these vectors as the weight of the
embedding layer.

Classification. For classification, we first encode each
word of the sentence S using a unique number. Then we
multiply this encoded vector with the embeddings of words
present in S to form the hidden representation of S. These
sentence representations are used to train a classifier.
Specifically, we use the softmax function to compute the
probability distribution over the classes.

V. EXPERIMENT

A. Dataset

Data Collection. In our gender identification project
focusing on Bangla social media texts, we adopted a com-
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prehensive data collection approach, prioritizing ethical
and legal considerations. We targeted popular Facebook
groups, profiles, and pages with 1,000 to 5,000 members
or followers. Using Facebook’s Graph API, we gathered
posts and comments while adhering to data usage policies
and respecting user privacy. When direct API access was
not feasible, we used automated techniques with Selenium
and manual collection methods, ensuring compliance with
privacy guidelines.

For forums and discussion boards, we used web scrap-
ing tools like Beautiful Soup and Scrapy to gather data
from high-engagement threads popular among Bangla-
speaking communities. For blogs, we leveraged platforms
like WordPress, Blogger, Medium, and Google Blog Search
to find relevant Bangla content, collecting data from RSS
feeds and comments sections to capture conversational and
opinion-rich texts.

Overall, we collected data from approximately 500
unique users, ensuring a comprehensive and diverse rep-
resentation of Bangla language users. This broad-based
approach helped us capture the varied nuances and expres-
sions inherent in the Bangla language, making our dataset
extensive and reflective of the diverse user base.

Throughout our data collection process, we were com-
mitted to ensuring the anonymity of personal data and re-
specting user privacy. We adhered to data protection laws,
including GDPR, and local regulations in Bangladesh. Our
scraping methods are designed to be non-intrusive and
respectful of the target websites’ server resources. In line
with GDPR and local regulations in Bangladesh, we took
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significant measures to de-identify personal information,
including the application of cryptographic hash functions
to anonymize Facebook account names. In total, we col-
lected 15,000 posts, with 9,200 attributed to male authors
and 5,800 to female authors. The dataset and their sources
can be found at the following GitHub repository’.
Multifaceted Data Authentication and Labeling
Strategies. We implemented a robust and multifaceted
approach to ensure the authenticity and relevance of our
dataset. Initially, we conducted a rigorous filtering process,
followed by a meticulous manual labeling procedure to
accurately assign gender categories to the members. This
labeling was grounded in an in-depth analysis of each
member’s Facebook activities, particularly focusing on
their engagement levels and contribution points within
their groups or platforms.
Enhanced Dual Authenticity and Relevance Verifi-
cation. To ensure the legitimacy, relevance, and accuracy
of our gender-based analysis data, we implemented a com-
prehensive two-pronged approach. First, we meticulously
screened users’ names for authenticity and evaluated the
full-text content of their posts, applying strict inclusion
and exclusion criteria to enhance dataset reliability. Ad-
ditionally, we strategically collected data from well-known
Bangla-speaking individuals with publicly confirmed gen-
ders. This approach minimized ambiguity in gender iden-
tification and leveraged publicly available information to
verify gender, thereby reinforcing the integrity and au-
thenticity of our gender-specific text analysis.
Comprehensive Originality Verification. We ad-
dressed the issue of duplicate and non-original text entries
by implementing a filtering process to identify and remove
such instances. We analyzed our dataset for internal du-
plicates and extended this verification to external sources
by searching for identical text entries on Google and
various social media platforms. This step was essential to
ensure the texts, especially from well-known individuals
with publicly confirmed genders, were original. We used
a combination of manual searches and automated tools to
scan for duplicates. When a match was found, we reviewed
it to determine its originality. This thorough vetting pro-
cess helped us eliminate replicated texts, enhancing the
reliability and validity of our gender-specific text analysis.
Gender-Specific Keyword Filtering. To ensure the
originality and authenticity of our dataset, we employed a
targeted filtering approach using gender-specific keywords
in Bangla. These keywords, selected based on linguistic
research and cultural context, helped refine our dataset
to enhance the accuracy of gender classification. By fo-
cusing on words and expressions predominantly used by
one gender, we obtained valuable cues for our analysis.
We remained cautious to avoid reinforcing stereotypes or
biases by balancing and informing our keyword selection
with a nuanced understanding of gendered language use.

Thttps://github.com/supreme-lab/gender-identification

In our data labeling process, multiple labelers were
involved to mitigate biases and errors. Discrepancies in
labeling were resolved through a thorough review and
reconciliation process, significantly enhancing the accu-
racy and reliability of our dataset. This collaborative
approach ensured a more robust and credible dataset for
our analysis.

Pre-processing. In addressing RQ3, we tackled unique
challenges specific to the Bangla language in social media,
especially within Facebook group discussions. The infor-
mal, multifaceted nature of these posts includes various
non-textual elements like URLs, images, tags, and links.
Our pre-processing step involved refining these texts by
meticulously removing non-Bangla alphanumeric charac-
ters, punctuation, URLs, images, links, hashtags, and
user tags. This cleansing process, similar to our previous
works [32], [33], ensured the text was suitable for analytical
purposes, focusing on gender identification.

Another critical aspect of our pre-processing was the
treatment of stop words. Stop words in any language
typically comprise the most common words, which, al-
though frequently used, often add little to no semantic
value to the text. They can also introduce unnecessary
repetition in the dataset. To tackle this, we tokenized the
texts and systematically removed these stop words. Our
reference for the Bangla stop words was a comprehensive
list available in a GitHub repository [34], as mentioned in
the research work of Tripto and Ali [20]. It is important
to note that while Bangla stop words are not universally
known, the specific ones utilized in our study are detailed
in the aforementioned repository, providing transparency
and reproducibility in our research methodology.

An interesting linguistic feature we encountered in our
analysis was the elongation of words, a form of expression
often used to convey stronger emotions or emphasis [35].
For example, the phrase Y8C&A FWa” (very beautiful)
with its elongated vowels carries a deeper emotional res-
onance compared to its standard form ¥ IWF”. Our
observations revealed that such elongations, particularly
common among female users, are significant in conveying
sentiments and, consequently, in the context of gender
identification. Acknowledging the value of these linguistic
nuances, we consciously decided against applying lemma-
tization to the texts. This approach ensured that we pre-
served the emotional and contextual richness inherent in
word elongations, which could be pivotal in distinguishing
gender nuances in Bangla texts.

Through these tailored pre-processing steps, our objec-
tive was to distill the dataset to its most analytically
valuable form, ensuring that it accurately mirrored the
authentic linguistic patterns relevant to our study on
gender identification from social media texts.

B. Model Architecture

We implement two different approaches to gender iden-
tification. The first one uses deep learning model archi-
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tecture and the one is traditional model architecture.
In the deep learning model architecture, we implement
Multi-Layer Perceptron (MLP), Long Short Term Memory
(LSTM) model, and Gated Recurrent Unit (GRU) models.
In the traditional model architecture, we implement Sup-
port Vector Machine, Naive Bayes, K-Nearest Neighbors,
Random Forest, Decision Tree, Stochastic Gradient De-
scent, and Logistic Regression models. Figures 3, 4, 5 show
the architecture of our proposed model for three different
features. Traditional models are implemented to compare
the performance of the deep learning models.

Models with Stylometric Features. We prepare
word vectors using the stylometric feature approach dis-
cussed in Section IV-A1. These vectors are passed to the
LSTM layer having 300 nodes. The output of the LSTM
layer is passed to a dense layer. We use sigmoid [36] as an
activation function. The optimizer is RMSprop and binary
cross entropy [37] is used as a loss function. RMSprop is
a gradient-based optimization technique used to change
weights and the learning rate of the neural network to
reduce the losses. We repeat the same process for MLP,
GRU, and other traditional machine learning models. For
each model, we note down each model’s accuracy and F1-
Score. Figure 3 shows the proposed architecture of the
stylometric features for the traditional and deep learning
models.

Models with TF-IDF Features. We implement tradi-
tional machine learning and deep learning models to iden-
tify gender from the text using Term Frequency Inverse
Document Frequency (TF-IDF) features. We initialize the
TF-IDF vectorizer with n-gram (n = 2) and max_ feature
set to 1000. Then we transform our data using the TF-IDF
vectorizer. Figure 4 shows the architecture of traditional
machine learning and deep learning models with TF-IDF
features.

Models with Word Embedding Features. For any
sentence S with classification C, we have done the neces-
sary pre-processing as discussed in Section IV-A3. Then
these sentences are passed through a tokenizer which can
produce a one-hot encoding vector of length 100. Only
the top 1000 most frequent words are taken as vocabu-
lary. The first 100 words are taken for sentences having
more than 100 words. Shorter text is padded with zeros.
After that, these vectors are fed into an embedding layer.
The weights of the embedding layer are initialized with
word2vec embedding weights. We initialize the embedding
layer using trainable and non-trainable properties. Non-
trainable property freezes the Embedding layer so that the
pre-trained weights are not updated during the training.
The output dimension of the embedding layer is 300 as it
is the vector length of each word in the word2vec model.
The sequence of 100 words is then passed through an
LSTM layer. The output of the LSTM layer is passed to
a dense layer which is used to detect gender. Sigmoid [36]
is used in the dense layer as an activation function. The
optimizer is RMSprop and binary cross entropy [37] is
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used as a loss function. The same process is repeated for
all the remaining deep-learning models. Figure 5 shows
the architecture of our models with the word embedding
features.

C. Experimental Setup

We use the Python Keras framework with Tensorflow
to implement deep learning models for training, tuning,
and testing. For the text classification using the relations
between words in our dataset, we use the Gensim word2vec
model. We use the scikit-learn library to implement tra-
ditional machine learning algorithms. Experimental eval-
uation was conducted on a machine with an Intel Core i7
processor with 1.8GHz clock speed and 8GB RAM. The
machine has also an NVIDIA GeForce MX150 with 2GB
memory and therefore Tensorflow-based experiments have
fully utilized GPU instructions. Considerable speed can
be achieved in Tensorflow-based experiments by adding a
GPU as shown in [38].

D. Performance Evaluation and Parameter Tuning

We assess the efficiency and scalability of our methods
by varying model architectures and feature sets. Perfor-
mance is measured using word vectors generated from sty-
lometric features, TF-IDF vectorizers, and word embed-
dings. We evaluate different word2vec models with both
trainable and non-trainable embedding weights, utilizing
the RMSprop optimizer and binary cross entropy loss func-
tion. For LSTM and GRU algorithms, we set epochs and
batch size as key parameters. Training accuracy plateaued
after a certain epoch, and validation loss increased with
more epochs, indicating overfitting. To address this, we
limited epochs to 5 and used a batch size of 32 in all
experiments, employing 10-fold cross-validation.

E. Results

In this section, we evaluate the performance of our
proposed methods for gender identification on our dataset
of 15,000 samples. We compare the performance of deep
learning algorithms with traditional machine learning al-
gorithms which answers the RQA4.

In addition to that, we answer RQ5 by delving into
the analysis of the results, beginning with an examination
of the performance of word2vec models, followed by a
comparison of different machine learning models, and
finally, an exploration of why TF-IDF excels in gender
identification from Bangla social media texts.

Word2vec Performance. We employed both trainable
and non-trainable weights for the Continuous Bag of
Words (CBOW) and Skip-Gram (SG) architectures of the
word2vec model. Table II reveals that the CBOW model
consistently outperforms SG, exhibiting superior accuracy
and F1-Score. Notably, initializing the embedding layer’s
weights as trainable in the CBOW architecture proves
more effective than using static weight initialization. This
preference for CBOW can be attributed to the nature
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of the dataset, which contains predominantly frequently
occurring words rather than sparse or infrequent ones.
CBOW predicts the most probable word (i.e., the most
frequently occurring word) given a context, which aligns
well with the dataset characteristics. Additionally, allow-
ing the update of word embeddings in the embedding layer
for SG can disrupt contextual information, favoring the
non-trainable CBOW model.

Performance of Different Models. The performance
of various machine learning models associated with dif-
ferent feature vectors is presented in Figure 6. Table I
highlights the F1-Scores of traditional models (SGD, RF,
and NB) surpassing those of deep learning models (LSTM
and GRU) when using TF-IDF and Word Embedding
features. This observation is expected as TF-IDF and
Word Embeddings represent words numerically, with the
former focusing on statistical word importance and the

IDF proves effective in solving the gender classification
problem. TF-IDF outperforms the context-based word2vec
vectorizer approach, highlighting the power of traditional
ML models over neural network models in this context.
The widely adopted SGD algorithm demonstrates effi-
ciency and success in author gender identification by creat-
ing linear decision boundaries. Conversely, neural network
models like LSTM and GRU, which rely on weight-based
categorization, exhibit underperformance in our study,
consistent with previous research findings [14]. This can be
attributed to the deep learning models’ need for extensive
datasets and their less effective capture of subtle stylistic
variations critical for gender classification, a strength of
the TF-IDF approach.

Understanding TF-IDF’s Superiority.

In this section, we offer a thorough analysis to eluci-
date why TF-IDF surpasses word embeddings in gender
identification from Bangla social media texts.
Discriminative Term Identification: TF-IDF excels
in identifying discriminative terms within a corpus by

601

Authorized licensed use limited to: The University of Texas at El Paso (UTEP). Downloaded on February 22,2025 at 09:48:27 UTC from IEEE Xplore. Restrictions apply.



emphasizing terms that frequently occur in specific docu-
ments and are rare across the entire corpus. This property
is valuable in gender identification, as it helps pinpoint
terms characteristic of certain genders while differentiating
them from common, non-discriminatory terms.

Stylistic Signifiers: Gender-specific writing styles often
hinge on subtle lexical and stylistic choices. TF-IDF excels
in isolating these stylistic signifiers by emphasizing terms
carrying unique gender-related signals. This enables it to
capture nuances of language use distinctive to each gender,
such as preferred vocabulary, punctuation, and sentence
structure.

Mitigating Common Term Overrepresentation: So-
cial media texts often contain common terms and stop-
words that do not significantly contribute to gender identi-
fication. TF-IDF mitigates their impact by assigning lower
weights to them, ensuring a focus on salient linguistic
features indicative of gender.

1) TF-IDF vs. Word Embeddings: In our study,
TF-IDF outperformed word embedding techniques, such
as CBOW and Skip-Gram models, due to several key
factors. Word embeddings excel at capturing semantic
and contextual word relationships, suitable for tasks like
sentiment analysis or topic modeling. In contrast, gender
identification relies on subtle stylistic variations in lan-
guage use, where TF-IDF’s emphasis on term frequency
and distinctiveness aligns better. Moreover, word embed-
dings demand substantial training data, posing challenges
in languages with limited data availability like Bangla,
while TF-IDF relies on straightforward statistical mea-
sures, remaining effective with smaller datasets.

VI. MODEL ROBUSTNESS

A. Testing in the Wild

To evaluate the real-world applicability of our classifier,
we compiled a dataset consisting of live posts from well-
known male and female profiles. This dataset included a
total of 2700 posts, with 1270 sourced from male profiles
and 1430 from female profiles. To assess the performance
of our classifier, we varied the word counts in the posts,
as detailed in Figure 7.

Our analysis revealed that the classifier achieved its
highest accuracy of 63.21% at a word count of 70, and
the best Fl-score was 76.80% for posts with at least 100
words. On average, the classifier attained an accuracy of
approximately 60.96% and an F1-score of 75.35%, indicat-
ing a relatively robust performance across different word
count thresholds.

It is understandable that our prediction accuracy expe-
rienced a drop when tested with real-world posts. Given
that we gathered a constrained dataset for our training,
it’s plausible that posts from the wider online community
might contain numerous out-of-vocabulary words, affect-
ing our model’s performance.
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Fig. 7: Classifier’s efficacy in real-world scenarios with
varying word count.

B. Sensitivity Analysis

The robustness of our classification model to gender-
specific “noise” was evaluated through a sensitivity analy-
sis. We define the “noise” as labeling actual Male samples
as Female and vice versa. This process involved incremen-
tally mixing text data from the opposite gender into male
and female datasets and observing the effects on model
performance.

« Mixing Proportions: Starting with gender-specific
datasets, we introduced text data from the opposite
gender in 5% increments, varying from 5% to 50%
of the dataset, to emulate the mixture of text data
encountered in real-world scenarios.

« Performance Metrics: We calculated the model’s
accuracy, precision, recall, and F1 score at each in-
crement to measure the impact of the gender-based
“noise.”

The sensitivity of our model was quantified by the
changes in performance metrics as we introduced “noise”
into the datasets. The results, depicted in Figure 8 and
Figure 9, indicated that model accuracy and F1 score
varied with the level of noise. A significant observation
was that model accuracy declined by 4.75% when the noise
reached 35%, and the highest F1 score was achieved when
datasets contained 100 words.

Interpretation. Our findings from the sensitivity anal-
ysis suggest several key points:

o The model displayed resilience up to a threshold level
of noise but began to lose reliability beyond a 30%
mixture of opposite gender data.

o This threshold indicates a critical point where the
model’s performance is notably compromised.

o Identifying the points of performance decline provides
insight into potential areas for model improvement,
suggesting that our approach could benefit from in-
corporating noise management techniques.
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VII. ETHICAL CONSIDERATIONS

In our approach, which involved collecting data from
public groups, profiles and pages, and other online sources,
we strictly adhered to ethical guidelines and standards.
Our protocols for data interaction and collection were
thoroughly reviewed and approved by an Institutional
Review Board (IRB). We ensured that only anonymized
data was stored for analysis, aligning with the NIST SP
800-122 guidelines on Personally Identifiable Information
(PII) [39]. This meant that any identifying details were
carefully omitted from our dataset. Furthermore, in com-
pliance with GDPR [40], our use of data, stripped of
personal context like names or identification numbers,
does not qualify as “personal information”. This rigorous
approach to data anonymization demonstrates our com-
mitment to maintaining user privacy and ethical research
practices.

VIII. DISCUSSION AND LIMITATIONS

Our study acknowledges several limitations and ethical
considerations. With a dataset of only 15,000, it may
not represent all Bangla-speaking social media users. The
methodologies developed are context-specific and may not
be transferable to other languages or scenarios. A key
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concern is the potential misuse of our gender prediction
classifier, which could reinforce gender stereotypes or be
used unethically. To mitigate these risks, we have im-
plemented rigorous data anonymization, responsible data
storage practices, and stringent access controls. Trans-
parency is maintained through detailed method documen-
tation, ensuring reproducibility. We strictly adhered to
ethical research guidelines, underscoring the integrity of
our work.

Future research in Bangla text-based gender identifica-
tion is promising. Potential directions include expanding
the dataset, testing TF-IDF in other regional languages,
exploring hybrid models combining TF-IDF with deep
learning, and applying TF-IDF to diverse text classifica-
tion tasks. Additionally, leveraging the latest Large Lan-
guage Models could further enhance gender identification
capabilities.

IX. CONCLUSION

This research marks a significant advancement in NLP,
specifically in gender identification from Bangla text, a
previously uncharted area. Our approach combined classi-
cal and deep learning techniques to effectively determine
gender from Bangla texts, using a diverse collection of on-
line texts for model training and evaluation. Comparative
assessments with similar studies in Arabic, Russian, and
English revealed that classical machine learning models
surpass deep learning models in accuracy and F1-Score
for Bangla texts, highlighting the relevance of traditional
methods in language-specific NLP tasks.
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