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Stability-superconductivity map for compressed Na-intercalated graphite
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A recent ab initio investigation of Na-C binary compounds under moderate pressures has uncovered a possible
stable NaC,4 superconductor with an estimated critical temperature up to 41 K. We revisit this promising binary
system by performing a more focused exploration of Na-intercalated graphite configurations, assessing the
sensitivity of their thermodynamic stability to density functional approximations at different (7', P) conditions,
and examining their superconducting properties with the Migdal-Eliashberg formalism. The combinatorial
screening of possible Na arrangements reveals additional stable stoichiometries, i.e., Na3Cjo, NaCg, NaC,
and NaCj,, that redefine the previously proposed convex hulls for pressures up to 10 GPa. The evaluation of
formation enthalpies with different van der Waals functionals indicates that the proposed compounds might
not be thermodynamically stable at zero temperature but some of them could stabilize due to the vibrational
entropy or form via cold compression if graphite is used as a starting material. Our more rigorous modeling of
the electron-phonon coupling in NaC, confirms the material’s potential for high-temperature superconductivity,
with a critical temperature reaching 48 K at 10 GPa, and reveals a well-defined two-gap structure unusual for
an electron-doped compound. By tracking the position of the intercalant nearly free electron states with respect
to the Fermi level in viable Na-C compounds, we map out the range of pressures and compositions needed for

strong electron-phonon coupling and identify Na;Cy¢ as an equally promising superconductor.

DOLI: 10.1103/PhysRevB.110.174508

I. INTRODUCTION

Carbon-based materials offer a rich playground in the
quest for thermodynamically stable superconductors at ambi-
ent and low pressure [1-7]. Graphite intercalation compounds
(GICs) [8], in particular, have been known to superconduct
since the mid 1960s when superconductivity below 1 K was
discovered in graphite intercalated with alkali metals (ACg
with A = K, Rb, and Cs) [9]. Since then, considerable ef-
forts have been made to find superconductivity in GICs at
elevated temperatures, and the search has been focused on
increasing the charge transfer from the intercalant atoms to
the host graphene sheets by varying the stoichiometry and
the intercalant type. To date, YbCs and CaCg with critical
temperature (7;) values of 6.5 K and 11.5 K stand as the high-
est temperature superconductors in this class under ambient
conditions [10,11]. Superconductivity has also been induced
or enhanced by applying external pressure. For instance,
LiC, and NaC, become superconductors with 7, = 1.9 K at
3.3GPa[l2]and T, = 5.0 K at 3.5 GPa [13], while in CaCg¢ a
maximum value of 15.1 K is reached at 7.5 GPa [14].

Recently, an ab initio evolutionary structure search in the
Na-C system has identified a new GIC at the 1:4 composi-
tion [15]. The NaCy phase with the 0S20 Pearson symbol
and Cmcm symmetry [Fig. 1(c)] was predicted to stabilize
above 8.9 GPa and have a maximum 7T, of 41.2 K at 5 GPa.
While this work has shown that the electron-phonon (e-ph)
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coupling is strong enough to yield a T; above the record 39 K
value in MgB, based on the Allen-Dynes modified McMillan
formula [16,17], the nature of the superconducting gap has not
been investigated.

Our present study reexamines the stability and supercon-
ductivity of Na-C candidate materials under pressures up
to 10 GPa. Further exploration of the vast configuration
space was motivated by the well-known difficulty of locating
thermodynamically stable compounds even with the most ad-
vanced structure optimization methods [18-21]. For instance,
our unconstrained evolutionary searches yielded a number of
new complex crystal structures that have either been con-
firmed experimentally [22-24] or inspired the creation of
more stable derivatives based on the identified favorable
motifs [25-29]. In the latest investigation of layered metal
borocarbides, we generated viable quaternary phases via sys-
tematic screening of possible metal decorations within ideal
or modified honeycomb frameworks [29]. Application of this
strategy to Na-C in the present work resulted in a signifi-
cant revision of the previously proposed ground states. The
updated set at 10 GPa contains large-sized oP104-NasCj,
oP18-NaCyg, 0S44-NaC)y, and hP13-NaC), phases that make
mP12-NaC, metastable and 0S20-NaC4 marginally stable.

Importantly, we demonstrate that the global stability of
these van der Waals solids is very sensitive to the treat-
ment of the dispersive interactions. While the Na-C are
thermodynamically stable in the optB88-vdW approximation
of the nonlocal density functional [31], as was shown in
Ref. [15], they have positive formation enthalpies in our
optB86b-vdW [32] calculations. Fortunately, the inclusion of
vibrational entropy brings them closer to stability and makes
Na3;Cjp a true ground state at room temperature. Moreover,

©2024 American Physical Society
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FIG. 1. Select high-pressure Na-C phases found to be viable in previous [15] (a), (c) and present (b), (d), (e)—(g) ab initio studies. The
top and side views show the corresponding distributions of Na (large yellow spheres) intercalated between C honeycomb layers (small black

spheres). The figures were generated with VESTA [30].

we argue that the feasibility of obtaining the binary layered
intercalated compounds should be evaluated with respect to
graphite rather than diamond, provided that the synthesis
starts with the former material and the (7', P) conditions are
kept sufficiently low to avoid the sp? to sp’ transforma-
tion. When referenced to the layered carbon polymorph, the
Na-intercalated variants have negative formation Gibbs free
energies.

Finally, we probe the proposed materials for supercon-
ducting properties. We analyze the position of the intercalant
nearly free electron states across different phases and pres-
sures to establish conditions needed for strong e-ph coupling.
According to the constructed composition-pressure map,
Na3Cjy compound with a complex structure has promise to
be a high-T; superconductor. We further study 0S20-NaC, at
10 GPa using the fully anisotropic Migdal-Eliashberg (aME)
formalism [33-35]. The aME method has been demonstrated
to yield significantly higher estimates of the critical tempera-
ture, by a factor of two to three, in related layered conventional
superconductors, e.g., metal borides and borocarbides [33,36—
41]. We calculate the momentum dependence of the e-ph cou-
pling and superconducting energy gap on the Fermi surface.
Our aME calculations yield a T; of 48 K, which is slightly
larger than the estimate of 39 K obtained in the previous work
using an isotropic treatment of the e-ph coupling [15].

II. METHODS

We examined the stability of the Na-C phases with
VASP [42] using projector augmented wave potentials [43].
By default, the nonlocal van der Waals interactions
were treated with the optB86b-vdW functional [32],
but also checked with alternative optB88-vdW [31] and
r’SCAN+rVV10 [44,45] functionals. Dense Monckhorst-
Pack k-point meshes with Ak ~ 27 x 0.025 A~! and a
plane-wave cutoff of 500 eV ensured numerical convergence
to typically within 1 meV/atom. To systematically screen
possible decorations of interlayer sites, we constructed su-
percells with up to 42 atoms by expanding the stoichiometric
MgB, prototype and sequentially removing metal atoms. For
detection and elimination of equivalent configurations, we
relied on our radial distribution function fingerprint [24]. We
calculated thermodynamic corrections due to the vibrational

entropy using the finite displacement method implemented
in PHONOPY [46], employing supercells sized between 52
and 128 atoms and applying 0.04 A displacements within the
harmonic approximation. Full structural information for select
phases is provided in the form of CIF files in Supplemental
Material [47].

For calculating properties related to superconductivity, we
employed the QUANTUM ESPRESSO (QE) package [48] with
the optB86b-vdW functional [32,49,50] and optimized norm-
conserving Vanderbilt pseudopotentials (ONCVPSP) [51]
from the Pseudo Dojo library [52] generated with the
relativistic Perdew-Burke-Ernzerhof parametrization [53].
We used a plane-wave cutoff of 100 Ry, a Methfessel-Paxton
smearing [54] value of 0.02 Ry, and I'-centered k-grids of
12 x 12 x 8 for mP12-NaC,, 12 x 12 x 8 for 0S52-Na3Cj,
6x6x4 for oP104-Na3;Cjp, 16 x 16 x 16 for
0520-NaCy4, 12 x 12 x 6 for mP20-NaC4, 6 x 4 x5 for
oP18-NaCg, 12 x 12 x 12 for 0S44-NaCjg, and 12 x 12 x 8
for mP12-NaC;, to describe the electronic structure. The
lattice parameters and atomic positions were relaxed
until the total enthalpy was converged within 107® Ry
and the maximum force on each atom was less than
10* Ry/A. The dynamical matrices and the linear
variation of the self-consistent potential were calculated
within density-functional perturbation theory [55] on
g-meshes of 3 x3x2 for mPI2-NaC,,3 x 3 x 2 for
0S52-NazCip, 1 x 1 x 1 for oP104-Na3;Cip,4 x 4 x 4
for 0S20-NaCy, 4 x 4 x 2 for mP20-NaCy, 3 x 2 x 2 for
oP18-NaCg, 3 x 3 x 3 for 0S44-NaCjy, and 4 x 4 x 3 for
mP12-NaC 12-

To investigate e-ph interactions and superconducting
properties of 0S20-NaC,4 further, we employed the EPW
code [33,34,56,57]. The electronic wavefunctions required for
the Wannier interpolation [58—60] were obtained on a uniform
I'-centered 8 x 8 x 8 k-grid. We used ten atom-centered orbitals
to describe the electronic structure of 0S20-NaCy, with one s
orbital for each Na atom and one p, orbital for each C atom.
The anisotropic Migdal-Eliashberg equations were solved on
fine uniform 80 x 80 x 80 k- and 40 x 40 x 40 g-point grids,
with an energy window of 0.2 eV around the Fermi level
and a Matsubara frequency cutoff of 1.0 eV. When solving
the isotropic ME equations, the Dirac deltas of electrons and
phonons were replaced by Gaussians of width 50 meV and
0.3 meV, respectively.
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FIG. 2. Stability of Na-C phases at 10 GPa calculated with (a) the optB88-vdW functional or (b) the optB86b-vdW functional. The global
(local) convex hulls are denoted with solid (dashed) lines. The formation enthalpies are shown with and without zero-point energy (ZPE) in

blue and gray, respectively.

III. RESULTS AND DISCUSSIONS

A. Structure and stability of Na-C compounds

The global evolutionary searches by Hao et al. [15] pro-
vide an important baseline for viable morphologies in the
Na-C binary up to 10 GPa. Namely, only graphite config-
urations intercalated with either one or two layers of Na
appear to compete for thermodynamic stability across the
composition range. We reproduce the negative formation en-
thalpy values evaluated with the optB88-vdW functional for
the reported 0S20-NaCy (—17.3 meV /atom) and mP12-NaC,
(—15.9 meV/atom) phases relative to bcc-Na and diamond
at 10 GPa. At the same time, we observe a high sensitivity
of the results to phonon contributions and DFT approxima-
tions due to the starkly different bonding types displayed
by the binary and reference phases. The inclusion of the
zero-point energy (ZPE) alone shifts the values to —36.2
meV /atom and —28.4 meV /atom, respectively, and the vibra-
tional entropy further stabilizes the intercalated compounds
(see Fig. 2). The beneficial effect of temperature may be
consequential because the formation enthalpies calculated
in the optB86b-vdW approximation are positive, at 28.2
meV/atom and 23.7 meV/atom and the formation Gibbs
free energies turn negative only at about 600 K. Consider-
ing the wide range of enthalpy values of graphite relative
to diamond, 59, 88, and 116 meV/atom produced by the
optB88-vdW, r2SCAN+rVV10, and optB86b-vdW function-
als, respectively, it is evident that the systematic errors are too
large to make a definitive conclusion about the global stability
of the Na-C intercalated phases.

Fortunately, the diamond reference is likely irrelevant
if graphite is used as the starting material in the syn-
thesis of the proposed binary compounds and the sample
is not heated to high temperatures required to induce the
sp* to sp® rebonding. According to the comprehensive re-
view of extensive experimental work on carbon [61], the
first signs of a structural phase transition in graphite un-
der standard quasihydrostatic catalyst-free conditions at room
temperature appear at 14-17 GPa. Measurements of electrical,
optical, X-ray diffraction, and Raman response along with

ab initio simulations indicate that the resulting cold com-
pressed graphite features an sp3-bonded morphology that
reverts to the original state upon pressure release. Full irre-
versible transition to cubic or hexagonal diamond requires
heating the sample to high temperatures, typically above
2,000 K at 15 GPa, or applying shear stress. The findings
highlight the defining role of kinetics in the evolution of the
covalently bonded framework under such moderate pressures.
The increase in the interlayer spacing and the transfer of the
negative charge to the C layers caused by Na intercalation may
affect the kinetic barriers but are not expected to appreciably
facilitate the rebonding in the targeted (7, P) range. There-
fore, we find it more appropriate to define the synthesizability
of the GICs with respect to bcc-Na and graphite rather than
diamond not just up to 5 GPa where graphite is thermo-
dynamically stable according to the optB88-vdW results at
0 K [15] (up to 2 GPa in our optB86b-vdW calculations)
but up to at least 10 GPa. Figure 2 shows that the two pro-
posed phases are indeed thermodynamically favorable with
respect to the C layered polymorph, and the relative enthalpies
agree well in the optB86b-vdW and optB88-vdW approx-
imations due to the similarity of the elemental and binary
morphologies.

Our screening of larger-sized intercalated structures offers
further insight into what phases may form under pressure
in this binary system. Starting with 14 different supercells
of the MgB, or mP12-NaC, prototypes, we generated ~750
unique Na,C, configurations and fully optimized them at
10 GPa with both optB88-vdW and optB86b-vdW functionals
to construct the convex hulls in Fig. 2 (the common ground
states in the two approximations were also evaluated with
the r2’SCAN+rVV 10 functional). The considered phases had
hexagonal (7%), orthorhombic (48%), monoclinic (38%), or
trigonal (7%) unit cells with up to 52 atoms at 35 compositions
below 1:2.

At the 1:4 stoichiometry corresponding to the previously
proposed 0S20 ground state, we find an alternative mP20
structure that is nearly degenerate in Gibbs free energy with
0S20 in both optB86b-vdW and optB88-vdW calculations
(see Figs. S1 and S2 [47]). The two phases have fairly uniform
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metal decorations but the monoclinic variant features a pro-
nounced interlayer shift that positions Na atoms near hexagon
centers in one of the two sandwiching C layers [Figs. 1(c)
and 1(d)]. The structural frustration with respect to sheer in
these and other examined Na-C phases results in soft phonon
modes that are difficult to converge.

The dominant compound at 10 GPa actually occurs at an
unusual 3:10 composition in all considered vdW approxima-
tions (Figs. 2 and S3 [47]). The best 0S52 structure with the
Cmcm symmetry in the generated pool had multiple imag-
inary modes across the Brillouin zone (see Fig. S5 [47]).
General strategies to deal with dynamically unstable struc-
tures include (i) checking convergence criteria to ensure
that the structure indeed has imaginary frequencies [62—64];
(ii) following eigenvector(s) in the search for nearby local
minima [25,62,65,66]; and (iii) considering anharmonic cor-
rections to stabilize the structure at finite temperatures [62,67—
70]. We checked that several phonon modes remain imaginary
in our VASP calculations upon further structural relaxation
(with residual forces below 0.01 eV/A), increase of the
k-point density (to 6 x 6 x 6 in the 2 x 2 x 1 104-atom su-
percell), or change of the displacement value (0.04 A or
0.10 A). We proceeded with the generation of distorted
derivatives by displacing atoms along selected eigenvectors in
conventional (super)cells and constructed alternative phases,
0S52 (C222;) and oP104 (P2,2,2,), with essentially identical
enthalpies (within 0.1 meV /atom). In contrast to our previous
successful identification of several local minima in CaBg by
considering all possible combinations of imaginary eigenvec-
tors at two high-symmetry points [25], the two derived Na3;Cjg
polymorphs also displayed several branches with imaginary
frequencies (Figs. S6 and S7 [47]). To illustrate the particular
challenge of finding a dynamically stable structure in this
case, we plot the enthalpy profiles along a I'-point soft-mode
eigenvector representing the collective shear of the C layers in
several phases (Fig. 4). The reason behind the much smaller
enthalpy variation in the Na-C phases compared to that in
graphite is the near 50% increase in the interlayer spacing that
exponentially reduces the corrugation arising from the overlap
of the C-p, orbitals [71]. The resulting barriers in these GICs
appear to be defined by the relative Na and C distributions in
the neighboring layers. Since the Na atoms are not in perfect
registry with the honeycomb lattice in either 0S20-NaCy4 or
oP104-Na3;Cjy (e.g., only a third of them reside above and
below the C hexagon centers in the latter phase), the lack of
short-period commensuration leads to the particularly smooth
potential energy surfaces [72,73], and one can think of the ma-
terials as bearings with incompressible sheets sliding between
large metal ion spheres. These observations help explain the
slight differences between frozen phonon and linear response
results (Figs. S7 and S8(b) [47]), as the choice of the dis-
placement value can significantly affect the evaluation of force
constants. Therefore, it is unlikely that either the creation of
larger supercells or the inclusion of anharmonic effects would
provide a definitive answer as to whether the layered Na-
C phases can be represented with well-defined dynamically
stable structures [69]. Domain formation or stacking disorder
could be inherent features in these binary compounds, as was
predicted in the related LiB material [74,75] and supported
with XRD measurements [76]. For these reasons, we use the
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FIG. 3. Stability and electronic properties of Na;_,C, com-
pounds calculated with the optB86b-vdW functional. (a) Convex
hulls with respect to bcc-Na and graphite at 2—10 GPa. (b) Stabil-
ity ranges of the stable Na-C phases. The shaded area marks the
(x, P) phase space in which Na-C materials are not expected to have
electron-doped Na-s states important for superconductivity. (c) The
density of states in oP104-Na;Co. The dashed red line shows the
bottom of the Na-s states. (d) Position of the Na-s band edge for
the intercalated Na-C compounds at 2—10 GPa. The dashed red line
marks an approximate composition at which the Na-s band edge is
expected to align with Er at 10 GPa.

slightly favored 0S20 and oP104 unit cells as representative
models of the frustrated NaC4 and Na3;Cjy compounds, re-
spectively, in the thermodynamic stability analysis but check
the robustness of our superconductivity predictions by exam-
ining the additional closely related polymorphs.

The oP104-Na3C( destabilizes the proposed double-layer
mP12-NaC, phase at 10 GPa but leaves room for possi-
ble GICs at the low-Na composition end, such as NaCg
and NaCjo. Figures 1(e) and 1(f) illustrate that the most
favored configurations feature nearly flat C layers and Na
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FIG. 4. Enthalpy change at 10 GPa along an optical phonon
mode eigenvector that shears carbon layers. For each displacement
value d, the neighboring C layers are shifted along C-C bonds in the
opposite directions, with one C atom per layer fixed and all other
structural parameters fully optimized. The corresponding changes
in symmetry are P6;/mmc to Cmcm (graphite), Cmcm to Pca2,
(0S20-NaCy), P2,2,2; to P2, (oP104-Na;Cj), and Cmcm to P2
(0552—N33C]0).

intercalating every other gallery, known as stage-two GICs.
The lower Na concentration allows the metal sublattice to
find a better balance between even distribution and registry
with the honeycomb lattice. Consequently, oP18-NaCg and
0S44-NaCj are found to be dynamically stable [see Figs. 6(f)
and 6(g)].

The resulting local convex hull (relative to graphite) at 0 K
and 10 GPa is defined by four phases at the 3:10, 1:4, 1:8,
and 1:10 compositions in all optB86b-vdW, optB88-vdW, and
r?’SCAN+rVV10 approximations (Figs. 2 and S3 [47]). The
set of ground states under 10 GPa compression remains un-
changed at elevated temperatures once the vibrational entropy
is included (Figs. S1 and S2 [47]), while transition pressures
evaluated for select phases at 600 K instead of zero K shift
by —0.8 GPa for oP104-Na;Cjy, —1.5 GPa for 0S20-NaCy,
and 0.7 GPa for oP18-NaCy. Interestingly, oP104-Na;Cyy is
the only intercalated phase that is globally stable at room
temperature in both DFT treatments (Fig. 2). To probe what
GICs could be stable in the 1 —10 GPa range, we reoptimized
relevant phases at specific pressures, examined their relative
enthalpies (Fig. S4 [47]), and constructed corresponding local
convex hulls at 0 K (Fig. 3(a)). The first material to stabilize
under compression is a stage-two hP13-NaC;, GIC derived
from the +/3 x +/3 x 2 supercell of MgB,. mP12-NaC, may
indeed form just above 3 GPa (a related LiB compound with
double metal layers has been synthesized via cold compres-
sion above 23 GPa [76]). The four proposed materials between
the 3:10 and 1:10 ratios require higher pressures to be viable
[see Fig. 3(b)]. Our comparison of the optB86b-vdW and
optB88-vdW results in Fig. S4 [47] shows that the phase
transition pressure estimates in the two approximations agree
to within 1 GPa.

B. Electronic, vibrational, and superconducting properties
of Na-C phases

To screen the Na-C binary system for possible high-T;
superconductivity, we investigated the electronic, vibrational,
and superconducting properties in the proposed set of
intercalated phases, mP12-NaC,, 0S52 (oP104)-Na;Cj,
0520 (mP20)-NaCy, oP18-NaCg, 0S44-NaC, and
hP13-NaCj,, at pressures up to 10 GPa. First, we examined
the response of the intercalant Na-s states to composition
and pressure to determine conditions under which the band
crosses the Fermi level (Ep). The presence of the partially
occupied nearly free electron (NFE) states has been linked to
superconductivity in several layered compounds (e.g., CaCq
and YbC¢ GICs [77-79], bilayer C¢CaCg [80,81], monolayer
LiC¢ [82,83], and LiB [39,84]). The strong interaction of
this band with the surrounding lattice has been rationalized
as a response to both quantum confinement and electrostatic
effects [82,85,86].

Our electronic band structure and density of states (DOS)
calculations show that only compounds at the 1:2, 3:10, and
10:4 compositions have partially occupied Na-s states in the
considered pressure range [see Figs. 3(c), 3(d), and 5]. Among
them, mP12-NaC, stands out as the only one with a 2D shape
of the Na DOS around the Fermi level and with very little
dependence of the band edge position on pressure (about
—3.0 eV at 10 GPa). In contrast, just as in LiB [84], the
Na DOS in the Na3;Cjy and NaCy phases has a 3D profile,
and compression from 2 GPa to 10 GPa raises these NFE
states by about 0.6 eV. Fortunately, the band edge remains
at —1.3 eV and —0.7 eV below the Fermi level in the two
respective Na-C compounds at 10 GPa as shown in Fig. 3(d).
As in CaCg [77,87], the dominant contribution to the DOS
at the Fermi level (N (Er)) comes from the antibonding C-7*
states. Another important characteristic is the close resem-
blance of the overall DOS shape in the 0S52 (0P104)-Na3;Cyg
and 0S20 (mP20)-NaC, phases at the 3:10 and 1:4 composi-
tions, suggesting that they may have similar superconducting
properties.

Decreasing the metal concentration has a strong effect on
the position of the NFE band. The data in Figs. 3(d) and 5
illustrate that while the stage-two oP18-NaCg, 0S44-NaCj,
and hP13-NaCi, are still metallic, none of them features the
Na-s states at the Fermi level in the corresponding regions
of thermodynamic stability. For instance, this band would be
partially occupied in oP18-NaCg below 4 GPa but the phase
requires over 8§ GPa to break the convex hull [see Fig. 3(b)].
Since the three Na-poor GICs have similar DOS shapes and
can be modeled with a rigid-band approximation, N(Ef) is
defined primarily by the amount of available charge to fill
the C-r* states and happens to decrease with the Na content.
Figures 5(f)-5(h) and Table I demonstrate that the resulting
N(EF) values in two of the three phases are significantly lower
than those in the considered stage-one GICs.

To construct an approximate x(P) boundary between
Na,_,C, compounds with and without populated Na-s states,
we estimated the critical concentrations x by linear interpo-
lations at every 2 GPa pressure (the dashed red line across
panels (b) and (d) of Fig. 3 illustrates the determination of
the point at 10 GPa). The near-linear shift of the critical
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compositions with pressure found for the phases with different
symmetries suggests little sensitivity of the Na-s energies to
the particular decoration of the metal sites as long as the
arrangements within galleries are fairly uniform (see Fig. 1).
The resulting shaded area in Fig. 3(b), extrapolated down
to the ambient pressure, marks the x(P) region in which
Na-C phases are not expected to have superconductivity aris-
ing primarily from the strong coupling to the intercalant
states.

To check the validity of this observation, we looked at
the vibrational and superconducting properties for this set of
materials with the QE package. Similar to CaCg and sev-
eral other GICs [77,88,89], the phonon dispersion can be
divided into three regions (see Figs. 6, S8, and S11 [47]):
a low-frequency region composed of mostly in-plane Na,,
vibrations mixed with out-of-plane C, vibrations (<30 meV),
an intermediate frequency region dominated by out-of-plane
C; and Na, vibrations (30—100 meV), and a high-frequency
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(a) mP12 -NaC,

Frequency (meV)

Frequency (meV)

Frequency (meV)

Frequency (meV)

PhDOS a?F(w)
[States/(meV-atom)]

(e) mP20-NaCy

Frequency (meV)

Frequency (meV)

Frequency (meV)

Frequency (meV)

PhDOS o?F(w)
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FIG. 6. Phonon dispersion, phonon density of states (PhDOS), Eliashberg spectral function o> F (), and integrated electron-phonon cou-
pling strength A% calculated with Quantum ESPRESSO at 10 GPa for (a) mP12-NaC,, (b) 0S52 (Cmcm)-Na;Cy, (c) 0852 (C222,)-Na;Cy,
(d) 0S20-NaCy, (e) mP20-NaCy, (f) oP18-NaCsg, (g) 0S44-NaCjy, and (h) hP13-NaC,. The o F (w) and A%F for Na3C g structures are estimated

by neglecting the imaginary phonon frequencies.

region of in-plane Cy, vibrations (>100 meV). The super-
conducting T; was estimated using the Allen-Dynes modified
McMillan formula [16,17] with a Coulomb potential p* =
0.1. We denote the e-ph coupling strength and the critical
temperature obtained with QE as A%F and 7,2, respectively, to
differentiate them from the EPW values discussed in the next
section. Table I summarizes A%F and T,%¢ for all the Na;_,C,
compounds.

Unsurprisingly, the three phases in the gray region
of Fig. 3(b) probed within their respective stability re-
gions oP18-NaCg at 10 GPa, 0S44-NaCj, at 10 GPa, and
hP13-NaC;, at 5 GPa, were found to have low AQE of 0.23,

0.17, and 0.18, respectively, with no measurable TCQE values.
Upon examination of the Eliashberg spectral function a>F (w)
and the cumulative e-ph coupling strength A(w) plotted in
Fig. 6, we conclude that the underlying factor determining
the reduced AF values in these cases is the absence of e-ph
coupling for the Na and out-of-plane C, phonon modes from
the low- and intermediate-frequency region below 100 meV.
For 0S20-NaC; and mP12-NaC, at 10 GPa, our cal-
culations produced AQF values of 1.13 and 0.40, with
corresponding 7.%F values of 33.5 K and 3.0 K, consistent
with Ref. [15]. We find that the low- and intermediate-
frequency phonons play a key role in achieving a high e-ph
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TABLE L. Properties of Na,_,C, phases: The average interlayer distance d;,,, the density of states at the Fermi level N (E), the nearly-free
energy (NFE) band occupation, the logarithmic average phonon frequency wj,, the total electron-phonon coupling strength A€, and the
superconducting critical temperature T2 with a Coulomb potential 1* = 0.1. Note that A%F and T,%¢ for 0P104-Na;C), were obtained using

phonon calculations for a single g-point (I").

Phase Space Pearson Pressure dinter N(Ef) NFE Wiog TCQE
composition group symbol (GPa) A) (states/eV - atom) occupation (meV) AQE K)
NaC, P2ym mP12 10 6.81 0.261 Yes 64.1 0.40 3.0
Na3;Cyo Cmcm 0S52 10 4.22 0.191 Yes 304 1.40 37.5
Na;Cyo C222, 0S52 10 4.20 0.181 Yes 22.5 1.50 29.6
Na;Co P2,2,2, oP104 10 4.26 0.176 Yes 30.8 1.43 39.1
NaC, Cmcm 0S20 10 4.23 0.199 Yes 34.6 1.13 33.5
NaC, P2,/m mP20 10 4.17 0.161 Yes 42.3 0.89 28.5
NaCg Pmma oP18 10 4.21 0.066 No 97.8 0.23 —
NaCyy Cmcm 0S44 10 4.17 0.085 No 108.8 0.17 -
NaC,, P6/mmm hP13 5 4.10 0.153 No 114.5 0.18 —
NaC,, P6/mmm hP13 10 4.10 0.141 No 120.9 0.17 —

coupling in 0S20-NaCy, and together they account for approx-
imately 84% of the total A€ = 1.13. Moreover, the relative
contributions of these two sets of modes are very similar,
with the low and intermediate regions making up 40% and
44% of A, respectively. Notably, the high-frequency in-plane
C,, modes exhibit a significantly smaller contribution of only
about 16%. This behavior is similar to other GICs (e.g., CaCg,
BaCg, and SrCq [77,81,87,88]) and Ca-intercalated bilayer
graphene [81], where the largest contribution to the e-ph
coupling strength has been associated with the modes below
100 meV. While the coupling to these critical modes is present
in mP12-NaC,, their contribution is reduced by a factor of
four compared to that in 0S20-NaCy, which leads to a drastic
reduction in the e-ph coupling strength and the critical tem-
perature. For the competing mP20-NaC, structure at the 1:4
composition, we find A% = 0.89 and 7,%¢ = 28.5 K. Com-
parison of Figs. 6(d) and 6(e) reveals that the in-plane C,,
vibrations in the high-frequency region above 100 meV have
a nearly identical contribution to A%F in the two NaC, phases,
and the difference in their total coupling strengths can be again
attributed to the low- and intermediate-frequency phonons.
Finally, we investigated the superconducting properties of
the three Na3;C,( structures. Since at the harmonic level the
phonon dispersions exhibit two slightly imaginary modes with
frequencies around —2.9 meV, the e-ph properties were com-
puted by integrating only over the real frequency modes (see
Figs. 6(b), 6(c), and S8(b) [47]), similar to what was done
in recent studies [90,91] (note that the lower integration limit
in QE is set to 2.5 meV and such modes would be ignored
even if their frequencies were real but below this threshold).
Importantly, the phonon DOS and the Eliashberg spectral
functions results plotted in Fig. 6 show that the soft phonon
modes below 10 meV corresponding to C layer shifts have
insignificant contribution to the total coupling even in the
dynamically stable NaC, phases and that the dominant parts
of 30 — 50% and 40 — 50% in all considered 1:4 and 3:10
GICs come from the Na-based modes in the 0 — 30 meV
range and C-based modes in the 30 — 100 meV range, respec-
tively. The relatively high AE (T.%F) values of 1.40 (37.5 K),
1.50 (29.6 K), and 1.43 (39.1 K) obtained at 10 GPa for
the 0S52 (Cmcm), 0S52 (C222,), and oP104 structural models

indicate that Na3;Cjy should be as good a superconductor as
NaC,. Hence, we believe that the conclusions drawn from
our following in-depth analysis of the superconducting prop-
erties in 0S20-NaC, with the anisotropic Migdal-Eliashberg
formalism should be transferable to the neighboring Na;Cy
compound.

C. Superconducting properties of NaC, with the anisotropic
Migdal-Eliashberg formalism

With the 0S20-NaC, phase determined to stabilize above
6.5 GPa, we performed a more detailed examination of
its properties at 10 GPa. More insight into the electronic
structure can be obtained by analyzing the dispersion of
0S20-NaC, with Na atoms removed (empty graphite-like Cy4
structure, solid black lines) and the one with C atoms re-
moved (empty Na metal structure, red dashed lines) depicted
in Fig. S9(c) [47]. Comparing Figs. S9(a) and S9(c) [47], we
can interpret the band structure of 0S20-NaC, as a superpo-
sition of the C4 and Na bands. To facilitate this comparison,
the C and Na bands in Fig. S9(c) are shifted downward and
upward by ~2 eV, respectively, to match the Fermi level in
0S20-NaC,. Effectively, the relative shift is equivalent to a
charge transfer from the Na atoms to the graphene layers. This
can be clearly visualized from the charge density difference
plot in Fig. S9(d), where the red and green lobes represent the
charge accumulation and depletion regions around the C and
Na atoms, respectively. Integrating the atomic-projected DOS,
we extract the Lowdin charge for each atom. In 0S20-NaCy,
we find a charge transfer of 0.21 electrons/C atom, whereas
in CaCg4 each C atom only gains 0.11 electrons [77].

Figure S10 [47] illustrates the total and band-decomposed
Fermi surface (FS). Comparison with the band structure in
Fig. S9(a) reveals that the three bands crossing the Fermi
level give rise to a multi-sheet FS structure. The FS sheets
corresponding to band 1 (shown in blue) and band 2 (shown
in green) exhibit 3D nested shapes and originate from the
C-p, states, as already pointed out in Ref. [15]. These nested
regions surround two bean-shaped FS sheets (shown in red)
centered around I" of predominant Na-s character (band 3).
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FIG. 7. Superconducting properties of 0S20-NaC, at 10 GPa obtained with the FSR (gray), FBW (blue), and FBW+u (red) approaches
for u* = 0.1 and 0.2. (a) Isotropic superconducting gap A as a function of temperature. (b) and (c) Energy distribution of the anisotropic
superconducting gap Ay as a function of temperature. The black dashed lines in (b) and (c) represent a guide for the eye highlighting the two

superconducting gap distributions.

To investigate the e-ph interaction, we computed the
isotropic Eliashberg spectral function a>F (w) and the cu-
mulative e-ph coupling strength A(w) with EPW (see
Fig. S11(c) [47]). Consistent with our QE results, we find
a high e-ph coupling strength A = 1.19. The anisotropy in
the e-ph coupling is quantified by evaluating the momentum-
resolved A as defined in Ref. [33]. Figure S12(a) [47] clearly
displays two peaks in the distribution of A, with a sharp peak
centered around 1 and a small peak centered around 3. To
further analyze the origin of these peaks, the variation of A; on
the Fermi surface is shown in Fig. S12(b) [47]. According to
the color map, the first sharp peak originates from the nested
FS regions, while the second smaller peak arises from the I'-
centered FS regions. In particular, by comparing with the band
structure and the band decomposed FS plots in Figs. S9(a) and
S10 [47], it becomes evident that the first peak arises from
the coupling of the phonon modes with the C-7* states (band
1 and band 2), while the second peak is mostly due to the
intercalant Na-s states (band 3) with some contribution from
the C-mr* states (band 2).

In order to determine the superconducting critical tem-
perature, we solved the isotropic and anisotropic Migdal-
Eliashberg equations [33,34]. Since the electronic DOS
strongly peaks close to Ep, we examined the superconducting
gap using both the Fermi surface restricted (FSR) and the
full bandwidth (FBW) approaches [34,35]. In FSR, the DOS
around Er is assumed constant, whereas in FBW the full
energy dependence of the DOS is considered, allowing the
inclusion of e-ph scattering processes away from Eg. A recent
study has demonstrated the importance of the FBW treatment
in the high-pressure H3S and the low-pressure BaSiHg super-
conductors, which exhibit distinct DOS features that deviate
significantly from the constant-DOS assumption made in the
FSR approximation [35]. For a detailed description of the FSR
and FBW approaches and their implementation in the EPW
code, please see Refs. [33-35,57].

Figure 7(a) shows the isotropic superconducting gap A as
a function of temperature, calculated with the FSR, FBW,
and FBW+ 1 methods using a Coulomb parameter u* = 0.1
and 0.2. In the FBW+u approach, the chemical potential is

updated self-consistently as discussed in Ref. [35]. Our calcu-
lations yield T values of 43.5 (31.2) K and 45.5 (33.0) K, and
a zero-temperature superconducting gap of 7.62 (5.36) meV
and 8.24 (5.70) meV for FSR and FBW with p* = 0.1
(0.2), respectively. Furthermore, the superconducting gap ver-
sus temperature curves for FBW and FBW+-p are basically
identical, thus leading to the same 7. values. This can be
understood as the Fermi level in 0S20-NaC, lies slightly
away from the van Hove singularity (vHS) peak, as shown in
Fig. S9(b), and therefore the DOS with and without updating
W are very similar. For comparison, the commonly employed
Allen-Dynes (AD) modified McMillan formula [16,17] and
the machine-learned (ML) SISSO model [93] give T values
of 34.9 (22.0) K and 43.3 (26.7) K for u* = 0.1 (0.2), respec-
tively, with the latter producing results that match very well
our isotropic predictions.

Given the anisotropy found in X;, we calculated the
anisotropic superconducting gap Ay as a function of tempera-
ture shown in Figs. 7(b) and 7(c). We find two distinct gaps
with mean values Ay = 7.25 (5.00) meV and A, =10.42
(7.69) meV for u* = 0.1 (0.2) in the zero-temperature limit
using the FSR approach. For comparison, CaCg displays a
continuum anisotropic gap without separation into distinct
gaps [81,87,89]. The A; gap is highly anisotropic and varies
over a wide energy range of 1.75 meV. In contrast, the A,
gap is less pronounced (i.e., fewer energy states contribute
to this gap) and has a much narrower distribution of only
0.75 meV. The superconducting T; is estimated to be 47.0
(35.0) K for u* = 0.1 (0.2), about 8% (12%) higher than the
isotropic FSR value. Application of the FBW and FBW+p
treatments only shifts slightly the gap distribution to higher
energies while retaining the overall shape at each temper-
ature. The resulting 7 using the two FBW approaches is
estimated to be 48.2 (36.0) K with u* = 0.1 (0.2). The T
values obtained with different approaches are summarized in
Table II.

Figure 8(a) shows the momentum-resolved superconduct-
ing gap Ay on the FS at 12 K within the FSR approximation
using u* = 0.1. Comparing this with Fig. S12(b) [47], the
regions of the FS with the lower gap A; = 7.35 meV can

174508-9



SHASHI B. MISHRA et al. PHYSICAL REVIEW B 110, 174508 (2024)

TABLE II. Properties of 0S20-NaC, at 10 GPa: the density of states at the Fermi level N(Eg), the logarithmic average phonon frequency
Wiog, the electron-phonon coupling strength A, the Coulomb parameter 1*, and the superconducting critical temperature T¢. The 7. values are
calculated using different methodologies: the semi-empirical Allen-Dynes (AD) formula, the machine-learned (ML) model, the isotropic and
anisotropic Fermi surface restricted (FSR) approximation, and the isotropic and anisotropic full bandwidth implementation without (FBW)

and with (FBW+ ) variation of the chemical potential .

N(EF) Wiog Semi-empirical 7; (K) Isotropic ME T; (K) Anisotropic ME T (K)

(states/(eV - atom)) (meV) A w* AD ML FSR FBW FBW+u FSR FBW FBW+pu

0.19 33.9 1.19 0.1 34.9 433 435 45.5 45.5 47.0 48.2 48.2
0.2 22.0 26.7 31.2 33.0 33.0 35.0 36.0 36.0

be associated with the C-m* states (band 1 and band 2). In
contrast, the upper gap A, = 10.60 meV primarily arises from
the Na-s states (band 3) with some contribution from the C-7*
states (band 2). Similarly, in CaCg, the smallest and highest
values of the smeared multi-gap structure have been associ-
ated with the C-n* and Ca — s, d_2 states [87,89]. The two-gap
structure of 0S20-NaC; is also evident from the corresponding
quasiparticle DOS plotted in Fig. 8(b).

Finally, we explored the effect of electron and hole doping
on the T; in the light of the VHS peak present in the DOS
of 0S20-NaCy near the Fermi level [see Fig. 9(a)]. Previous
theoretical studies on H3S have shown an enhancement in 7
when the Fermi level approaches the maximum of the vHS
peak [35,94,95]. To investigate the dependence of 7. with
doping, we shifted the Fermi level by A¢p in the —0.2 eV
to 0.1 eV range in increments of 0.05 eV, corresponding to
changes in the electron number of ~0.076. Figure 9(b) shows
the 7. values obtained by solving the isotropic and anisotropic
ME equations within the FSR and FBW approaches, and
those obtained with the semi-empirical AD and ML formulas.
Overall, all treatments produce a similar trend for the variation
of T. with doping. In particular, the 7, versus Agg curve
obtained with the anisotropic approach resembles the shape
dependence of the DOS, the T; reaching a maximum value at
Aer = —0.1 eV when the Fermi level lies in very close prox-
imity to the vHS peak. For comparison, the effect of doping
on T is less pronounced when employing the isotropic ME
treatment or the semi-empirical formulas, with the AD for-
mula consistently underestimating the 7; values by about 7 K.

IV. SUMMARY

We have explored the stability and superconductiv-
ity of Na-intercalated graphite compounds under moderate

(a) )

= 1.5 A

)

§ 1.0

3

= 0.5 -

0.0 T T T

! -10 0 10
592 AmeVl 4070 w(meV)

FIG. 8. (a) Momentum-resolved superconducting gap Ay on the
Fermi surface generated with FermiSurfer [92], and (b) normal-
ized quasiparticle DOS using the FSR approach with p* = 0.1 for
0S20-NaC, at 12 K and 10 GPa.

pressures using ab initio methods. Through systematic screen-
ing, we identified new stable stoichiometries, Na3Cjg, NaCg,
NaCjg, and NaCj,, which redefine the previously established
convex hulls up to 10 GPa. While some compounds may lack
stability at zero temperature, they could be high-temperature
ground states or form through cold compression of graphite.
Our analysis of the nearly free electron states important for
superconductivity in intercalated compounds narrows down
the promising candidates to two. One of them, NaC,4 proposed
previously by Hao er al. [15], has been re-analyzed within
the anisotropic Migdal-Eliashberg theory and predicted to be
a two-gap superconductor with a 7. of 48 K, 24% above
the prior isotropic Eliashberg estimate. The other compound,
Na3Cj introduced in the present study, appears to be prone
to interlayer shifts and may develop domain walls to become
dynamically stable. According to our estimates, it should
have T, at least comparable to that in NaC,4 at 10 GPa. The
ab initio findings reveal the Na-C system may host viable
compounds with unexpectedly high 7; for electron-doped
materials.

(a)

DOS
M T

55 ©— AD —©— FSR (iso) —@— FSR (aniso)
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FIG. 9. (a) Total DOS in the energy range of —0.2 to 0.1 eV
around the Fermi level, and (b) superconducting critical tempera-
ture 7. as a function of Fermi level shift Aep obtained with the
AD formula, the ML model, and the isotropic and anisotropic ME
equations in the FSR and FBW approaches with a u* = 0.1 for
0S20-NaC, at 10 GPa.
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