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Abstract: Photon interconversion promises to alleviate thermalization losses for high energy 
photons and facilitates utilization of sub-bandgap photons – effectively enabling the optimal 
use of the entire solar spectrum. However, for solid-state device applications, the impact of 
intermolecular interactions on the energetic landscape underlying singlet fission and triplet-
triplet annihilation upconversion cannot be neglected. In the following, the implications of 
molecular arrangement, intermolecular coupling strength and molecular orientation on the 
respective processes of solid-state singlet fission and triplet-triplet annihilation are discussed. 
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1. Introduction 

Photon interconversion is a promising approach to 
increase the achievable solar cell efficiency and 
increase the device longevity due to filtering of high-
energy photons. Photon downconversion via singlet 
fission (SF) in polyaromatic hydrocarbons (PAHs) 
promises to alleviate thermalization losses by 
converting one high energy photon into two spin-
triplet states, which, once transferred into a 
photovoltaic device (PV) can produce two electrons 

and two holes which can be extracted as current.[1–4] 
Photon upconversion (UC) via triplet-triplet 
annihilation (TTA) on the other hand can be utilized 
to convert sub-bandgap photons – which otherwise 
cannot be used to generate current in a PV – to 
higher energy photons which in turn can be absorbed 
by the PV.[5,6] Hence, by expanding the portion of 
the solar spectrum that can be used and by more 
efficiently utilizing the energy of the high-energy 
portion of the spectrum, the device performance can 
be enhanced.  
Beyond possible applications in PVs,[7] 
upconversion bears promise for applications 
including photocatalysis,[8] bioimaging[9] and 
anticounterfeiting.[10] 
First invoked in 1965 to understand the 
photophysical properties of anthracene,[11] the field 
of SF has greatly expanded over the years, with both 
time-resolved spectroscopy and magnetic field-
dependent studies providing the necessary window 
into the ongoing processes.[12–16] Dexter first 
proposed utilizing the triplet excitons generated by 
singlet fission to sensitize silicon photovoltaics in 
1979.[2] An idea which took several more decades to 
be realized due to the sensitive nature of the silicon 
surface.[1,17–20] On the other hand, triplet exciton 
energy transfer (TET) into semiconductor quantum 
dots was quickly successful and sparked a new 
direction in the field of sensitized UC.[21] 
TTA-UC was first observed in anthracene in 1962 
by Parker and Hatchard.[22] Since then, sensitized 
TTA-UC has emerged as an independent research 
direction, based on the seminal work by Castellano 
and co-workers in the early 2000s.[23–27] Most of the 
work since then has focused on understanding the 
photophysics of both triplet energy transfer process 



between the sensitizer and annihilator and the TTA-
UC process itself.[28–40] Beyond conventional metal-
organic complexes which generate triplet states 
through intersystem crossing,[26] additional triplet 
sensitization mechanisms based on 
inorganic/organic hybrid systems have been 
explored. Semiconductor nanocrystals for example, 
have an exchange energy gap between the singlet 
and triplet state on the order of ambient thermal 
energy kBT.[41] As a result of strong spin-orbit 
coupling in semiconductor quantum dots, spin is not 
the good quantum number rather the total angular 
momentum is relevant.[41] Due to this strong spin-
mixing, the lowest energy exciton wavefunction 
contains both a singlet and a triplet-related term, and 
the exciton can therefore couple directly to the triplet 
state of an annihilator without an additional 
intersystem crossing step.[30,32,32,42] Beyond 
excitonic triplet sensitizers, it is also possible to 
generate bound triplet excitons by charge injection, 
followed by subsequent recombination to form the 
triplet state.[33,34,43–45]  
In the following, we will briefly introduce the 
mechanisms of SF and TTA-UC and discuss how 
intermolecular interactions in PAHs in the solid state 
impact each process. This review is not intended to 
be all-encompassing, rather it is meant to 
specifically highlight the possible impact of 
intermolecular coupling on SF and TTA-UC. For a 
deeper dive into the fields of SF and TTA-UC, we 
refer the interested reader to additional existing 
review articles.[5,6,46–50] An overview schematic of 
SF and TTA-UC is shown in Figure 1, where SF 
generates two triplet states in a spin-allowed 
process. In the TTA-UC process triplet states in the 
sensitizer are initially generated by intersystem 

crossing (ISC) followed by triplet exciton transfer 
(TET) to the annihilator and subsequent bimolecular 
TTA-UC. 

1.1 Singlet Fission 
 
In SF, an organic chromophore in the spin-singlet 
excited state interacts with a neighboring 
chromophore in its ground state. By sharing the 
excited state energy, both chromophores convert to 
spin-triplet states in a spin-allowed process. 
Generally, the SF process is described by the 
following simplified kinetic scheme:[46] 
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The correlated triplet pair state 1(TT) is formed from 
the initial singlet excited and ground state with rate 
k-2 and can reform the ground and excited singlet 
states with rate k2. As the triplet states begin to 
diffuse to non-neighboring molecules the spatially 
separated 1(T…T) state is formed, which still 
exhibits overall spin-singlet character. In the final 
step the separated 1(T…T) subsequently spin-
relaxes into two uncorrelated triplet states with rate 
k-1.[3,46,51] Additional relaxation pathways involving 
the spin-triplet and quintet triplet pair states [5(TT) 
and 3(TT)] are in principle possible, however, will 
not be discussed here but can be found elsewhere.[52–
55] 
The rate k-2 can be expressed as an Arrhenius-type 
equation based on the average nuclear deformation 
energy between the states S1 and T1, the average 
frequency of molecular vibrations 〈𝜔〉, the energy 
difference Δ𝐸 between the singlet state S1 and 
correlated triplet pair state 1(TT) and the average 
exchange interaction matrix element V:[46] 
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A fundamental requirement of the feasibility of this 
process is that the triplet state energy E(T1) is equal 
or less than half of the singlet energy E(S1), although 
entropic effects can lead to successful SF In slightly 
endothermic systems:[6] 

𝐸(𝑆") ≥ 2𝐸(𝑇").     (3) 

Anthracene was the first molecule in which SF was 
invoked to fully understand the photophysical 
processes.[11] Since then, a wide range of singlet 
fission materials have been found, including 
polyacenes such as tetracene and pentacene,[56–60] 
carotenoids[61,62] and conjugated polymers such as 
diacetylenes and thiophenes.[63,64] 

1.2 Triplet-Triplet Annihilation 

Figure 1: Schematic of the mechanism of a) singlet fission 
(SF) and b) conventional molecular sensitized triplet-triplet 
annihilation (TTA). Upon excitation of the singlet state, the 
sensitizer undergoes intersystem crossing (ISC) to the 
triplet state, which then can be transfer directly to the 
annihilator in a spin-allowed Dexter-type triplet energy 
transfer mechanism (TET). The formal electron exchange 
and spin states are included to highlight that both processes 
are overall spin-allowed.  



TTA describes the opposite process of SF: the 
formation of a spin-singlet state and a ground state 
from two triplet states. In the simplest case, TTA-
UC can be approximated by the following kinetic 
scheme: 
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a more detailed description would be the reverse 
reaction of equation (1). Here, the rate k3 describes 
the rate of singlet generation, while the reverse rate 
k-3 would correspond to the reverse process of 
singlet fission. Again, the rate of TTA is dependent 
on the strength of the exchange coupling between 
the two initial triplet states: 
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To comply with energy conservation laws, here, 
twice the triplet energy must be equal or more than 
the singlet energy:[6] 

𝐸(𝑆") ≤ 2𝐸(𝑇").     (6) 

If the energy levels of the triplet and singlet state 
align such that the singlet energy is within several 
𝑘<𝑇 of twice the triplet energy, both SF and TTA 
can occur – leading to a competition between the 
processes, where the individual rates become critical 
to predict which process will dominate.  

1.3 Brief Overview of the State of the Field 

SF has been observed in highly concentrated 
solutions, in solid films, in single crystals, and in 
isolated dimers.[60,65,66] In solution, the mechanism is 
still under debate. The required interaction between 
chromophores has been proposed to be either 
diffusion-mediated or aggregation-mediated.[65,67,68] 
In solid films on the other hand, different 
intermolecular coupling based on the local crystal 
structure can result in changing rates of SF. 
Generally, the ordered nature of crystalline films and 
single crystals primes these morphologies for fast 
and efficient SF.[69–71] In amorphous films, SF has 
been observed for some materials,[72] even enhanced 
over their crystalline counterparts.[73] On the other 
hand, suppression of SF has been observed in 
amorphous rubrene.[74,75] Overall, a clear predictive 
correlation between the local crystal 
structure/molecular arrangement and the success of 
SF is still lacking, however, efforts are being made 
to fill this gap. One approach is being pursued is the 
synthetic fabrication of dimers capable of SF, where 
the orientation and separation of the individual 

chromophore units is dictated by the linker used.[76–
80]  
TTA-UC on the other hand has been primarily 
successful in solution phase at moderate 
concentrations to avoid inner filtering effects and 
reabsorption.[24,32,81–85] Several attempts have been 
made to translate the relatively high efficiencies 
obtained in solution into the solid state using 
polymer or gel matrices.[27,86–89] While upconversion 
is observed, the upconversion yields are 
significantly lower than in solution, which is in large 
part due to a lowered triplet collision rate based on 
the reduction of diffiusion.  
Hybrid organic/inorganic solid-state devices 
consisting of bilayers of the sensitizer and triplet 
annihilator bear great promise for applications in 
solar energy, however, have to date also not returned 
the expected efficiencies. PbS quantum dot-based 
bilayer upconversion devices have faltered due to 
limited exciton diffusion in the PbS layer limiting 
the achievable absorption[90] While lead halide 
perovskite-based upconversion devices have 
overcome the limited absorption of the PbS quantum 
dots, the required charge extraction of both electron 
and hole at the same interface has proven to be a 
limiting factor in the number of triplet states that can 
be generated.[31,34]  
True bilayer devices bear an additional challenge: 
intermolecular interactions in the molecular 
annihilator. Rubrene, to date the state-of-the-art 
triplet annihilator for solid-state upconversion 
devices, shows no ill effects with respect to its 
optical properties upon condensation into the solid-
state in large part due to its phenyl side groups. 
However, other potential annihilators such as 1-
chloro-9,10-bis(phenylethynyl)anthracene[91] and 
naphtho[2,3-a]pyrene[92] both show redshifted 
absorption features which can be attributed to J-type 
coupling,[93] leading to changes in the underlying 
energy landscape. These additional complications 
have, in part, led to diminished success of solid-state 
UC devices.   

2. Issues in the Solid State: Aggregates, Excimers, 
Order & Disorder 

Many PAHs show a change in their optical 
properties between the isolated molecule in a dilute 
solution and a more concentrated solution or in solid 
state, a result of intermolecular coupling influencing 
the allowed transitions. This is a particular issue in 
planar PAHs, which are primed for strong π-π 
stacking interactions.  
Anthracene is known to photodimerize upon optical 
excitation,[94] but also forms excited state dimers or 
excimers in solution and solid state.[95,96] To in part 
overcome these issues, 9,10-diphenylanthracene, or 
DPA, was introduced as a similar triplet annihilator, 
as the dimerization process is blocked by the phenyl 
groups. However, DPA still suffers from excimer 



formation in solid films.[97,98] Rubrene on the other 
hand, has the benefit of four twisted phenyl group, 
which adds steric hinderance to the prerequisite 
close packing for intermolecular coupling, 
facilitating the formation of more amorphous 
films.[74,75] In the following, the effects of 
intermolecular coupling on the optical properties 
will be introduced in detail, followed by a discussion 
on how these changes in the energy landscape 
influence SF and TTA. 

2.1 Intermolecular Coupling Effects 

In addition to enhancement of non-radiative decay 
pathways to suppress emission or aggregation-
induced enhancements of the emission, three distinct 
impacts of intermolecular coupling will be discussed 
here in detail: excimer formation, H- and J-type 
aggregation.[93,99–101]  
Excimers are formed upon the interaction of an 
excited state molecule will a ground state molecule. 
Strictly speaking, an excimer consists of two of the 
same molecules, while an exciplex is a broader term 
encompassing an excimer state across two different 
molecule types. The excimer state describes the 
sharing of the excited state across two molecules and 
the exciton is delocalized across both molecules. 
Since the excimer only exists in the excited state, 
and the ‘dimer’ dissociates upon relaxation to the 
ground state, no steady-state absorption feature is 
associated with the excimer state. Excimer emission 
is lower in energy than the monomer emission and 
is generally broad and featureless due to its 
dissociative nature in the ground state.[99]  
In addition, the excimer commonly relaxes with a 
slower rate and lower quantum yield than the 
monomer, leading excimer formation to be a self-
quenching mechanism. Excimer formation can be 
summarized by the following kinetic model 
describing the excimer formation 1D* and its 
subsequent relaxation to two ground state monomers 
1M upon release of a photon. 

	 "𝑀∗+"𝑀 ⇋ 1𝐷∗        (7) 

1𝐷∗ → "𝑀+"𝑀+ ℎ𝑣>            (8) 

Aggregation on the other hand, leads to noticeable 
changes in both the ground and excited state 
properties, as intermolecular coupling influences the 
allowed optical transitions and oscillator strength. 
The effect of intermolecular couplings present 
during molecular aggregation on the resulting 
photophysical properties was first investigated by 
Kasha.[102–104] Within the point-dipole 
approximation limit, the Coulomb coupling V 
between the transition dipole moments 𝜇⃗ of two 
monomers can be described based on the angle q 
between the dipole vectors and the center-to-center 
distance vector 𝑅H⃗ , while R is the magnitude of this 
vector between the point dipoles.  
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Depending on whether this coupling term is positive 
or negative, H- or J-type aggregation is observed, 
respectively.[102–105] The magic angle is qm = 54.7°. 
At angles q smaller than qm, V < 0 and J-type 
coupling is observed, while larger angles result in V 
> 0 and H-type coupling is obtained. As a direct 
result of the sign of the coupling term V, the allowed 
absorption (in-phase transition) of J-aggregates is 
shifted to lower energies (red-shifted), while in H-
aggregates, the allowed transition is shifted to higher 
energies (blue-shifted). The out-of-phase 
(disallowed) combination of the transition dipoles 
yields a higher energy state in J-aggregates and a 
lower energy state in H-aggregates. Since H-
aggregates have an allowed optical transition into 
the high energy state denoted as *S”1 in Figure 2, 
rapid intraband relaxation can occur to the lowest 
lying (antisymmetric) state *S’1, from which the 
radiative transition to the ground state is forbidden 
due to symmetry. Hence, due to very slow radiative 
transition rates, emission is commonly greatly 
suppressed in H-aggregates. In J-aggregates on the 
other hand, the (symmetric) lowest energy state can 
couple directly to the ground state. The rate of 
radiative recombination is enhanced by a factor of 
N, the number of coupled molecules. Hence, 
superradiance is commonly observed in J-
aggregates.[93] 
Strictly speaking, this classification is used for one-
dimensional aggregates. Upon two- or three-
dimensional aggregation present in solid crystals of 
PAHs, both H- and J-type couplings can be present.  
This leads to the typical HJ aggregates discussed by 
Spano and coworkers for PAHs in herringbone 
arrangements[93,106] or the I-aggregates coined by 
Caram and coworkers.[107,108] 
Considering the direct impact of intermolecular 
interaction on the resulting photophysical properties 
including the radiative recombination rates and 
emission wavelength, a clear impact on both SF and 

Figure 2: a) Schematic of excimer formation and its impact 
on the emission spectrum. b) Simplified energy level 
diagram for the H- and J-aggregate formation due to 
absolute value of the electronic coupling |V| between 
monomer units.   



TTA-UC can be anticipated. Both the Coulomb 
interaction underlying the aggregation-related 
changes in the optical properties and the exchange 
interaction underlying SF and TTA are strongly 
related to the molecular arrangement and distance 
between chromophores, hence, it is expected that are 
SF and TTA are correlated to the local molecular 
arrangement. .[109] In J-aggregates, in the simplest 
case, the enhanced radiative rate could lead to a 
competition between the rate of SF and radiative 
emission.[110] Furthermore, J-type aggregation 
results in a lowering of the lowest energy singlet 
state, which in turn can result in energetically 
unfavored SF, as the lowest energy singlet state S1 
could be lowered below twice the triplet energy, thus 
making SF endothermic. However, the coupling V 
can similarly impact the rate of SF such that the rate 
of SF is diminished in H-aggregates and enhanced 
in J-aggregates.[110] Excimer formation on the other 
hand, could also yield a competing relaxation 
pathway and result in dimished SF returns.  
For UC applications on the other hand, excimer 
formation can limit the achievable energy gain, the 
apparent anti-Stokes shift. However, strong 
coupling between two molecules may result in 
localized strongly TTA-active sites. In the 
following, we will give a short overview of the 
existing literature discussing the impact of 
molecular arrangement on SF an TTA-UC. 
 
3. Impact of Coupling Strength on SF  

Clear is that the intermolecular coupling dictated by 
the molecular level arrangement is an important 
parameter for successful SF. However, it is not the 
only critical factor. A theoretical study by Yost et 
al.[111] established a model to predict SF kinetics. In 
the weak coupling limit, the SF rate kSF follows a 
Marcus-type[112,113] non-adiabatic relationship:    
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where the SF from the coupled S1S0 state occurs 
suddenly to form the the 1(TT) state and the rate of 
SF is directly proportional to 𝑉J$. On the other hand, 
in the strong coupling limit, SF tracks the adiabatic 
state and the 1(TT) state will be gradually generated 

from S1S0 (Figure 3). Here, the rate of SF becomes 
independent of the coupling strength 𝑉J  and is instead 
related to the timescale of nuclear rearrangement tad. 
The overall SF rate as a function of coupling 
strength is well described by the rate expression by 
Bixon and Jortner:[114] 

𝑘FG = ∑ ("LLLLJ.
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where the rate is limited by the non-adiabatic rate kn 
(proportional to DG) for weak coupling and by the 
adiabatic timescale tad for strong coupling. Hence, 
while the coupling strength is important, to first 
approximation, exergonic SF (DG < 0) is the most 
critical factor for high SF rates. Simply increasing 
the intermolecular coupling eventually results in a 
plateau of the SF rate due to the transition into the 
adiabatic regime, with no further benefit.[111] 
Maintaining exothermic SF, i.e., E(S1) > 2 ´ E(T1) 
is therefore the most important aspect for obtaining 
high rates of SF.[115] However, care must be taken to 
remain within the Marcus normal region.[116] 

3.1 Role of Order and Disorder 

Beyond simple coupling strength, the coupling term 
is also sensitive to the the orientation of the 
molecules in the solid. Hence, to first 
approximation, long-range ordered crystal structures 
are primed to yield high SF yields.  
In disordered films where there is a lack of long-
range coupling, suppression of SF has been 
observed.[117,118] For example, in amorphous rubrene 
film, the absence of SF has been reported.[74] As a 
result, vapor-deposited (polycrystalline) rubrene 
films require an additional dopant dye to suppress 
fluorescence quenching effects caused by SF,[30,119] 
while spin-coated (amorphous) rubrene thin films do 
not show a noticable enhancement in quantum yield 
upon doping.[75] 
To elucidate the SF properties of a disordered thin 
film, Roberts et al. investigated SF in 5,12-diphenyl 
tetracene (DPT) thin films.[73] In contrast to the 
parent molecule tetracene, which forms an ordered 
herringbone-type crystal structure during vapor 
deposition, the additional phenyl groups in DPT 
frustrate ordered crystal growth, resulting in 
amorphous films without greatly impacting the 
singlet and triplet energy manifold. In contrast to 
thin films of tetracene which exhibit effects caused 
by J-type coupling and splitting of the vibronic 
progression due to Davydov coupling,[120] the vapor-
deposited thin film of DPT shows absorption and 
emission features which are very similar to the 
respective features of isolated DPT molecules in 
solution. This is a clear indication that no strong 
coupling is present between individual DPT 

Figure 3: Schematic of the energy landscape of SF for 
the weak coupling (non-adiabatic) and strong coupling 
(adiabatic) case.  



molecules in the thin film and that the singlet state is 
localized on a single molecule.[73] 

A SF yield of 61% is reported and half of the triplets 
are initially formed on a ~1ps timescale, followed by 
slower formation of the remaining triplet states 
within the first 100 ps. Hence, the authors conclude 
that there are localized hotspots of SF, where the 
local cofacial arrangement of DPT molecules results 
in favorable SF (Figure 4).[121] Rapid SF occurs for 
singlet states near the hotspot, while the slower 
timescale corresponds to triplet states generated 
after singlet diffusion to the SF hotspot.[73] The 
molecular arrangement of the SF hotspots was 
further investigated in detail by density functional 
theory (DFT) simulations by Mou et al.,[121] who 
determined two dimer arrangements with a twist or 
slide stacking arrangement which resulted in high 
SF rates. 
Similarly, Volek et al. recently reported that SF was 
enhanced at the border of disordered regions at the 
edges of rubrene crystals.[122] The spatial orientation 
of the molecules dictates the HOMO-LUMO 
overlap. Rubrene is a unique case of a SF material, 
where the HOMO-LUMO spatial overlap is zero in 
the orthorhombic crystal structure based on 
symmetry. Hence, in a completely ordered rubrene 
crystal in absence of any vibrational movement that 
break symmetry, SF is a forbidden process.[123]  
In agreement with previous reports,[74] the work by 
Volek et al. indicates negligble coupling in fully 
amorphous regions of rubrene leading to dimished 
SF, while vibrational symmetry breaking facilitates 
SF in the crystal.[122] However, SF hotspots are 
found at regions between the ordered crystal and 
amorphous regions. This region at the border of 
order and disorder is able to retain a high degree of 
structural order, however, local rubrene dimers have 

sufficient disorder to break symmetry and allow for 
enhanced SF rates. 
On the other hand, Pensack et al. investigated the 
impact of the crystallinity on the SF dynamics of 
6,13-bis(triisopropylsilylethynyl)pentacene (TIPS-
Pn) nanoparticles showing the importance of 
ordered molecular arrangement for SF in TIPS-
Pn.[124] Rapid and lossless SF is observed in 
crystalline TIPS-Pn nanoparticles on a timescale of 
~ 100 fs, resulting in two triplets formed per excited 
singlet state. In amorphous nanoparticles on the 
other hand, only 1.4 triplets are formed per excited 
singlet state, indicating significant loss channels. 
Here, the excited state population decays rapidly 
prior to triplet pair sepearation. Importantly, no 
migration between amorphous and crystalline 
regions is observed, indicating that the existing loss 
channels in amorphous regions can not be mitigated 
by energy funneling to nearby lower-energy 
crystalline regions.[124] 
Even different crystalline environments can result in 
different SF rates due to a change in the 
intermolecular coupling. Many PAHs exhibit 
polymorphism, hence, they can adopt several crystal 
structures in solid state based on the crystallization 
conditions. Beyond the simple consideration of the 
SF molecule, here, the polymorph must also be 
considered. For example, in 9,10-
bis(phenylethynyl)anthracene the rate of singlet 
fission changes between the Pbcn and C2/c 
polymorphs, where the π-π stacking distances are 
3.45 and 3.40 Å, with a longitudinal slip of 4.05 and 
3.34 Å, respectively (Figure 5).[66] These 
morphological differences significantly influence 
the intermolecular interactions resulting in SF rates 
of kC2/c = (109±4 ps)−1 and kPbcn = (490±10 ps)−1.[66] 

Overall, a clear overarching prediction whether an 
ordered crystalline structure or a disorderd material 
is beneficial for SF is difficult to make. As 
demonstrated with the examples discussed here, 
there are several aspects that must be taken into 

Figure 5: a) representative molecular dimers from the 
C2/c and Pbcn polymorphs of BPEA. The slip stacking 
and intermolecular distances as well as the resulting rate  
of singlet fission kSF are included for comparison. 
Adapted with permission from reference [124]. Copyright 
2018 American Chemical Society.  

Figure 4: a) SF in DPT forming two spin-triplet states from 
an excited spin-singlet state S1 and a singlet ground state 
S0. b) Cartoon highlighting the two different SF 
mechanisms resulting in the two timescales: rapid SF at 
local hotspots and diffusion-mediated SF. c) Schematic 
of the DPT molecular arrangement in a crystal (eclipsed 
and staggered) and the SF dimers determined to have 
the highest rate of SF. 



consideration and each SF molecule exhibits distinct 
behavior. 

3.2 SF in Aggregates 

While aggregation undoubtedly will impact the SF 
kinetics, SF (or TTA) in extended aggregates has, to 
date, not been studied in great detail. This may be in 
part due to the fact that conventional H- or J-
aggregates are not formed by many of the 
conventional SF materials, rather these commonly 
form multidimensional HJ- or I-aggregates due to 
their herringbone arrangement.[106,107]  
Nakano et al. have developed a theoretical 
framework to calculate SF rates in pentacene 
aggregate models with different configurations.[125–
127] In particular, the model predicts that the SF rate 
of ring-shaped J-aggregates will monotonically 
decrease with increasing monomer number N. Ring-
shaped H-aggregates on the other hand can show 
either an increase or a decrease in SF rate, with a 
maximal SF rate for N = 5.[126] In linear J-aggregates, 
the SF rate initially increases as N is increased up to 
N = 8. However, beyond N = 8, a decrease in the SF 
yield is predicted by the model, and for N > 12, the 
SF rate plateaus and remains constant. Further 
expanding the computational capabilities will 
without doubt facilitate the prediction of SF in 
aggregate structures.  
Musser et al. report the experimental investigation 
of SF in a carotenoid aggregates with H- and J-type 
coupling.[62] For this, five different astaxanthin 
aggregates are formed via self-assembly and the SF 
dynamics are investigated. All aggregates generate 
triplet states on an ultrafast timescale – within the 
first picosecond, despite substantial differences in 
the lowest energy absorption band. The results 
indicate that the rate of triplet generation and 
subsequent annihilation is directly proportional to 
the intermolecular coupling strength. In contrast to 
the relaxation process on the molecular level which 
involves internal conversion to the 1Ag state, the 
authors find no relevant intermediate states in the SF 
process of the aggregates. The photoexcited 1Bu 
state undergoes SF directly, without internal 
conversion to 1Ag.[62] This indicates that aggregation 
can result in additional relaxation pathways that are 
not present in the monomer itself. 

4. Intermolecular Coupling in TTA-UC 

While the effects of intermolecular coupling, crystal 
structure and symmetry are considerably well 
investigated for several SF materials, the same 
cannot be said for TTA-UC applications. While 
sensitized TTA-UC was introduced by Castellano 
[23,24,83] in the early 2000s, the majority of work since 
has been on solution-phase UC, where high UC 
quantum yields have been reported.[81,82,84,128] UC in 
polymer matrices,[27,86] organogels[87,89] and in solid-

state have followed,[30,43,45,91] however, with limited 
success as discussed in detail by Alves et al.[5] 
One of the major reasons why the same attention to 
detail of the TTA-UC process is not to be found in 
literature is the fact that there are a limited number 
of annihilators that have been successfully utilized 
in solid state. 9,10-diphenylanthracene is the 
‘drosphila’ of annihilators used in solution due to its 
high quantum yields. However, the same success has 
not been demonstrated in solid state, in part, due to 
excimer formation.[129] On the other hand, the most 
commonly used triplet annihilator for solid-state 
thin film bilayer TTA-UC has been rubrene doped 
with dibenzotetraphenylperiflanthene (DBP) to 
mitigate the reverse process of SF.[28,75]  
To first approximation the design principles of a 
successful SF system can be reverse engineered to 
fabricate a TTA-UC system. A singlet level E(S1) < 
2 ´ E(T1) for exothermic TTA is the most important 
criterion, while strong electronic coupling is of 
lesser importance for successful TTA. However, the 
intermolecular coupling strength can be leveraged to 
alter the equilibrium between the competing 
processes of SF and TTA in systems capable of both.  
Hence, if SF is more susceptible to changes in 
intermolecular coupling than TTA, this provides a 
means to move the equilibrium to UC. However, an 
additional factor plays a role in TTA-UC: the spin 
statistical factor h, which describes the probability 
that the encounter of two triplet states yields a 
singlet state. In the following, the impact of each of 
these factors on the UC yield is discussed.  

4.1 Molecular Orientation vs. Spin Statistical 
Factor 

The encounter of two triplet states can result in nine 
spin complexes: one spin singlet, three spin-triplet 
states and five quintet states.[56] Hence, h = 1/9 has 
been often assumed, yet experimentally determined 
values far exceed this value. Considering that quintet 
complexes easily dissociate back into the 
component triplet states, essentially recycling the 
triplet states and that triplet complexes result in the 
loss of a single triplet state, an overall value 
theoretical h = 0.4 can be obtained in the strongly 
coupled limit. 
However, spin statistical factors above 0.4 have 
been reported based on experimental observations. 
To understand the subtleties underlying the spin 
statistical factor, Bossanyi et al. investigated the role 
of  the chromophore orientation and high level 
reverse intersystem crossing on the spin statistical 
factor.[130] Their results indicate that in the weakly 
exchange-coupled limit the molecular orientation 
can tune the spin statistical factor by spin mixing of 
the triplet-pair wave functions: 2/3 > h > 2/5 when 
going between parallel and perpendicular 
orientations, respectively.[130] Hence, the effect of 



the molecular orientation on h must be considered 
when designing a TTA-UC system.  

4.2 Reducing SF to Increase TTA-UC 

As previously mentioned, rubrene is capable of both 
SF and TTA since its singlet energy is nearly 
isoenergetic with twice the triplet energy. To 
demonstrate the important role of intermolecular 
coupling on the efficiency of TTA in competetion 
with SF, bulky sidegroups can be added to shift the 
equilibrium between the two processes.  
Bulky sidegroups have been shown to reduce the 
intermolecular coupling. Hence, they can reduce the 
efficiency of SF,[131] but also impact triplet diffusion 
in a thin film which can lead to reduced TTA. 
However, several reports have successfully 
demonstrated significant benefits of adding tert-
butyl side groups to rubrene on the TTA-UC yield 
of rubrene.[132–134]  
A detailed investigation by Baronas et al. 
investigated the impact of bulky tert-butyl side 
groups on TTA in rubrene.[132]  For this, the 
properties of rubrene are compared to those of 
tetra(t-butyl)rubrene. The addition of the t-butyl 
groups results in a change of the crystal structure 
from orthorhombic to monoclinic, with a 
concurrrent reduction in the spatial overlap of the p-
electron systems as well as an increase in 
intermolecular spacing from 7.160 Å to 10.614 Å 
along the b-axis. In addition, the tetracene backbone 
p-p spacing increases from 3.7 Å for rubrene to 6.9 
Å for tetra(t-butyl)rubrene.[132] The increased 
intermolecular spacing and changed moelcular 
packing results in a decrease in SF, with a lesser 
impact on TTA.  

4.3 Effect of Aggregation on TTA-UC 

Moving beyond rubrene, Sullivan et al. have 
introduced several additional annihilators including 
1-chloro-9,10-bis(phenylethynyl)anthracene (1-
CBPEA) and naphtho[2,3-a]pyrene (NaPy) to 
increase the apparent anti-Stokes shift or energy 
gain during UC.[91,92] Interestingly, in contrast to 
rubrene which shows no sign of aggregation, both of 
these molecules exhibit an additional redshifted 
absorption feature in the solid state, indicating the 
presence of J-type coupling between individual 
molecules (Figure 6a).  
While aggregation can be detrimental to SF since the 
lowest energy singlet state is lowered in energy, 
possibly resulting in endothermic SF, the opposite 
may be true for TTA-UC. Lowering of the singlet 
state energy may result in otherwise not TTA-active 
molecules to fullfil the energetic requirement for 
exothermic TTA: E(S1) < 2 ́  E(T1). Hence, this may 
result in an opportunity to tune the energetic 
landscape in favor of successful TTA for otherwise 
non TTA-active molecules. 

Sullivan et al. report an interesting observation in 
NaPy: the emission spectrum obtained under direct 
excitation and during TTA-UC is not the same.[92] 
The emission spectrum consists of several distinct 
features: a rapidly decaying high energy aggregate-
related feature centered at 520 nm (named S1’), an 
excimer feature at 560 nm, and a much longer lived 
lower energy emissive feature (referred to as S1”) at 
620 nm with a corresponding vibronic progression, 
which was attributed to a localized J-coupled 
dimer.[135] The high energy feature dominates the 
emission spectrum when the molecule is excited 
directly, however, the lower energy feature 
dominates the UC emission spectrum (Figure 6b).  
Considering that the branching ratio between two 
emissive states should be the same independent of 
the pathway through which the initial singlet state is 
excited, another underlying cause must be present to 
explain this observation. Several possible 
explanations exist: the true S1 state is not achieved 
through TTA, energetically favorable conversion of 
the 1(TT) state to the lower energy S1” state,[92] 
preferential TTA-UC at the lower energy sites, or 
increased SF at the higher energy S1’ states. 
While the underlying cause is still subject to 
determination, clear is that TTA-UC in the solid 
state is not a straightforward process – the impact of 
intermolecular interactions cannot be overlooked. 
 

Figure 6: a) Solid-state (solid lines) and solution (dashed 
lines) absorption spectra for rubrene, 1-chloro-9,10-
bis(phenylethynyl)anthracene (1-CBPEA) and naphtho 
[2,3-a]pyrene (NaPy) highlighting the change in the 
spectral shape upon condensation into the solid state. b) 
Emission spectrum of a perovskite/NaPy bilayer under 
405 nm (top) and 780 nm (bottom) excitation. Gaussian 
fits are included to highlight the different emissive states 
of NaPy: aggregate emission S1’, excimer emission and 
strongly coupled dimer emission S1’’. Data reproduced 
from references [90,91].   



4. Conclusions 

Predicting the optoelectronic properties of a 
molecule in condensed form is a quite difficult task; 
even for theoretical predictions, the crystal structure 
must be known. The molecular orientation in the 
crystal structure, transition dipole moment and 
intermolecular spacing play a key role in the 
intermolecular coupling strength.  
Clearly, there is no ‘one size fits all’ approach to 
understanding or predicting SF and TTA in extended 
solid-state structures. The most important design 
parameter for efficient SF or TTA materials is an 
exothermic process. However, entropy can 
overcome small energy barriers for TTA/SF.[136,137] 
Intermolecular interactions can tune the lowest 
energy state, which will directly impact the energetic 
driving force for SF or TTA, possibly resulting in 
energetically unfavorable SF or TTA. However,  
decreased coupling commonly impacts SF rates to a 
greater extent than TTA rates, hence, molecular 
arrangement can be harnessed to shift the 
equilibrium of the reverse processes. However, 
reduced intermolecular coupling or crystalline 
disorder can impact the triplet diffusion rate, which 
in turn will impact the yield of TTA. However, the 
implication of aggregation on TTA-UC indicates 
that the singlet and triplet energy in solution phase 
are irrelevant – the relative energies in the 
condensed phase should be considered, which may 
lead to annihilators that are only TTA-active upon 
aggregation. 
 
In summary, the local molecular arrangement is the 
key factor dictating the intermolecular dipole 
coupling, the exchange coupling required for 
SF/TTA, the spin statistical factor underlying TTA, 
as well as the prerequisite triplet diffusion. 
Additional studies will be required to gain a holistic 
understanding of the role of molecular arrangement 
on the rates of SF and TTA-UC.  
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