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Abstract— The problem of reconstructing strings from sub-
string information has found many applications due to its impor-
tance in genomic data sequencing and DNA- and polymer-based
data storage. One important paradigm requires reconstructing
mixtures of strings based on the union of compositions of
their prefixes and suffixes, generated by mass spectrometry
devices. We describe new coding methods that allow for unique
joint reconstruction of subsets of strings selected from a code
and provide upper and lower bounds on the asymptotic rate
of the underlying codebooks. Our code constructions combine
properties of binary Bh and Dyck strings that can be extended to
accommodate missing substrings in the pool. As auxiliary results,
we present simple entropy upper bounds for binary Bh codes
and an improved bound for h = 4, and also describe errors that
arise during mass spectrometry.

Index Terms— Binary Bh codes, Dyck strings, polymer-based
data storage, unique string reconstruction.

I. INTRODUCTION

MODERN digital data storage systems are facing fun-

damental density limits. To address the emerging

needs for large-volume information archiving, it is of impor-

tance to identify new recording media that operate at the

nanoscale level. Recently proposed DNA-based data storage

paradigms [1], [2], [3], [4], [5], [6], [7], [8] use macromole-

cules as storage media and offer storage densities that are

orders of magnitude higher than those of flash and optical

recorders. However, these systems often come with a pro-

hibitively high cost as well as slow and error-prone read/write

platforms. To address some of these problems, several new

coding solutions that aid in string assembly, dealing with

asymmetries in the readout channel and reconciliation of

multiple string evidence sets were introduced in [9], [10], [11],

[12], [13], [14], and [15] (see also the related and follow-up

lines of work [16], [17], [18], [19], [20], [21]).

As an alternative to DNA-based data storage systems,

polymer-based data storage systems [1], [6] are particularly
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attractive due to their low synthesis cost [1]. In such platforms,

two molecules of significantly different masses are synthesized

to represent the bits 0 and 1, respectively. The molecules

are used as building blocks in the sequential process of

recording user-defined information. The obtained synthetic

polymers are read by tandem mass (MS/MS) spectrometers.

A mass spectrometer breaks multiple copies of the polymer

uniformly at random, thereby creating prefixes and suffixes

of the string of various lengths. The readout system outputs

masses of these prefixes and suffixes. If the masses of all

prefixes from a single string are accounted for and error-free,

reconstruction is straightforward. But if multiple strings are

read simultaneously and the masses of prefixes and suffixes

of the same length are confusable, the problem becomes

significantly more complicated. It is currently not known

which combinations of coded binary strings can be distin-

guished from each other based on prefix-sufix masses and for

which code rates it is possible to perform unique multistring

reconstruction.

In a related research direction, the problem of reconstruct-

ing a string from an abstraction of its MS/MS sequencer

output was considered in [22], under the name string recon-

struction from substring composition multisets. The com-

position of a binary string is the number of 0s and the

number of 1s in the string. For example, the composition

of 001 equals 0211, indicating that 001 contains two 0s and

one 1, without revealing the order of the bits. The substring

composition multiset C(s) of a string s is the multiset

of compositions of all possible substrings of the string s.

As an illustration, the set of all substrings of 001 equals

{0, 0, 1, 00, 01, 001}, and the substring composition multi-

set of 001 equals {01, 01, 11, 02, 0111, 0211}. Two modeling

assumptions are used for the purpose of rigorous mathematical

analysis of this reconstruction problem [22], [23], [24], [25]:

a) Based on MS/MS measurements, one can uniquely infer

the composition of a polymer substring from its mass; and

b) When a polymer is broken down for mass spectrometry

analysis, the masses of all its substrings are observed with

identical frequencies.

Under the above modeling assumptions, the authors of [22]

established that strings are uniquely reconstructable up to

reversal, provided that the length of the strings n is ≤ 7 or

one less than a prime or one less than twice a prime. The

works [23], [24], [25] demonstrated that at most logarithmic

code redundancy can ensure unique reconstruction of single

strings drawn from codebooks based on Bertrand-Catalan

strings and Reed-Solomon-like redundancy.
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However, the assumption that MS/MS output measurements

include masses of all substrings is not true in practice,

as breaking the string in one rather than two locations is easier

to perform. In the former case, one is presented with masses of

the prefixes and suffixes. Thus, for the string 001, one would

observe the multiset {01,��0
1, 11, 02, 0111, 0211}. Furthermore,

in practice, the contents of multiple strings are often read

simultaneously, in which case it is not known how to associate

prefixes and suffixes with their corresponding strings.

The problem addressed in this work may be formally stated

as follows. Given h ≥ 2, where h ∈ , we seek the size

of the largest code C(h) of binary strings of a fixed length n
with a property that we refer to as h-unique reconstructability.

In this setting, for any subcollection s1, s2, . . . , sh̄ of h̄ ≤ h
distinct strings from C(h), one is presented with the multiset

union M(s1) ∪ M(s2) ∪ · · · ∪ M(sh̄) of the prefix-suffix

composition multisets, M(si), i = 1, . . . , h̄, of the individual

strings si, i = 1, . . . , h̄. The prefix-suffix composition multiset

M(s) of a string s captures the weights of prefixes and suffixes

of the string s of all lengths. Unique reconstruction refers to

the property of being able to distinguish all possible h̄-unions

and nonambiguously determine the identity of the strings in

the collection. Our main result provides a construction for

C(h) that asymptotically approaches a rate of 1/h, under

certain mild parameter constraints. The proofs of our results

rely on the use of Dyck and binary Bh strings. For the latter,

constructions and bounds pertaining to h = 2 and h = n
have been investigated in-depth [26], [27], [28], [29], [30],

[31], [32], and we provide new nontrivial results for h = 4 that

improve simple entropy bounds also reported in this work (see

also [32], [33], [34], [35] for bounds corresponding to some

special parameter choices). We also introduce some simple

schemes for combating missing prefix-suffix errors in the pool.

II. PROBLEM STATEMENT AND PRELIMINARIES

All logarithms are taken with respect to base 2, unless

stated otherwise. The symbol [n] is used to denote the

set {1, 2, . . . , n}, while [[n]] is used to denote the set

{0, 1, . . . , n}. A collection of i contiguous 0s in a string is,

as already noted, represented by 0i. A similar notation is used

for 1s. We also find the following notation relevant to our

subsequent exposition.

Let s = s1 . . . sn ∈ {0, 1}n be a binary string of length

n and let M(s) denote the composition multiset of all pre-

fixes and suffixes of s. For example, if s = 01101, then,

M(s) =
{

0, 01, 012, 0212, 0213, 1, 01, 012, 013, 0213
}

. We

denote the set of prefix and suffix compositions of s by Mp(s)
and Ms(s), respectively. For the above string, Mp(s) =
{0, 01, 012, 0212, 0213} and Ms(s) = {1, 01, 012, 013, 0213}.

We seek to design a binary codebook C(n, h) ⊆ {0, 1}n

so that for any collection of distinct strings s1, s2, . . . , sh̄ ∈
C(n, h) with h̄ ≤ h, the multiset

M(s1) ∪M(s2) ∪ · · · ∪M(sh̄) (1)

uniquely determines the individual strings in the collec-

tion. We refer to a code with such a property as an

h-multicomposition code, or an h-MC code. For simplicity,

we often use M(S) to describe the multicomposition set for

S = {s1, s2, . . . , sh}. We also say that Cp(n, h) ⊆ {0, 1}n is

a h-prefix code if for any two distinct sets of size ≤ h, say

S1, S2 ⊆ Cp, Mp(S1) 6= Mp(S2).
The next claim establishes a useful connection between our

problem and the related problem of determining binary strings

based on their real-valued sum.

Claim 1: Given Mp(s1)∪Mp(s2)∪· · ·∪Mp(sh), one can

determine s1 + s2 + · · · + sh ∈ n.

Proof: We prove the result for h = 2 as the generalization

is straightforward. Suppose that s1, s2 ∈ {0, 1}n. Then, given

Mp(s1) ∪Mp(s2), let ni denote the total number of ones in

the two compositions of prefixes of length i in the multiset

(i.e., sum of their weights). It is straightforward to see that

s1 + s2 = t1t2 . . . tn, where ti = ni − ni−1, with n0 = 0.

Example 2: Consider the strings s1 = 110100 and s2 =
101010, for which we have s1 + s2 = 211110. As before,

s1+s2 denotes addition over the reals, while (s1+s2)i denotes

the ith symbol in the string. Clearly, (s1 + s2)1 = 2, which

we obtained by summing up the compositions of prefixes of

length one, i.e., 1 + 1 = 2. It is also easy to see that (s1 +
s2)2 = (s1 + s2)

2
1 − (s1 + s2)1, where (s1 + s2)

2
1 denotes the

sum of the weights of the first two symbols, or alternatively,

the sum of the weights of the prefixes of length two of the

strings s1, s2. A straightforward calculation reveals that (s1 +
s2)2 = (2 + 1) − 2 = 1. Other values can be determined

similarly. �
The above claim provides a useful connection between our

problem and the problem of designing binary Bh sequences.

A binary Bh sequence is a set Sh(n) of binary strings

of fixed length n such that for any two distinct subsets of

distinct strings in Sh(n), say S = {s1, s2, . . . , sh̄1
} 6= T =

{t1, t2, . . . , th̄2
}, where h̄1, h̄2 ≤ h, one has

h̄1
∑

i=1

si 6=
h̄2
∑

j=1

tj . (2)

Note that although Sh(n) consists only of binary strings,

addition is performed over the reals.

Binary Bh sequences are different from the better-known

Bh and Sidon sequences (sets). A Sidon (Bh) sequence is a

single sequence of integers such that the sums of two elements

(h elements) of the sequence are all distinct [36]. Addition

can be performed over the integers or over finite fields [37],

[38]. To avoid possible confusion with the naming convention,

we henceforth refer to the set Sh(n) ⊆ n as a binary

Bh code of length n. For shorthand, we also refer to any

codestring s ∈ Sh(n) as a binary Bh string.

If S is a Bh sequence over d
2, for some positive integer

d, then it is also a binary Bh code. However, the opposite is

not necessarily true; hence, arguments typically used to derive

upper bounds for Bh sequences do not carry over to binary

Bh codes.

Example 3: Consider the set S2(6) = {110100,
101010, 110010}. It is easy to verify that the sums of pairs

of strings in S2(6)⊂ 6 are distinct. Thus, S2(6) is a binary

B2 code.
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However, S′
2(6) = {110100, 101010, 110010, 101100} is

not a binary B2 code since 110100 + 101010 = 110010 +
101100 = 211110. �

Based on Claim 1, it is easy to identify two sufficient

conditions for a collection of binary strings to be an h-MC

code, where h̄ ≤ h.

1) Condition 1: One can recover Mp(s1)∪ · · · ∪Mp(sh̄)
from M(s1) ∪ · · · ∪M(sh̄), for any choice of distinct

codestrings s1, . . . , sh̄; and

2) Condition 2: The codestrings s1, . . . , sh̄ belong to a

binary Bh code Sh(n).

These observations will be used to construct h-MC codes in

Section III. The condition that the codestrings in an MC code

belong to a Bh-code is not necessary. For example, consider

the strings s1 = 011, s2 = 000, s3 = 001, s4 = 010. Then,

s1 + s2 = 011 = s3 + s4, but 012 ∈ M(s1) ∪ M(s2) and

012 6∈ M(s3) ∪M(s4), so that {s1, s2} and {s3, s4} are not

confusable.

We show next that for sufficiently large code lengths, the

maximum rate of an h-MC code is at least 1
h . In comparison,

the best currently known upper bound on the rate of binary

B2 codes is .5753 [39]. For related bounds and bounds for

slightly differently defined binary Bh codes, the reader is

referred to [31], [33], and [40].

III. A CONSTRUCTIVE LOWER BOUND FOR h-MC CODES

We start with a binary Bh code and introduce redundancy

into the underlying strings to ensure that given the multicom-

position set of at most h strings, one can separate the prefixes

from the suffixes. Then, given the set of prefixes, one can use

the same idea behind Claim 1 to recover the sum of the h
codestrings and hence the codestrings themselves.

Let Sh(n) ⊆ n be a binary Bh code. One way to construct

the code Sh(n) is to use the columns of a parity-check

matrix of a linear code with minimum Hamming distance

≥ 2h + 1 [41]. This follows from the simple observation that

no two distinct collections of h distinct columns of a binary

parity-check matrix of a code with dmin ≥ 2h + 1 can have

the same sum modulo 2, and consequently, cannot have the

same real-valued sum either. For such binary codes Sh(n)
of largest size, one can show that the asymptotic code rate

satisfies limn→∞
1
n log |Sh(n)| = 1

h .

For our problem and the underlying approach for solving

it, we also have to make use of Dyck strings.

Definition 4: A string s ∈ N of even length N is a Dyck

string if its weight satisfies wt(s) = N
2 , and for i ∈ [N − 1],

wt(s1s2 . . . si) ≥
⌈

i
2

⌉

.

The approach for generating the binary code C(N, h) ⊆
N is to ensure that: 1) A string s ∈ C(N, h) is a Dyck string;

2) the set C(N, h) is a binary Bh code of length N . The first

property guarantees that the mixtures of prefixes and suffixes

can be partitioned into two sets, one containing all the prefixes

and another containing all the suffixes. The second property

ensures that given the prefix set (or, alternatively, the suffix set)

one can recover the codestrings using the simple observation

that the prefixes uniquely determine the real-valued sum of the

strings in the mixture. We illustrate these observations with an

example.

Example 5: Consider the binary B2 code S2(6) =
{110100, 101010, 110010}. Clearly, all three strings are Dyck

strings as their prefixes of any length contain at least as many

ones as zeros.

Next, write s1 = 110100 and s2 = 101010,

so that M(s1) ∪ M(s2) = {1, 1, 01, 12, 012,
012, 0212, 013, 0213, 0213, 0313, 0313, 0313, 0313,
0312, 0312, 0212, 031, 021, 021, 01, 02, 0, 0}. Since s1 and

s2 are Dyck strings, each of the string prefixes must have

at least as many 1s as 0s. Similarly, each suffix must have

at least as many 0s as 1s. It follows from this observation

that one can easily recover the multiset Mp(s1) ∪Mp(s2) =
{1, 1, 01, 12, 012, 012, 0212, 013, 0213, 0213, 0313, 0313}.
Claim 1 ensures that given Mp(s1) ∪ Mp(s2), one can

determine s1 + s2 = 211110. Since S2(6) is a binary

B2 code, the sum s1 + s2 uniquely determines the strings

s1 and s2. �
The next claim establishes the formal result that if the code

C(N, h) satisfies these two properties, then it is an h-MC

code.

Claim 6: Suppose that C(N, h) is a binary Bh code where

for any s ∈ C(N, h), the defining Dyck property holds. Then,

C(N, h) is an h-MC code.

Proof: Similar to Claim 1, we prove the statement for

h = 2, since the extension for general h is straightforward.

In light of Claim 1, we need to show that the Dyck property

allows us to uniquely recover Mp(s1)∪Mp(s2) from M(s1)∪
M(s2). To see that this is indeed possible, observe that based

on the Dyck property both prefixes of length i in M(s1) ∪
M(s2) have at least d i

2e 1s whereas both suffixes of length i
in M(s1) ∪M(s2) have at most b i

2c 1s.

To maximize the rate of the coding scheme and combine

the two constraints that h-MC strings need to satisfy, we use

two ideas. First, we use Bh binary strings obtained from

appropriate parity-check matrices of binary error-correcting

codes with minimum distance ≥ 2h + 1, parsed into blocks

(substrings) that allow us to tightly control the number of ones

(weights) of the codestrings via balancing. Upon balancing

blocks in each codestring s ∈ Sh(n) we append O(
√

n) bits

of redundancy both to the beginning and to the end of s so

that the resulting string has length N = n +O(
√

n). Second,

rather than work directly with the weights of strings we use the

running digital sums (RDSs). For a binary string s, the RDS

up to coordinate i is defined as R(s)i = 2wt(s1s2 . . . si) − i.
If the subscript i is omitted, then R(s) = 2wt(s) − |s|,
where |s| denotes the length of s. Furthermore, using the

running digital sum, the Dyck constraint can be rewritten as

wt(s) = dn
2 e and R(s)i ≥ 0, i ∈ [n]. It follows that for any

� > 0 and n sufficiently large, we have 1
N log |C(N, h)| =

1
n+κ

√
n

log |Sh(n)| = 1
h − �, where κ is a constant.

The balancing procedure operates as follows: Let s ∈ Sh(n)
and for simplicity assume that

√
n is an even integer. Start

by parsing s into blocks si of length
√

n, i = 1, . . . ,
√

n,

so that s = s1s2 . . . s√n. Using s construct an auxiliary string

u = u1u2 . . .u√
n that is “approximately” balanced following

an idea similar to Knuth’s balancing [42], which operates on
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blocks rather than individual symbols. To this end, initialize

u1 = s1; for binary strings u, we use u to denote the binary

complement of u. For j ∈ {2, 3, . . . ,
√

n}, let

uj =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

sj, if R(u1 . . .uj−1) < 0, and R(sj) ≥ 0,

sj , if R(u1 . . .uj−1) < 0, and R(sj) < 0,

sj, if R(u1 . . .uj−1) ≥ 0, and R(sj) < 0,

sj , if R(u1 . . .uj−1) ≥ 0, and R(sj) ≥ 0.

(3)

Claim 7: For any j ∈ [
√

n], |R(u1 . . .uj)| ≤
√

n.
Lemma 8: For any i ∈ [n], |R(u)i| ≤ 3

2

√
n. Hence, the

RDS of any prefix of u does not exceed 3
2

√
n in absolute

value.

Proof: Suppose to the contrary that |R(u)i| > 3
√

n
2 . For

simplicity, we will only consider the case R(u)i > 3
√

n
2 ,

as the other case can be handled similarly. Next, assume that

j ∈ [n] is the smallest index for which R(u)j > 3
√

n
2 and

that R(u)j = 3
√

n
2 + 1. Now, let j = k1

√
n + k2, where 0 ≤

k2 <
√

n. According to Claim 7, since R(u)j = 3
√

n
2 +1 and

k2 <
√

n, we have
√

n
2 < R(u1 . . .uk1−1) ≤ √

n. Based

on (3), and since R(u1 . . .uk1−1) >
√

n
2 , it follows that

R(uk1) ≤ 0 so that −√
n≤R(uk1)� ≤

√
n

2 , for any ` ∈ [
√

n].
Combining the two inequalities, we arrive at R(u)k1

√
n+k2

≤
3
√

n
2 , a contradiction.

We now describe our encoder. Let u ∈ {0, 1}n be the

string which is the result of the procedure described in (3),

and suppose that r ∈ {0, 1}
√

n is such that for any j ∈ [
√

n],

rj =

{

1, if uj 6= sj ,

0, if uj = sj .
(4)

Using r, we now form a string s ∈ C(N, h), where N =
n+ 17

2

√
n, and assume for simplicity that N is an even integer.

The following claim is used in our subsequent analysis.

Claim 9: Let v = 1
5
2

√
n
ru ∈ {0, 1}n+7

2

√
n. Then, for any

i ∈ [n + 7
2

√
n], |R(v)i| ≤ 5

√
n. Furthermore, for any i ∈

[n + 7
2

√
n], R(v)i > 0.

Next, we append redundant bits to the string v described in

Claim 9 in order to get a binary string s of length N which

is a Dyck string.1 This results in the following claim.

Claim 10: Let N = n + 17
2

√
n be an even integer and let

v = 1
5
2

√
n
ru ∈ {0, 1}n+7

2

√
n be as in Claim 9. Suppose that

w = wt(v). Then, the string s = v1
N
2 −w

0
N
2 −(|v|−w) is a

Dyck string.

Now, assume that the binary code C(N, h) ⊆ N is

constructed according to the procedure outlined in Claim 10

and once again assume that N = n + 17
2

√
n is an even

integer. The next theorem establishes the correctness of our

construction.

Theorem 11: Suppose that s1, s2, . . . , sh ∈ C(N, h), where

C(N, h) is constructed according to the balancing procedure

operating on some selected codebook of binary Bh strings.

Then, given M(s1)∪M(s2)∪ · · · ∪M(sh), we can uniquely

1Splitting the string into blocks of length m and then performing the
approximate balancing task over these blocks would incur a redundancy of
n

m
+ cm, where c is a constant. The redundancy is minimized when the

summands are of the same order,
√

n, which justifies the choice for the length
of the parts.

determine {s1, . . . , sh}. Furthermore, for any � > 0, there

exists a nε > 0 such that for all N ≥ nε,
1
N log |C(N, h)| ≥

1
h − �.

Proof: We prove the result for h = 2, as the exten-

sion for general values of h is straightforward. According

to Claims 6 and 10, we can recover Mp(s1) ∪ Mp(s2)
from M(s1) ∪ M(s2) since s1, s2 are Dyck strings. From

Mp(s1) ∪ Mp(s2), we can recover s1 + s2 according to

Claim 1. Given s1 = 1
5
2

√
n
r1u11

N
2 −w10

N
2 −(|v1|−w1), s2 =

1
5
2

√
n
r2u21

N
2 −w20

N
2 −(|v2|−w2), from the first n+ 7

2

√
n coor-

dinates of s1 + s2 we can recover (r1 + r2,u1 + u2) mod 2.
Note that here we only make use of the parity information

although we are presented with real-valued sums, as we wish

to recover the binary indicator r string for block complemen-

tation and the binary blocks themselves.

For simplicity, and with a slight abuse of notation, we write

u = u1+u2 mod 2 = u1u2 . . .u√
n and r = r1+r2 mod 2 =

r1 . . . r√n. Let ũ = ũ1 . . . ũ√
n. Then, for j ∈ [

√
n],

ũj =

{

uj , if rj = 0,

uj if rj = 1.

It is straightforward to verify from (3) that ũ = s1+s2 mod 2.

Since s1, s2 ∈ S2(n) are codestrings of a binary Bh codebook

comprising columns of a binary error-correcting code of

appropriate parameters, we can recover s1 and s2 from ũ.

This concludes the proof.

In what follows, to improve our understanding of the max-

imum asymptotic rate of h-MC codes, we describe straight-

forward general entropy bounds and derive a (tighter) upper

bound for binary B4 codes that outperforms the entropy bound.

These results imply upper bounds on the rates of h-MC

codes which are not necessarily constructed using Theorem 11,

centered around binary error-correcting codes and general con-

structions of binary Bh codes. For example, it is known [39]

that the maximum rate of a binary B2 sequence is at most

0.5753 which implies that the maximum rate of any 2-MC

code using binary B2 codes is at most 0.5753. The interested

reader is referred to a selected collection of entropy and other

bounds for related notions of binary Bh strings in [31], [33],

and [40].

A. New Upper Bounds on Binary B4 Sequences (Binary B4

Codes)

We extend and generalize the idea used in [43] and [28] to

obtain an upper bound on the maximum rate of a binary Bh

code, and h = 4 in particular. We first introduce the relevant

notation before describing our main result in Theorem 14.

Let Bh(n) denote a binary Bh code of length n. Since

Bh(n) is a binary Bh code it follows that for any two distinct

sets of codestrings, say {s1, s2, . . . , sh}, {s′1, s′2, . . . , s′h} ⊆
Bh(n), we have

∑h
j=1 sj 6= ∑h

j=1 s
′
j , where addition is over

the reals.

Let H(h) denote the entropy of the Binomial distribution

with parameters (h, 1
2 ),

H (h) = −
h

∑

k=0

(

h

k

) (

1

2

)h

log2

(

(

h

k

) (

1

2

)h
)

. (5)
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It is well-known [43] that the above entropy can be written as

H(h) =
1

2
log2

(

2πe
h

4

)

+ O
(

1

h

)

,

and that the entropy of a Binomial distribution with parameters

(h, p), 0 < p ≤ 1
2 is maximized for p = 1

2 . A straightforward

upper bound for general h follows directly from the ideas

in [43] and [28], which assert that one can impose a uniform

(probabilistic) model on the product set of codestrings in

B2 and then employ the entropy of each coordinate in the

2-sum. In our case, we use the entropy of a Binomial random

variable with parameters (h, 1
2 ) to bound the contribution of

each coordinate. This approach results in an asymptotic upper

bound on the rate of the form 1
hH(h), where H(h) is the

entropy of a Binomial random variable as defined in the

previous equation.

As will be discussed in more details, for h = 4, rather than

work directly with the prefixes of codestrings as suggested

in [28] for the case h = 2, we instead use the sum of prefixes

of codestrings in a binary B4 code. Then, through simple

counting argument, we arrive at Theorem 14. We outline the

argument for general even-valued h and specialize the bound

to h = 4 only in the last step, since the proposed approach

can potentially lead to improved bounds for larger h through

tighter bounds on the size of specific sets used in the proof.

Let Ah/2 denote the set of sums of any collection of

h/2 prefixes of distinct codestrings from Bh(n), where n =
a + b and a and b are the lengths of the prefixes and suffixes,

respectively:

Ah/2 = {a1 + · · · + ah/2 ∈ {0, 1, . . . , h/2}a :

(a1b1), . . . , (ah/2bh/2) ∈ Bh(n)}.
For c ∈ Ah/2, define Bc as

Bc = {b1 + · · · + bh/2 ∈ {0, 1, . . . , h/2}b :

(a1b1), . . . , (ah/2bh/2) ∈ Bh(n),a1+· · ·+ah/2 = c},
and recall that, by definition, Bh(n) has the property that any

collection of ≤ h distinct codestrings in Bh(n) has a distinct

sum. This implies that no two strings in Bc are the same.

We proceed by proving the next claim.

Claim 12: Let c1, c2 ∈ Ah/2. Then for any d1, d2 ∈ Bc1

and d3, d4 ∈ Bc2 ,

d1 − d2 6= d3 − d4, (6)

where subtraction is performed over the reals.

Proof: Suppose, to the contrary, that (6) is an equality.

Then (c1d1)+(c2d4) = (c2d3)+(c1d2). In this case, we may

write

a
(1)
1 + a

(1)
2 + · · · + a

(1)
h/2 = c1, a

(2)
1 + a

(2)
2

+ · · · + a
(2)
h/2 = c2,

b
(1)
1 + b

(1)
2 + · · · + b

(1)
h/2 = d1, b

(2)
1 + b

(2)
2

+ · · · + b
(2)
h/2 = d2,

b
(3)
1 + b

(3)
2 + · · · + b

(3)
h/2 = d3, b

(4)
1 + b

(4)
2

+ · · · + b
(4)
h/2 = d4.

If the assumption above holds, it follows that

((a
(1)
1 b

(1)
1 ) + · · · + (a

(1)
h/2b

(1)
h/2))

+ ((a
(2)
1 b

(4)
1 ) + · · · + (a

(2)
h/2b

(4)
h/2))

= ((a
(2)
1 b

(3)
1 ) + · · · + (a

(2)
h/2b

(3)
h/2))

+ ((a
(1)
1 b

(2)
1 ) + · · · + (a

(1)
h/2b

(2)
h/2)),

where (a
(1)
1 b

(1)
1 ), . . . , (a

(1)
h/2b

(1)
h/2), . . . , (a

(1)
h/2b

(2)
h/2) ∈ Bh(n),

a contradiction.

Based on the result of the previous claim,

we focus on the differences between elements

in the set Bc and define the multiset D =
{d1 − d2 ∈ {−h/2, . . . , 0, . . . , h/2}b : ∃c s.t. d1, d2 ∈ Bc}.

Claim 13: Any nonzero d ∈ {−h/2, . . . , 0, . . . h/2}b

appears at most once in D, while the all-zero vector appears
(|Bh(n)|

h/2

)

times.

Proof: The first statement follows immediately from

Claim 12. For the second claim, since Bh(n) is a binary Bh

code, it follows that the sum of any distinct h/2 codestrings

from Bh(n) is necessarily unique and hence d1 − d2 = 0 if

and only if d1 = d2. Since
∑

c∈Ah/2
|Bc| =

(|Bh(n)|
h/2

)

, the

result follows.

Let Ds = {d : d ∈ D} be the set containing the elements

in D except for the all-zero strings (which are removed) and

recall that b stands for the length of the strings in D and Ds.

More formally, let Ds stand for

{
(

x1 + · · · + xh/2

)

−
(

x
′
1 + · · · + x

′
h/2

)

6= 0 :

∃ c s.t. x1 + . . . + xh/2, x
′
1 + . . . + x

′
h/2 ∈ Bc},

where addition is performed over the reals.

It is straightforward to see that |Ds| ≤ (h+1)b. This bound

suffices to obtain an upper bound on the size of Bh codes for

h = 4 that outperforms the entropy bound described at the

beginning of this section. For even values of h ≥ 6, a tighter

bound on |Ds| is needed, akin to the one derived in [43]

and [28] that relies on estimating the probabilities of zero and

nonzero symbols in the individual coordinates of the sum of

codestrings.

Theorem 14: For h = 4, the maximum asymptotic rate of a

binary B4 code is bounded from above by 0.471.

Proof: Once again, we outline the argument for general

even h and specialize the proof for h = 4 at the last step when

invoking the simple bound for |Ds|. By definition,

(|Bh(n)|
h/2

)

= |Bc1
| + |Bc2

| + · · · + |Bc|Ah/2|
|.

From the previous equation and the convexity of the func-

tion x2, we have

|D| =

|Ah/2|
∑

j=1

|Bcj |2 ≥
(|Bh(n)|

h/2

)2

|Ah/2|
≈ |Bh(n)|h

|Ah/2|
,

where we ignored constants involving h. Since according to

Claim 13 the all-zero vector appears at most |Bh(n)|h/2 times
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and all the other vectors appear at most once in D,

|Bh(a + b)|h � |D|
∣

∣Ah/2

∣

∣ = |D \ Ds||Ah/2| + |Ds||Ah/2|
≤ |Bh(a + b)|h/22a log2( h

2 +1) + 2b log2(h+1)+a log2(
h
2 +1),

where we used the facts that |Ah/2| ≤
(

h
2 + 1

)a
and |Ds| ≤

(h + 1)
b
. Let b = a

log2(
h
2 +1)

log2(h+1) . Then, the previous expression

can be rewritten as:

|Bh(a + b)|h � |Bh(a + b)|h/2
2a log2(

h
2 +1) + 22a log2(

h
2 +1).

It then follows that |Bh(a + b)|h/2 � 2a log2( h
2 +1). To see

why this bound holds, note that either (i) max
{

22a log2( h
2 +1),

|Bh(a + b)|h/2
2a log2( h

2 +1)
}

= 22a log2(
h
2 +1) or (ii)

max
{

22a log2(
h
2 +1), |Bh(a + b)|h/2

2a log2( h
2 +1)

}

=

|Bh(a + b)|h/2 2a log2( h
2 +1). Therefore, by ignoring constants,

we can write
log |Bh(a+b)|

a+b � 2
h

a log2(
h
2 +1)

a+b . Consequently, the

asymptotic rate of a binary Bh codes is at most
2/h log2(

h
2 +1)

1+
log2( h

2
+1)

log2(h+1)

.

For h = 4, this bound reduces to
1/2 log2(3)

1+
log2(3)

log2(5)

= .471.

For h = 4, the entropy bound 1
hH(h) equals .5077, whereas

the bound derived above gives the value .471.

IV. UPPER BOUNDS ON h-MC CODES

Next, we derive an upper bound on the maximum rate of an

h-MC code. To this end, recall that Cp ⊆ {0, 1}n is a h-prefix

code if for any two distinct string subsets of sizes h̄ ≤ h, say

S1,S2 ⊆ Cp, Mp(S1) 6= Mp(S2). Let C
(MC)
h (n) be the size

of the largest h-MC code of codelength n and suppose that

C
(p)
h (n) is the size of the largest h-prefix code of codelength n.

Formally, we use R
(MC)
h to denote the maximum asymptotic

rate of an h-MC code,

R
(MC)
h = lim

n→∞
sup

1

n
log |C(MC)

h (n)|.

We show next that when h is an even constant, R
(MC)
h ≤ 1−

1
2

(

1
1+ 1

h

)

. Once again, for simplicity of exposition, we focus

on the case h = 2 before considering the general result.

The next lemma states that in order to derive an upper bound

on the quantity R
(MC)
h , we can limit our attention to prefix

codes.

Lemma 15: For any � > 0, there exists an nε ≥ 1 such that

for all n ≥ nε, one has

1

n
log |C(MC)

h (n)| ≤ 1

n
log |C(p)

h (n)| + �.

Proof: To simplify the discussion, we focus on the

case h = 2; the extension to h > 2 is straightforward.

For w ∈ [n], let C
(w)
2 (n) ⊆ C

(MC)
h (n) denote the set of

codestrings of weight w in C
(MC)
2 (n). By the pigeon-hole

principle, there exists a w∗ ∈ [n] such that |C(w∗)
2 (n)| ≥

1
n |C

(MC)
2 (n)|. Given two codestrings in C

(w∗)
2 (n), say S =

{s1, s2}, we can easily determine Mp(S). Assuming that only

the prefix composition set is known, the set Ms(S) can be

derived as follows. To determine the compositions of suffixes

of length i, for i ∈ [n], we subtract from w∗ the number of

ones in each prefix of length n − i. For instance, suppose

the compositions of prefixes of length n − 1 of s1, s2 are
{

{1w∗

, 0n−w∗−1}, {1w∗−1, 0n−w∗}
}

. Then, the length-1 suf-

fixes of s1, s2 are
{

{1}, {0}
}

. This implies that n|C(p)
2 (n)| ≥

n|C(w∗)
2 (n)| ≥ |C(MC)

2 (n)|, which establishes the desired

result.

Let us first examine the case h = 2. For any s ∈ C
(p)
2 (n),

we write s as s = ab ∈ C
(p)
2 (n), where a ∈ {0, 1}αn equals

the prefix of αn symbols of s while b equals the suffix of

(1 − α)n symbols of s. We represent the codestrings in the

codebook using a bipartite graph G = (VP , VS , E) with

VP =
{

a ∈ {0, 1}αn : ∃s ∈ C
(p)
2 (n) s.t. s = ab

}

, (7)

VS =
{

b ∈ {0, 1}(1−α)n : ∃s ∈ C
(p)
2 (n) s.t. s = ab

}

.

(8)

An edge (v1, v2) ∈ E, with v1 ∈ VP and v2 ∈ VS , connects an

admissible prefix (vertex in VP ) to an admissible suffix (vertex

in VS). Hence, an edge corresponds to a codestring in C
(p)
2 and

vice versa. Furthermore, let w ∈ {0, 1, . . . , αn} = [[αn + 1]].
We also find it useful to work with another bipartite graph

G(w) = (V
(w)
P , V

(w)
S , E(w)) whose edges are a subset of the

edges in E. The partition of the vertices V (w) = (V
(w)

P , V
(w)
S )

is such that v1 ∈ V
(w)
P if and only if the prefix a ∈ {0, 1}αn

represented by the vertex v1 in G has weight w, and in

addition, v2 ∈ V
(w)
S if and only if there exists a v1 ∈ V

(w)
P

such that (v1, v2) ∈ E. The set E(w) ⊆ E is such that

(v1, v2) ∈ E(w) if v1 ∈ V
(w)
P and v2 ∈ V

(w)
S .

Lemma 16: The graph G(w) cannot contain a cycle of length

four.

Proof: Suppose to the contrary that G(w) contains a

4-cycle, say (a1b1, a2b2, a1b2,a2b1). Then, Mp(a1b1) ∪
Mp(a2b2) = Mp(a2b1) ∪ Mp(a1b2). To verify the above

claim, note that all prefixes of length αn have to be the same

since Mp(a1)∪Mp(a2) = Mp(a2)∪Mp(a1). Furthermore,

since wt(a1) = wt(a2) it is straightforward to verify that the

compositions of all prefixes of length longer than αn are the

same in Mp(a1b1)∪Mp(a2b2) and Mp(a2b1)∪Mp(a1b2).
This contradicts the fact that the prefixes and suffixes involved

correspond to a 2-prefix code.

We are now ready to prove our upper bound on h-prefix

codes for h = 2.

Theorem 17: For any � > 0, there exists an nε > 0 such

that for all n ≥ nε, one has 1
n log |C(p)

2 (n)| ≤ 2
3 + �.

Proof: In order to bound the number of codestrings in

C
(p)
2 (n), we will upper bound the number of edges in the graph

G = (VP , VS , E). To this end, we consider the maximum

number of edges in the graph G(w) = (V
(w)
P , V

(w)
S , E(w)).

It follows from the pigeonhole principle that there exists

a w∗ ∈ [[αn + 1]] such that

∣

∣

∣
E(w(∗))

∣

∣

∣
≥ |E|

αn+1 . Thus,

1
n log

∣

∣

∣
E(w(∗))

∣

∣

∣
can be approximated by 1

n log
∣

∣

∣
C

(p)
2 (n)

∣

∣

∣
for

n sufficiently large.

According to Lemma 16, G(w(∗)) cannot contain a 4-cycle.

It is known [44] that the number of edges in an m1 × m2
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bipartite graph without cycles of length 4 is at most

m1m
1
2
2 + m1 + m2. (9)

Letting αn = n
3 in (9) so that m1 = 2n/3 and m2 = 22n/3

gives

1

n
log

∣

∣

∣
E(w(∗))

∣

∣

∣
≤ 2

3
+ O

(

1

n

)

.

The next corollary follows from Theorem 17 and Lemma 15.

Corollary 18: A 2-prefix code must have a rate bounded as

R
(MC)
2 ≤ 2

3 .
Next, we consider the extension to the case where h > 2

based on the same approach. Let C
(p)
h (n) denote an h-prefix

code of length n. As before, we represent our codestrings using

a graph G(h) = (V
(h)
P , V

(h)
S , E(h)) as defined in (7) and (8),

except that (a,b) ∈ E(h) if and only if (a,b) ∈ C
(p)
h (n).

As before, we will also work with the bipartite graph G(w,h) =

(V
(w,h)
P , V

(w,h)
S , E(w,h)) ⊆ G(h), which is restricted to only

use prefixes of weight w. Lemma 19 is a natural generalization

of Lemma 16.

Lemma 19: The graph G(w,h) cannot contain a 2h-cycle.

Proof: Suppose to the contrary that the statement in the

lemma does not hold and that (a1,b1), (b1,a2), (a2,b2),
. . . , (ah,bh), (bh,a1) forms a 2h-cycle. Then, we have

a1b1, a2b2, a3b3, . . . , ahbh ∈ C
(p)
h (n), as well as

b1a2,b2a3,b4a5, . . . ,bha1 ∈ C
(p)
h (n). Since all the prefixes

in G(w,h) have weight w, the claim follows.

Theorem 20: For odd h, R
(MC)
h ≤ h+1

2h . For even h,

R
(MC)
h ≤ 1 − 1

2

(

1
1+ 1

h

)

.

Proof: The result follows using the same arguments as

those described in Theorem 17 and Corollary 18 by noting

that the maximum number of edges in a m1 × m2 bipartite

graph that does not contain a cycle of length 2h is at most

(m1m2)
h+1 h + m1 + m2 when h is odd [44]. For the

case when h is even, the maximum number of edges equals

m
k+2
2k

1 m
1
2
2 + m1 + m2 [44].2

As a final note, we observe that the work in [27] and [28]

also considered the case of nonbinary Bh codes for h = 2. The

main result is that for a large enough alphabet, the maximum

asymptotic rate of nonbinary B2 codes is at most 1
2 . Fur-

thermore, graph-theoretic methods have used in establishing

related bounds for separable codes, reported in [32].

V. A BRIEF DESCRIPTION OF ERROR MODELS

AND ERROR-CORRECTION

The MS/MS readout technique is error-prone, and not all

masses of prefixes and suffixes are measured or reported.

Furthermore, polymer fragmentation causes the loss of some

atoms and creates errors in the actual mass values. Another

type of error occurs when fragmentation fails, in which case

both a prefix and suffix of complementary length are missing.

A useful assumption for error-correction that we follow is that

one can actually determine the length of the prefixes/suffixes

2Note that the result in our preprint [45] contains an error on page 4. The
assertion that the lower and upper bound are asymptotically equal is incorrect.

based on their masses. This is possible if the masses of 0s and

1s differ significantly (for example, if the masses of the 1 or 0
molecules differ by at least n) or if other design criteria are

met.

If at most tp prefix compositions are erased (missing), and

at most ts suffix compositions are erased (missing), then one

needs to correct not more than 2 min {tp, ts} erasures in the

prefix (suffix) string, each occurring in a contiguous burst

of length at least two. We show next that one can employ

simple one-step or two-step error-control coding approaches

to handle missing prefixes/suffixes or instead resort to the use

of integrals of strings [11].

We start with a scheme that can correct up to t missing

prefix-suffix composition errors. Recall that the Bh codebook

Sh(n), described in Sections II and III, can be constructed

using the columns of a parity-check matrix of a code with

minimum Hamming distance d ≥ 2h + 1. The idea behind

our error-correction technique is to ensure that the real-valued

sum of every h-string subset of the code is an error-tolerant

codestring. A solution to this problem was proposed in [41]

for the purpose of designing signature codes for a noisy

MAC (i.e., codes capable of correcting errors in the syndrome

of a received word). It consists of encoding the columns

of a parity-check matrix H̃k×n, capable of correcting h
substitution errors, using a linear binary code that can correct

b t
2c substitution errors. Note that the parameter t can be

chosen independently from the parameter h as long as b t
2c ≤

k ≤ n. For encoding purposes, the authors suggest using

two binary BCH codes, so that H̃ is the parity check matrix

of a BCH code of designed distance ≥ 2h + 1, while the

parity-check matrix used to introduce error-control redundancy

to the columns of H̃ is also chosen according to a BCH code

with dimension k, length n and redundancy not exceeding

b t
2c log(n+1), capable of correcting at least b t

2c substitution

errors. Clearly, the only difference is that in our setting,

we encounter erasures in the coded strings (the augmented

columns), and wish to handle erasures. Note also that this

construction, as pointed out by the authors, does not fully

exploit the fact that addition is performed over the reals and

not over the field 2.

In [41], one starts with finding the smallest prime p > h,

and using a linear code over p (e.g., a Reed-Solomon code

of length p − 1) for the syndrome error-control redundancy.

The dimension of the latter code equals n, and it is required

that the code be able to correct t substitution errors over the

field p. Since the redundancy is nonbinary, each symbol of

the parity-check string is converted into a string of length

log(p + 1), representing the binary expansion of the symbol

over p. The binary expansions are stacked on top of each

other according to the given parity-check string. The inter-

esting observation is that, from the sum of the binary strings

over the reals, one can clearly obtain the binary expansion

of the symbols in the sum, and then generate the residues

modulo p of the elements of the string to obtain the redundancy

information needed for decoding. The obtained code is linear.

Henceforth, we use the value N to denote the length

of the uniquely reconstructable strings h-MC with added

error-control redundancy. It is not to be confused with the
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parameter N from Section III as this particular notation is

reused to avoid clutter. Also, as before, we let Sh(n) be a

binary Bh code constructed using the parity-check matrix of

a binary code with minimum Hamming distance ≥ 2h + 1;

to add the syndrome redundancy, we use a BCH code with

appropriate parameters. The main observation is that due to our

encoding method, which uses the complementation/bit flipping

procedure, we require an unequal error-protection scheme.

Recall that the substring r used in the construction described in

Section III is the indicator vector for substring (of length
√

n
bits) flips. Errors in the r substring may clearly cause a burst

of “complementation errors” due to the fact that r indicates

if a string or its complement should be used. There are

two approaches one can follow by either encoding the string

to handle a larger number of erasures independent on their

location (the One-Step procedure) or by adding specialized

redundancy to the r string (the Two-Step procedure).

The One-Step encoding method proceeds as follows:

• Each string s ∈ Sh(n) is encoded using a BCH code

into an intermediary string s
′ of length m, capable of

correcting t(
√

m+ 1) erasures. The redundancy required

is at most d t
2e(

√
m + 1) log(m + 1).

• The intermediary string s
′ of length m is subse-

quently encoded via the balancing procedure described

in Section III. The encoded balanced string has length N
and belongs to a h-MC code capable of correcting up to

t composition erasures; here, N = m + 17
2

√
m, which is

at most n + d t
2e(

√
m + 1) log(m + 1) + 17

2

√
m; N can

be further upper-bounded by

n + d t

2
e(
√

n + 1) log n +
17

2

√
n + �n

√
n

×
(

d t

2
e log n +

17

2

)

+ d t

2
e δn,

where

�n =
d t

2e(
√

m + 1) log(m + 1)

2n

and

δn =
d t

2e(
√

m + 1) log(m + 1)

n
.

As either the partial prefix-sum or the partial suffix-sum string

has ≤ t(
√

m+1) erasures, the binary sum of the input strings

can be recovered correctly. The decoding procedure for strings

involved in the sum is identical to the one as described in

Section III.

We observed in the context of the One-Step scheme that

errors in the substring r, encoding information about which

blocks are complemented, cause blocks of errors in the global

string. Each erasure in r results in
√

m additional erasures,

where m is the length of the (approximately) balanced sub-

strings. In order to overcome this issue, one can use unequal

error-correction schemes that ensure that the binary sum of the

r substring components across the input strings can be recov-

ered independently from the rest of the string. The correctly

reconstructed binary r sum can then be used for subsequent

decoding of the complete collection of input strings.

As before, let Sh(n) be a binary Bh code constructed using

the parity-check matrix of a code with minimum Hamming

distance ≥ 2h + 1 (say, a BCH code). Furthermore, let N
denote the overall length of the h-MC codestrings with added

redundancy for mass error-correction. Encoding is performed

as follows:

• Each string s ∈ Sh(n) is encoded into an intermediary

strings s
′ of length m1 capable of correcting t erasures,

using a BCH code. The redundancy is at most t log(m1+
1), and

m1 ≤ n + d t

2
e log(m1 + 1).

• Each intermediary string s
′ of length m1 is encoded into a

Dyck string using the procedure described in Section III,

to arrive at a second intermediary string s
′′ of length m2,

where m2 = m1 + 17
2

√
m1.

• The substring r of the intermediary string s
′′ is encoded

into a codestring rr
′ of total length m3, capable of

correcting t erasures. Let m4 = m3 − √
m1 denote the

length of r
′. It is easy to see that m4 ≤ d t

2e log(m3 +1).
• Since the string has to be balanced, r

′ = r′1r
′
2 . . . r′m4

is converted into z = r′1r̄
′
1r

′
2r̄

′
2 . . . r′m4−1r̄

′
m4 , where

r̄′i = 1 − r′i.
• The balanced redundancy z is appended to the r substring

of the intermediary string s
′′. Also, a bit 1 is added to

the prefix of 1s and a bit 0 is appended to the suffix of

0s to preserve the Dyck property of the string.

The length of the coded string equals N = m1 + 17
2

√
m1 +

2(m3 −
√

m1) + 2, and upper-bounded in terms of the length

n as

n + d t

2
e(log n + µn) +

17

2

√
n(1 + νn) + d t

2
e(log n + µn)

+ 2θn + 2,

where

µn =
d t

2e log(m1 + 1) + 1

n
,

νn =
d t

2e log(m1 + 1)

2n
,

and

θn =
t log(m3 + 1) + 1

√

n + d t
2e log(m1 + 1)

.

Erasures/errors caused in one mass may result in mul-

tiple errors, thereby leading to errors in the reconstructed

real-valued sum of the strings. One simple means to mitigate

this problem is to use integrals (i.e., running sums) of bits,

in which case the errors cancel. Without loss of generality,

suppose that tp < ts. In this case, it is always possible for

the errors in the suffix string to be such that we receive

no additional information by considering both the prefix and

suffix string, and so the problem at hand becomes to recover

s from a set of at most n − tp prefix compositions.

Claim 21: Suppose that C(n, d) ⊆ n
2 is a code with

minimum Hamming distance d = min{tp, ts}+1. Let s ∈ n
2

and fix wt(s) = w0. Let M̃p(s) be the result of removing tp
compositions from Mp(s), and ts compositions from Ms(s).
Then, we can recover s = s1s2 . . . sn ∈ {0, 1}n from M̃p(s)
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provided that

(s1) (s1 + s2 mod 2) (s1 + s2 + s3 mod 2)

. . . (s1 + s2 + · · · + sn mod 2) ∈ C(n, d).

Proof: Without loss of generality, assume that tp =
min{tp, ts}. The result follows since for i ∈ [n] the value of

the i-th component in the string (s1) (s1 + s2 mod 2) (s1 +
s2 + s3 mod 2) . . . (s1 + s2 + · · · + sn mod 2) ∈ C(n, d)
can be recovered by summing up the number of 1s (modulo

2) in the i-th prefix composition. The claim then follows since

we know the lengths of the compositions that are missing from

the set M̃p(s) and can hence recover the string (s1) (s1 + s2

mod 2) (s1+s2+s3 mod 2) . . . (s1+s2+· · ·+sn mod 2),
where s ∈ n

2 , from which s can be then determined uniquely.

Note that for the case that ts = min{tp, ts}, since the weight

of s is known, a missing composition of a prefix of length i
can be recovered from the known composition of a suffix of

length n − i. Thus, tp + ts missing compositions in M̃p(s)
can be recovered from M̃s(s) and w0. This concludes the

proof.

Using the result of Claim 21, we can encode our mixtures

using the following approach:

• Given a string s ∈ {0, 1}n, construct I(s) = (s1) (s1+s2

mod 2) (s1 + s2 + s3 mod 2) . . . (s1 + s2 + · · ·+ sn

mod 2) = I(s)1I(s)2 . . . I(s)n.

• Encode I(s) using a BCH code such that the resulting

string I(s)R′(s), where R′(s) is the string of redundancy

bits, has length m and can correct b t
2c erasures. Observe

that I(s)R′(s) does not satisfy the condition in Claim 21.

• Given R′(s), construct I(s)R(s) as follows. First, set

R(s)1 = R′(s)1 + I(s)n (modulo 2 addition). Balance

the string by setting R(s)2 = 1 − R(s)1. Next, set

s1 + s2 + · · · + sn + R(s)1 + R(s)2 + R(s)3 = R′(s)2,
which results in R(s)3 = I(s)n+1+R′(s)2. Similarly, set

R(s)2i = 1−R(s)2i−1, and R(s)2i+1 = R′(s)i+i+I(s)n

for all i ∈ [m − n − 1], where m, n are as described in

the encoding scheme of Section III.

• Encode s as sR(s).

To apply the above procedure, we need to be able to partition

the prefix and suffix compositions of the sR(s). This is easily

achieved when sR(s) is a substring of a Dyck string such that

the composition of the prefix preceding the sR(s)-substring

in the Dyck string is known. In particular, since the substring

sR(s) occurs after the runlength of 1s in the construction of

Section III, the prefix compositions of the constructed string

sR(s) can be recovered by subtracting the weight of the

leading runlength of 1s from the corresponding compositions.

By construction, sR(s) satisfies the conditions of Claim 21.

Since each code was constructed using a BCH code, the binary

sum of multiple strings constructed using this technique also

satisfies the conditions in Claim 21.

VI. OPEN PROBLEMS

Many combinatorial and coding-theoretic problems related

to string reconstruction from prefix-suffix compositions remain

open. A sampling is listed below.

• Our techniques for converting a binary string of length

n into strings that are both Dyck and belong to a Bh

codebook have suboptimal redundancy. We seek methods

that can reduce our overhead and at the same time, offer

low encoding and decoding complexity.

• In practice, one often encounters nonbinary alphabets,

as polymers can be synthesized to have highly different

masses and chemical properties. The question remains

to generalize our approach for nonbinary alphabets. Fur-

thermore, it is of interest to investigate such coding

techniques for strings that have some form of balanced

symbol contents or masses confined to a certain interval.

• It remains an open question to characterize all the missing

mass errors that can be corrected by simply utilizing the

Dyck, Bh properties of strings and the presence of both

prefix and suffix masses.

• At this point, we have no efficient means for correcting

mass reducing (or, mass increasing) substitution errors

in our mixtures. A solution to this problem can have

interesting and important implications in the field of

polymer-based data storage.
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