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How does social cognition help us communicate through language? At what
levels does this interaction occur? In classical views, social cognition is indepen-
dent of language, and integrating the two can be slow, effortful, and error-prone.
But new research into word level processes reveals that communication is brim-
ming with social micro-processes that happen in real time, guiding even the sim-
plest choices like how we use adjectives, articles, and demonstratives. We
interpret these findings in the context of advances in theoretical models of social
cognition and propose a communicative mind-tracking framework, where social
micro-processes are not a secondary process in how we use language - they are
fundamental to how communication works.

The connection between social cognition and language

Consider how you might joke around with a friend, hint at a problem to a coworker, or have a can-
did conversation with a loved one. To do this successfully, you would need to think about what your
interlocutor is thinking, and they would need to do the same for you. This intuition is at the heart of
many theories of how we use language for everyday communication [1-7], proposing that language
use is intrinsically social and requires that we constantly represent and track each other’s minds.

Yet, many experiments have failed to find this connection. In simple referential communication
tasks — where a listener has to identify what object a speaker is talking about (Figure 1A)- people
first interpret the speaker’s words using their own egocentric perspective. That is, listeners first
look at, and sometimes even reach for, the object that matches the description according to
their own knowledge, rather than according to the speaker’s knowledge [8-11]. This seemingly
slow interaction between language and social cognition is consistent with evidence that the lan-
guage and Theory of Mind networks are fully dissociated, functionally and anatomically [12-14].

Even frameworks that embrace the importance of social cognition in communication often treat it
a secondary process [15-19]. According to these two-stage models, people first decode a
sentence’s literal meaning and then apply social cognition to infer its enriched meaning. For ex-
ample, if someone says ‘it’s getting late,’, the listener first interprets it as a factual comment
about time and then uses domain-general social cognition to figure out why the speaker made
this remark in this particular context — perhaps signaling it’s time to leave. This process where so-
cial cognition operates over literal representations of meaning, a form of pragmatic reasoning
(see Glossary), successfully explains many complex phenomena in communication, such as
irony, metaphor, and indirect speech [19]. While powerful, this process is computationally costly
[20], which could further explain why language cannot pervasively rely on social cognition.

Nonetheless, advances in theoretical and empirical work have converged on a set of views —
which we broadly call ‘mind-tracking’ approaches — that reveal a pervasive contribution of social
cognition to linguistic communication. These approaches offer three key explanations for why the
connection has historically appeared impoverished. We review each in detail in the following
section, but in summary: first, social cognition’s contribution to language use is specialized for
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Figure 1. Listener’s capacity to infer referential intent. (A) Paradigm suggesting people struggle to integrate mental
states in language understanding. A grid of objects stands between a participant with full visual access and a confederate
that only sees the unoccluded objects. When the confederate requests an object, participants first interpret the expression
egocentrically [8-10]. In this example, participants might first look at the bottom-right corner (the big star according to their
own knowledge) rather than at the top-right comer (the big star according to the confederate’s knowledge). (B) Modified
version where participants are unsure of what the speaker sees and must simultaneously infer the speaker’s knowledge
and communicative intent. This task shows radically different results, with participants now providing fine-grained joint
inferences about what the speaker is talking about and what they know. This is arguably because this task is closer to
real-world situations, where we do not necessarily know what others know, and occlusion does not imply ignorance.
(C) Real-time language processing under temporal ambiguity. Upon hearing ‘the small ...", participants fixate on the two
small objects and then fixate on the circle upon hearing ‘... circle’. (D) Real-time pragmatic inference. In a nearly identical
display, listeners immediately fixate on the small circle upon hearing ‘the small ..., because they understand the speaker
intends to contrast the referent with a larger alternative. Data in panels (C) and (D) are from Hindi speakers in [21], but this
pattern appears across multiple languages.

problems faced in everyday commmunication. While the connection is swift and dynamic in tasks
that mirror real-world interactions, it becomes effortful and prone to errors in classical tasks
that impose unusual assumptions. Second, social cognition operates in real time to support
language use. These computations shape online construction and interpretation of sentences,
often reaching completion before a first interpretation is even available for secondary analysis.
Therefore, examining how social cognition modifies an existing interpretation of a complete
sentence overlooks the local processes that shape meaning as sentences are being understood.
Third, many social computations are not adequately captured in frameworks that exclusively
focus on propositional attributions of mental states like beliefs, desires, and intentions. Instead,
the social computations supporting real-time linguistic communication frequently involve tracking
cognitive processes, like attention, decision making, and recall.

Our article is organized around three core sections. First, we review new research supporting
each of these three arguments, explaining how and when social cognition supports linguistic
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Glossary

Mentalistic representations: agent
representations that cannot be
expressed by or reduced to physical
representations alone, requiring us to
posit a subjective observer (i.e., a mind).
For instance, representations of an
agent’s desires, attention, or reasoning
are mentalistic. Representations of their
body position and face orientation are
not. Mentalistic representations do not
need to be propositional and can involve
minimal or partial representations of a
mind.

Pragmatic reasoning, processes, or
inference: computations through
which speakers tailor their messages to
their addressees, and listeners interpret
the messages in context (e.g., a listener
successfully understanding that ‘she’
refers to Jane). Pragmatics encompass
any contribution of context to meaning,
but here we focus on social contexts
and the mentalistic representations
needed to represent them. Pragmatic
reasoning spans from sentence-level
inferences to word-level ones.

Social micro-processes: temporally-
bound mentalistic representations that
allow us to reason about others without
fully modeling their minds. Examples
include estimating someone’s attention
from their gaze, or inferring that a
hesitant pause reflects internal
reasoning. These lightweight
representations can be quickly
instantiated and discarded for real-time
social behavior, contrasting with more
traditional forms of social cognition
where we represent complex
configurations of others’ beliefs and
desires to explain behavior over
extended periods.

Word-level social computations:
process through which mentalistic
representations support word level
production and interpretation. These
local computations differ from sentence-
level ones in that they typically use social
micro-processes (e.g., saying ‘that one’
to guide the listener’s attention to a
referent) rather than over propositional
mental states (e.g., processing a
complete sentence to derive an indirect
meaning).
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communication. Together, this research reveals a pervasive connection between social cognition
and language. We then introduce mind-tracking approaches, including a specific instantiation we
call the Communicative Mind-Tracking framework (CMT), which grounds these ideas using the
language of planning frameworks and posits that language use is supported by social micro-
processes. Finally, we argue the CMT provides a unified account that explains how people com-
municate, track the interaction’s success as it unfolds in real time, and repair it when it breaks
down.

When and how social cognition supports linguistic communication

Supporting communication in tasks that mirror everyday conversational pressures

Is it possible that past experiments found failures in social cognition because they used unnatural
forms of communicative interaction? Consider again situations like the one in Figure 1A, where
people show an egocentric bias. This is a simple task because the listener knows what the
speaker knows and what they said. All they have to do is deduce the speaker’'s communicative
intent. But this situation is unusual in several ways [22]. To start, creating situations where the
meaning of an expression changes depending on whose knowledge you consider (the speaker’s
or your own) requires careful and clever experimental set ups, with scripted speakers, that people
might not usually encounter in everyday life. When regular people are placed in the role of the
speaker, they spontaneously offer additional information to prevent ambiguities from arising in
the first place (e.g., such as saying ‘the big star at the top’ in Figure 1A [23]).

These paradigms make another unusual assumption: that people only know about what they can
currently see. In everyday life, people know much more than what’s in their visual field, and it is
unremarkable when someone references something that is not in their view. Restricting our inter-
pretation of what someone says to only what they can currently see would be a serious mistake in
real-life conversation.

Finally, this type of task does not capture how social cognition needs to support everyday conver-
sation. In everyday life, we rarely enter a conversation with a new person having a complete
description of their relevant knowledge. This is something we have to infer based on how our
interlocutor speaks (Figure 1B). Even though this is a more challenging inference (requiring people
to simultaneously infer the speaker’s communicative intent and knowledge from the utterance),
adults are surprisingly skilled at it, making fine-grained inferences about others’” mental states
based on their exact choice of words (and even appropriately discounting a speaker’s propensity
to use adjectives redundantly [24]). In some cases, these inferences are even spontaneous and
automatic [25].

Supporting communication at the world level

A second reason why the connection between social cognition and language use can
appear impoverished is because of a traditional focus on how the two systems interact only
after a full sentence has been produced or decoded (e.g., [15-18]). Departing from a sentence-
level analysis and zooming into how words are produced and processed in real time [26] un-
covers social cognition’s pervasive support. At this level, adults’ production and processing of
words reveal rich representations of what they expect each other to understand (avoiding ambiguity),
what knowledge they share (tracking common ground), and how to direct attention efficiently
(manipulating attention). We review the key findings behind each of these conclusions next.

Avoiding ambiguity. Adults strategically adjust how specific their words are to avoid ambiguity
(e.g., referring to a pet as a ‘dog’ when no other dogs are present, but switching to ‘Dalmatian’
otherwise [27]). Conversely, listeners can infer a speaker’s knowledge based on these choices
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(e.q., referring to a ‘Dalmatian’ instead of a ‘dog’ suggests the speaker knows there are other
dogs in the scene [24]). While seemingly simple, this flexible change in specificity requires
speakers and listeners to track each others’ knowledge and expectations about potential inter-
pretations that could create ambiguity in real-time language use.

Social cognition not only shapes how we choose and interpret nouns, but also how we modify
them with adjectives. Consider the simple situations shown in Figure 1C,D. When a listener
hears ‘look at the small...’, a literal interpretation of these words would narrow down the refer-
ence to two possibilities: the small circle or the small star (as in Figure 1C). However, if this real-
time interpretation goes beyond literal semantics, the adjective ‘small’ can sometimes reveal
the speaker’s referential intention before the noun is even mentioned. In the event in Figure 1D,
the speaker’s decision to say “small” suggests that they wanted to preempt an ambiguity be-
tween the two circles (since the adjective would be unnecessary to refer to the star). This type
of pragmatic inference operates in real time [28], also with other adjective types (such as material
and scalar adjectives [29,30]), and it appears across cultures [21,31]. At the same time, the infer-
ences available to listeners vary across languages depending on whether they position adjectives
before or after nouns, further showing that these inferences do indeed occur at the word rather
than the sentence level [21].

Tracking common ground. Adults’ word choices also reveal that they track what knowledge they
share with their interlocutors. In classic coordination games with abstract shapes, participants
quickly invent new labels (e.g., ‘the skater’ or ‘the Viking ship’) that they use exclusively with the
label’s co-inventor, but not with others, revealing that we track how we use different words
with different people [32,33].

Representations of shared knowledge are so important that they can be part of grammar itself.
Consider articles such as ‘a’ and ‘the’ in English. These articles encode two main types of mean-
ing [34]. The first are non-social meanings that signal whether the speaker has a specific referent
inmind (e.g., ‘I want to talk to the manager’ versus ‘I want to talk to a manager’). The second are
social meanings that convey whether the referent is new or familiar to the listener (e.g., ‘We
bought a house’ versus ‘We bought the house’). To use the social meanings appropriately,
speakers must track what their interlocutor knows, and listeners must integrate this information
to identify the intended referent. For example, if your dog runs away in a park and you walk up
to a stranger to ask if they have seen it, having a specific dog in mind would warrant the use of
a definite article (‘Have you seen the dog?’). However, because the stranger does not know
your dog, you should use an indefinite article instead (‘Have you seen a dog?’). And indeed,
the listener would understand that you are looking for a specific dog, not just any dog, therefore
understanding the pragmatic meaning of the indefinite description [35].

Definite markers can signal common ground so strongly that they can even override the literal
description of the referent (e.g., if there are two cars and a speaker mentions one of them, adults
will then interpret ‘that car’ as referring to the same object, even if it has been transformed into a
toy duck and is no longer a car at all [36]). The way we seamlessly select and interpret indefinite
and definite descriptions to distinguish what information is new and familiar to our interlocutors
shows how social cognition supports real-time communication.

Manipulating attention. In some situations, adjectives are technically unnecessary (e.g., referring
to acup as ‘my blue cup’ when no other cups are in sight). However, adults often use color words
anyway to help listeners because searching for colors is easier than searching for objects, reveal-
ing a deep integration of social cognition in referential coommunication. The more objects there are
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in a scene, the more likely adults are to add color adjectives to help the listener (Figure 2A, left
[38]). This strategy becomes more pronounced when adults are talking to children, recognizing
that children need additional support [41]. However, adults do not use this strategy when all
objects are the same color (and so the color adjective is no longer helpful, Figure 2A, right [42]),
when the listener already knows the intended referent [37], or when the listener cannot see the
objects [39].

The use of adjectives to guide attention also successfully predicts cross-linguistic variation.
For instance, American Sign Language (ASL) has flexible adjective placement. Nonetheless,
ASL signers often place color and material adjectives before the noun to help the addressee’s
visual search and they place scalar adjectives after the noun because they require the noun to
be interpreted first (e.g., small has a different scale on ‘small car’ versus ‘small pencil’ [43]).
And, in languages where adjectives follow nouns, like Spanish, speakers use fewer redundant
color words, because they are less helpful for visual search, particularly when there are few ob-
jects [38]. This is because, by the time the speaker finishes uttering the noun, the listener has
probably already identified the referent.
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Figure 2. Speaker word choices guide listener attention. (A) Propensity to use redundant color adjectives in English (left plot) as a function of color variability
(monochrome vs. polychrome objects, from [37]) and set size (4 versus 16 objects), also in Spanish (right plot, from [38]). This shows how speakers strategically use
color adjectives to facilitate listener visual search, showing sensitivity to color variability, set size, and adjective position. (B) English speakers’ ratings of how likely they
would be to use a particular referential expression in a visual display (speaker task) are negatively correlated with the response time needed for people to identify the
object given the same expression (listener task). This suggests that, in visual contexts, adults have a natural preference for referential expressions that reduce search
time for listeners (both for color and material adjectives [39)]). (C,D) Demonstrative choices by Portuguese (D) and Japanese (D) speakers in pairs of events where the
speaker (top of scene; blue) has the same referential intent (the second object), but the listener (bottom of scene; pink) is looking in different places (from [40]). Panel
(C) contrasts joint attention versus the need for attention correction and (D) contrasts direction in which attention needs correcting. These results show how demonstratives

are not only used to mark spatial locations but also show sensitivity to listener attention.
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These phenomena are not specific to color adjectives, nor do they require adults to be in a situ-
ation where they are thinking about visual search. When simply asked how likely they would be to
use different referential expressions (e.g., ‘the leather couch’ or ‘the red couch’), without any
mention of visual search or a listener, adults naturally prefer expressions that minimize the time
it would take for a listener to locate the object (Figure 2B [39]), revealing that a sensitivity to
other people’s attention shapes how appropriate different expressions sound to us.

Interestingly, attention manipulation is also a core feature of a linguistic universal: demonstratives.
Traditionally, demonstratives — words like ‘this’ and ‘that’ in English — are thought to encode
spatial locations [44,45]. For instance, the proximal ‘this’ indicates something close to the
speaker, while the distal ‘that’ indicates something farther away. In languages like Spanish,
which have an additional medial demonstrative, meanings sometimes encode location relative
to both participants in the interaction (e.g., the medial ‘ese’ means far from the speaker but
close to the listener). Traditionally, speakers are thought to use demonstratives to mark spatial
regions that the listener can use to identify the referent.

However, recent work has shown that demonstratives are intrinsic attention tools [46,47]. We use
them to signal something in joint attention (using the proximal in two-way systems and the medial
in three-way systems), to pull the listener’s attention towards us (through the proximal), and to
push their attention away (through the distal), controlling for the referent’s location (Figure 2C,
D) [40]. This suggests that demonstratives are more than spatial markers: they are also devices
to establish joint attention.

Demonstratives are also often accompanied by pointing and even the way we point reveals we
are tracking the listener’s perceptual abilities. Speakers tend to use pointing with proximal
demonstratives in near space, where pointing is more accurate, but not with distal demonstra-
tives in far space, where the gesture would be more ambiguous for the listener — a consistent
effect across different languages; [48-50].

Representing cognitive processes for communication

Beyond the phenomena we reviewed, many other word-level social computationshave been
identified in pragmatics (e.g., [3,51-55]). But these word-level phenomena are rarely considered
when discussing whether mentalistic representations support language use. This is partly
because the standard model of social cognition (Figure 3A) does not offer the right vocabulary
to capture these processes, even though they are social. Consider the finding that adults use
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E Beliefs ] [ Desires]} Perception
N\ y 4 ... yes, | get it
- I'll have ... ... that one
Intentions
That's ... umm ... lugubrious

Environment

Trends In Cognitive Sclences

Figure 3. Moving from representations of mental states to representations of cognitive processes. (A) Classical
belief-desire-intention model. (B) Model of primary cognitive processes we represent in other minds: real-time perception,
reasoning, memory, and decision making. (C) Example of four disfluencies that we readily map onto different cognitive
processes happening in the speaker’s mind. In the first case, the disfluency suggests the person was pausing to ensure
their perception was accurate; in the second case, the person was thinking further to ensure they were confident in their
opinion; in the third case, they were making a decision; and in the final case, they were retrieving a low-frequency word
from memory.
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redundant adjectives to speed up the listener’s referent identification, or that demonstratives re-
direct the listener’s attention. Cases like these cannot be reduced to the belief or desire we intend
to ultimately impart to the interlocutor. Instead, they require appealing to the underlying processes
by which interlocutors form these mental states.

When we zoom into the word-level processes behind how people commmunicate, capturing those
social computations requires us to also zoom into how we represent the real-time processes in
other minds: their cognitive processes (Figure 3B). Focusing on dynamic cognitive processes in
other minds offers a direct vocabulary to capture the phenomena reviewed in the previous sec-
tion, such as cueing a listener to retrieve a referent from memory (by using the definite article
‘the’), or efficiently guiding their attention towards an object in their visual field (by using a color
adjective).

This idea converges with recent advances in models of social cognition that emphasize the im-
portance of representing the dynamic cognitive processes that construct and manipulate mental
states: People’s real-time perception, recall, reasoning, and decision making (Figure 3B). Recent
work has shown that people are surprisingly skilled at representing these cognitive processes.
For instance, from the length of a single pause, people can infer what the speaker might be think-
ing about [56-58], how strong their preferences might be [59,60], whether they got distracted
[61], or whether they are thinking about something for the first time [62]. As the next section
shows, combining these two sets of parallel advances offers a clear way to capture how social
computations support real-time communication.

The Communicative Mind-Tracking framework

The arguments reviewed earlier converge on a set of approaches that emphasize the pervasive
support that social computations provide to linguistic communication, which we broadly refer
to as ‘mind-tracking’ approaches (e.g., [3,4,33,53,63-70]), and posit that these representations
are needed to leap from non-human primate communication to human language [71-74]. Here
we present a concrete instantiation that offers a unified way to understand these phenomena
and their computational substrate (formalized in Box 1), grounded in the language of mentalistic
representations and planning. Our starting point is the long tradition of conceptualizing language
production as a planning problem [75-78], but we further argue this planning is over an interloc-
utor’s cognitive processes. That is, people approach linguistic communication as a planning
problem, where the goal of a sentence is to guide a listener’s real-time cognitive processes — in-
cluding their attention, memory, and reasoning — toward constructing a target mental state. This
approach highlights that analyzing communication should go beyond focusing on the final mental
states a sentence induces in the listener and also consider the underlying trajectory of cognitive
processes that the listener undergoes to reach these mental states.

Under a planning approach, we can formalize how actions affect the world through a transition
function. Analogously, CMT posits a transition function that captures how words (actions)
affect our interlocutor’s mind (states)— both their mental states and ongoing cognitive processes
(Box 1). Thus, all communication is grounded in expectations about how it guides the interlocu-
tors’” mind, making it inherently mentalistic. However, these are not standard full-blown proposi-
tional representations of a mind. Consider three examples: using ‘the’ to create an expectation for
a known referent, a color adjective to trigger the listener’s visual search, and ‘this’ to redirect their
attention. None of these cases require a full-fledged, complete representation of a mind. Instead,
they are time-bounded expectations about the listener’s mind, helping us to reason about their
dynamic processing of the sentence even before any propositional content can be derived. We
call these social micro-processes.
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Box 1. The computational basis of the CMT

CMT casts communication as the problem of constructing a sequence of words w = {w1,,w,} that, when processed in-
crementally, induce state s, which can be a mental state, a cognitive process, or a combination of both. This can be con-
ceptualized as a planning problem where actions are words and states are representations of the interlocutors’ mind. The
expected effect words have on a listener’s mind is defined by a transition function T where T(s; - 1,1, s;) is the probability

that a mind transitions onto state s;, upon hearing fragment 7, given a previous state s, _ 1. f is a subset of w, allowing T to
encode transitions at multiple levels of resolution, but frequently operating at the word level.

T models how minds change as a communicative interaction unfolds, with social micro-processes playing two supporting
roles: computing the effect of a word on a listener mind, and representing the ending state. In the first role, social micro-
processes determine which state a mind will enter after hearing a word. These transitions can then become hard-coded
into T, making them implicit and automatic (e.g., ‘the’ prepares a listener to search in common ground), but they can also
be computed online in communication (e.g., determining whether your interlocutor will recall the referent given a referential
pact). In addition, social micro-processes can also represent the final state s itself. For instance, the outcome effect of a
demonstrative is itself mentalistic as it is an instruction to redirect attention.

CMT is compatible with Gricean approaches, positing that the planning goal is to maximize utility function

say as much
as necessary. ..
=
U(\Tvs) - (s\Vv) - C(Vv) , 0}
...but no
more

but it emphasizes the collaborative costs, where C gfv is not only a production cost for the speaker, but the decoding and
reasoning costs it imposes on the listener [33]. CMT therefore allows mental states to be further refined via recursive social
reasoning.

Two recent computational models have instantiated CMT. First, adults’ nuanced pattems of adjective use can be predicted
with quantitative accuracy through a model that constructs sentences by modeling how the words, processed incrementally,
will sequentially guide the listener’s visual search in real time [39]. Second, modeling demonstratives (e.g., ‘this’ versus ‘that’)
as attention tools where their use redirects the listener’s attention produces more human-like behavior compared with
models where demonstratives mark regions in space and guide attention through a secondary pragmatic process [40,108].

Critically, the integration of social cognition into language use is specialized for the types of prob-
lems we confront in everyday communication and it becomes slower, more effortful, or prone to
errors when people engage in unusual communicative interactions (including some laboratory
tasks). This suggests that the transition function capturing how words guide cognitive processes
is largely an implicit model built with experience [75], rather than an explicit transition function that
people generate and use on the spot by drawing on domain-general social cognition, pointing to
a form of model-free, but mentalistic, communication.

CMT rejects the two-stage model notion of a literal non-social message that is initially computed and
becomes social only through enrichment processes (based on [15-18]), but it does not conflict with
other, complementary, frameworks of social language use. While an exhaustive comparison is be-
yond the scope of this paper, two relevant ones are worth mentioning. First, two-stage models of
pragmatic reasoning can still be applied in this framework, allowing for additional recursive prag-
matic reasoning at the sentence level (e.g., about the communicative intention behind an entire mes-
sage). Second, our approach can be compatible with the relevance theoretic account of word-level
pragmatics and the idea that interlocutors constantly synthesize ad hoc concepts in conversation
[53], but extends it by offering a planning approach over targeted trajectories in mental states.

Achieving communicative success and repairing it when it breaks down
According to the CMT, speakers are guiding listeners’ cognitive processes in real time when they

communicate, but they cannot directly see whether the listener is processing the message as
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intended because other minds are unobservable. Therefore, verbal communication should be
complemented by mechanisms that help both the speaker and the listener track that the mes-
sage is unfolding successfully so that any miscommunication can be repaired. As expected by
CMT, these processes are not only present but pervasive in everyday conversation.

In face-to-face interactions, listeners provide real-time non-verbal feedback to help the speaker
ensure the message is being understood [68,79-81]. This is done through feedback that includes
eye contact, nodding [82], and brief verbal responses such as ‘mhm’ or ‘yeah’ [83]. Crucially,
speakers adapt their contributions in real time by responding to these subtle visual cues
(e.g., giving shorter answers if the listener signals comprehension [84]).

Conversely, listeners also rely on non-linguistic signals from speakers — like pauses and
disfluencies — to refine their understanding. Even toddlers are sensitive to disfluencies and use
them to infer that the speaker is about to refer to something new [85]. As adults, inferences
about pauses are context sensitive [86] and can lead us to infer that the speaker is trying to de-
ceive [87], is uncomfortable with the topic [88], or is about to introduce something complex or
novel [89-91]. Figure 3C shows how disfluencies can trigger a variety of inferences about the
speaker’s cognitive processes, which in turn, help us plan how to respond.

Listeners are also sensitive to multimodal signals that guide language interpretation. The
speaker’s gaze and pointing gestures are often key to the listener’s reference resolution [92],
and facial signals can influence how listeners interpret the speaker’s intention during conversation
[93] and help identify speech acts (e.g., eyebrow movements can help listeners recognize the
speaker is asking a question [94-96)).

These signals not only increase successful face-to-face communication but also play a critical role
in detecting when communication is breaking down. In these cases, adults engage in interactive
repair [66]: when a listener realizes they are not understanding the message, they quickly signal
this to the speaker with simple cues like raised eyebrows or an interjection like ‘huh?’. This allows
the speaker to decide whether to repeat, rephrase, or reassure the listener, depending on the sit-
uation [97,98]. The speed and flexibility with which these social processes unfold in conversation
further show that social micro-processes are central to real-time communication [99].

Concluding remarks

The recent advances we reviewed highlight a set of mind-tracking approaches (e.g.,
[3,4,33,53,63-70]) that view language use as an intrinsically social activity, with social computa-
tions happening in real time and at the level of word choice and processing. We also offered a
concrete instantiation called the CMT, which casts communication as a planning problem and
integrates advances in models of social cognition to clarify which social representations support
real-time communication. In the remainder, we touch on important implications of mind-tracking
approaches (see Outstanding questions).

First, mind-tracking approaches generally view all word-level processes as pragmatic from the
onset rather than operating at a secondary stage after the message has been interpreted literally.
These word-level pragmatics sometimes mirror the logic from sentence-level pragmatics
(e.g., inferring that the word ‘some’ implies ‘not all’ by extracting a literal meaning that is enriched
by further social reasoning [100,101]), but the meaning can also be intrinsically mentalistic from
the onset (e.g., demonstratives directly encoding how to redirect listener attention [40]). This
view is consistent with evidence that many languages directly encode mentalistic representations
in grammar itself [64,65,102,103]. For example, Japanese uses evidentials to mark the source of
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Outstanding questions

To what extent are word-level social
computations performed online vs
precomputed and stored for quick
access? For example, experience
with referential communication may
lead to the automatic use of adjectives
to distinguish between two objects of
the same kind, without having to rea-
son about how the listener would
interpret alternatives (i.e., computing
that they would find a bare noun am-
biguous). If so, what are the mecha-
nisms that determine when and how
mentalistic inferences are stored for
future retrieval?

Are some aspects of social cognition
specialized for supporting communicative
interactions rather than more general
forms of action understanding? And if
s0, would those specialized forms of
social cognition be internal to the
brain's language network?

How does sentence-level pragmatic
reasoning work in orchestration with
word-level inferences? One possibility
is that, in many important cases,
word-level processes produce the
same result than would be obtained
by computing a literal message and
then refining it through sentence level
pragmatics. If so, then sentence-level
pragmatic reasoning could be a
computational-level description of pro-
cesses that are often algorithmically
implemented at the word level.

How do social micro-processes
emerge, develop, and vary across spe-
cies? To what extent are they unique to
humans and shaped by pressures to
communicate and navigate the social
world?

How do we make sense of
recent successes in Large Language
Models? On the one hand, these
models exhibit proficient language
use, and this presumably requires
mastering complex use of nouns,
adjectives, demonstratives, and articles,
and in our account, this requires social
micro-processes. On the other hand,
these models are not grounded in refer-
ence to the real world, where mentalistic
representations appear to be essential.
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one’s knowledge (e.g., perception versus hearsay); Kogi, a Chibchan language of Colombia,
uses verb prefixes to signal whether the speaker has exclusive knowledge or shares it with the
listener; and Kakataibo, a Panoan language of Peru, differentiates the accessibility of information
in recounted events (narrative genre) and the here-and-now (conversational genre).

Integrating CMT with standard models of pragmatic reasoning [15-19] might suggest a two-
system theory. One system uses specialized social micro-processes at the word level, while
the other applies domain-general social cognition over complete linguistic representations (see
Box 2 for hypotheses about neural implementations that might help answer this question). This
would also be consistent with dual models of Theory of Mind where one is fast and automatic
and the other is slow and effortful [104]. However, our approach does not necessarily predict
two systems. Mentalistic representations might be multi-granular, allowing people to flexibly
model other minds with different degrees of complexity [105]. Under this view, social micro-
processes are the most minimal instantiations of a mind that allow us to reason about others
(e.g., representing an agent’s focus of attention and the place where we wish to redirect it) and
can be scaled up to to richer models of another mind, all the way up to full-fledged propositional
models.

Alternatively, social micro-processes might instantiate a type of mentalistic representation that is
qualitatively different from the ones used in non-linguistic propositional Theory of Mind. This could
be particularly true if these social micro-processes are implemented as a fast forward-model that
is specific to language (Box 2).

What this literature does show, is that using our Theory of Mind is not inevitably costly and effortful
[8-10,104,106]. Many mentalistic representations are fast, cheap, and readily accessed in social
interactions (see [107] for review). The mentalistic representations that people find easy to com-
pute might be precisely the ones that language recruits. This suggests a fruitful bi-directional re-
search program: identifying the mentalistic representations that support real-time communication
can uncover the foundational representations of social cognition. Conversely, identifying rapid or

Box 2. Neural basis of social micro-processes

How are the types of social micro-processes we proposed instantiated in the brain? Although the Theory of Mind network
and the language network are largely thought to be functionally and anatomically separable [12], the current literature
points to two ways in which this interaction might occur. First, the language and Theory of Mind networks are synchronized
at rest and in comprehension, more so than with other areas like the multiple demand network [109], which might reflect a
pervasive interaction that supports all language use. Second, some evidence suggests that the two networks might over-
lap in the superior temporal sulcus (STS) [110] — an ideal place given the role of the STS in many social computations [111],
including encoding eye gaze and attention [112] — although the evidence is contested [13].

It is also possible that the types of mentalistic representations supporting language are not part of what is standardly
thought to be the Theory of Mind network. This is because this network is usually localized through tasks that target explicit
representational attribution of mental states via false beliefs [113], which would fail to identify regions specialized for social
micro-processes. Non-verbal localizers might be better suited for this task [114], provided that social micro-processes are
not language specific.

Another intriguing possibility comes from recent research suggesting that the cerebellum is engaged in a large variety of
cognitive functions [115], including social computations [116]. One hypothesis is that the cerebellum is particularly well-
suited for encoding forward models that support planning and prediction [117-119], which would make it a strong candi-
date for the transition function that the CMT posits.

Finally, social cognition might be so essential to linguistic communication that it may be fully specialized and part of the lan-
guage network itself, such that it is always active in any form of linguistic communication, but not in non-verbal social tasks.
The challenge, ultimately, is that relatively little is known about the neural basis of social micro-processes. Answers to these
questions might also ultimately shed light on whether language use is supported by a single domain-general Theory of
Mind system, or by two separate systems that work in orchestration to support communication.
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automatic processes within social cognition can reveal which social computations are readily
available in language use.

The challenge is that we ultimately do not know as much about the nature of social micro-
processes relative to richer propositional representations. As such, our ability to develop a full-
fledged framework of linguistic communication is fundamentally constrained by our models of
social cognition. A complete characterization of the social micro-processes that structure
language down to the level of words and grammar will ultimately reveal what makes humans
exceptional at understanding each other and making ourselves understood.
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