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ABSTRACT 
Recent years have seen growing interest among both researchers 
and practitioners in user-engaged approaches to algorithm auditing, 
which directly engage users in detecting problematic behaviors in 
algorithmic systems. However, we know little about industry prac-
titioners’ current practices and challenges around user-engaged 
auditing, nor what opportunities exist for them to better leverage 
such approaches in practice. To investigate, we conducted a series 
of interviews and iterative co-design activities with practitioners 
who employ user-engaged auditing approaches in their work. Our 
fndings reveal several challenges practitioners face in appropri-
ately recruiting and incentivizing user auditors, scafolding user 
audits, and deriving actionable insights from user-engaged audit 
reports. Furthermore, practitioners shared organizational obstacles 
to user-engaged auditing, surfacing a complex relationship between 
practitioners and user auditors. Based on these fndings, we discuss 
opportunities for future HCI research to help realize the potential 
(and mitigate risks) of user-engaged auditing in industry practice. 
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1 INTRODUCTION 
In recent years, algorithm audits have risen to prominence as an 
approach to uncover biased, discriminatory, or otherwise harmful 
behaviors in algorithmic systems [16, 22, 29, 31, 46, 60, 68, 77, 86, 95]. 
Today, algorithm audits are typically conducted by small groups 
of experts such as industry practitioners, researchers, and activists 
[60, 77]. Although expert-led approaches have been highly im-
pactful, they often sufer from major blindspots, and fail to detect 
critical issues. For example, expert-led audits can fail when those 
conducting the audit lack the relevant cultural knowledge and lived 
experience to recognize and know where to look for certain kinds 
of harmful algorithmic behaviors [25, 42, 80, 92]. 

To overcome limitations of current algorithm auditing tech-
niques, researchers in HCI and AI have begun to explore the po-
tential of more user-engaged approaches to algorithm auditing, 
which directly engage users of AI products and services in surfac-
ing harmful algorithmic behaviors. Recent years have seen many 
cases in which users organically came together to uncover and 
raise awareness about harmful behaviors in algorithmic systems 
they use day-to-day, which had eluded detection by industry teams 
or other expert auditors [80]. Inspired by these observations, re-
searchers have begun to explore the design of systems that can 
leverage the power of everyday users and crowds to surface harm-
ful algorithmic behaviors that might otherwise go undetected (e.g., 
[8, 17, 48, 53, 63, 64]). The designs of existing research systems 
span a spectrum of user engagement, from more practitioner-led 
approaches—such as crowdsourcing workfows in which users’ test-
ing and auditing activities are more heavily guided and constrained 
by requesters—to more user-led approaches in which users take 
greater initiative in directing their own activities. 

In parallel to these research eforts, several major technology 
companies have begun to experiment with approaches that engage 
users in auditing their AI products and services for problematic 
behaviors. For example, in 2021 Twitter introduced its frst “al-
gorithmic bias bounty” challenge to engage users in identifying 
harmful biases in its image cropping algorithm [21]. In another 
efort, Google launched the “AI Test Kitchen,” a web-based applica-
tion that invites users to experiment with some of Google’s latest 
AI-based conversational agents, and to report any problematic be-
haviors they encounter [90]. More recently, inspired by Twitter’s 
“algorithmic bias bounty,” OpenAI initiated a “Feedback Contest” 
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to encourage users to “provide feedback on problematic model 
outputs” during their interactions with ChatGPT chatbot [4]. 

Despite growing interest from industry, there remains a gulf 
between the academic research literature on user-engaged auditing 
and current industry practice. In particular, we still know little 
about industry AI practitioners’ current practices and challenges 
around user-engaged auditing, and what opportunities exist for 
them to better leverage such approaches in practice. To investigate, 
in this paper we explore the following research questions: 
RQ1 What are AI practitioners’ current motivations and practices 

around user engagement in auditing their AI products and 
services for problematic algorithmic behaviors? 

RQ2 What opportunities and challenges do practitioners envi-
sion for user-engaged approaches to better support their 
algorithm auditing eforts? 

We conducted a two-stage study with 12 industry practitioners 
from 9 technology companies, all of whom have experimented with 
engaging users in auditing their AI systems for problematic algo-
rithmic behaviors. We frst conducted semi-structured interviews to 
understand practitioners’ current practices and challenges around 
engaging users in AI testing and auditing. We then conducted co-
design activities, working with practitioners to iteratively co-design 
three design artifacts as a way to further probe challenges perceived 
by practitioners and opportunities to better support user-engaged 
approaches to algorithm auditing in industry practice. 

Overall, our participants shared three major motivations for 
engaging users in AI testing and auditing: understanding users’ 
subjective experiences of problematic machine behaviors, over-
coming their teams’ blindspots when auditing their products and 
services, and gathering evidence from users to help them advocate 
for fairness work within their organizations. Participants shared 
prior experiences engaging users on diferent scales, from individ-
ual user study sessions, to focus group workshops, to large-scale 
user feedback and crowdsourcing activities. However, in doing so, 
practitioners encountered various challenges in engaging users 
efectively. For instance, practitioners discussed challenges they 
faced in recruiting and incentivizing the “right” group of auditors 
for a given task, with relevant identities and lived experiences. Par-
ticipants also discussed the difculties in scafolding users towards 
productive auditing strategies, without biasing them to simply repli-
cate industry teams’ own blindspots. Finally, practitioners discussed 
the challenges of quantifcation when deriving actionable insights 
from user-engaged auditing reports: relying upon the majority vote 
runs the risk of masking the very biases an audit is intended to 
uncover. In addition, participants shared broader organizational 
obstacles to user-engaged auditing, highlighting key tensions that 
arise in practice when involving users in algorithm auditing ef-
forts such as potential PR risks, proft motives that work against 
protecting marginalized groups, and privacy and legal concerns. 

As private companies increasingly experiment with user-engaged 
approaches to algorithm auditing, HCI research has a critical role 
to play in shaping more efective and responsible practices. To this 
end, this work contributes: 

• An in-depth understanding of industry practitioners’ mo-
tivations, current practices, and challenges in efectively 

engaging users in testing and auditing AI products and ser-
vices. Our fndings shed light on the types of problems prac-
titioners aim to address through user engagement around 
algorithm auditing, as well as the the ways practitioners 
navigate organizational tensions around user involvement 
in AI development processes. 

• A set of design implications for user-engaged algorithm au-
diting, beyond standard considerations for human computa-
tion or user feedback systems. 

• Insights into the complex relationship between user auditors 
and industry practitioners working on responsible AI, sug-
gesting opportunities for future HCI research to help realize 
the potential (and mitigate risks) of user-engaged auditing 
in industry practice. 

2 RELATED WORK 
2.1 Understanding and supporting responsible 

AI practices in industry contexts 
In recent years, signifcant efort has been directed towards the 
development of approaches, guidelines, and tools to help industry 
practitioners audit their AI products and services for unfair, biased, 
or otherwise harmful algorithmic behaviors (e.g., [3, 11, 13, 14, 61, 
71, 72]). Early work in this area has largely been guided by advances 
in academic research on AI fairness [1, 6, 10, 32, 52, 67]. Yet in a 
series of interview studies and surveys with industry AI practition-
ers, Holstein et al. [42] found that there were major disconnects 
between the tools ofered by the research community, versus the 
actual on-the-ground needs of industry AI practitioners. To address 
such gaps, a growing line of research in HCI has focused on better 
understanding industry AI practitioners needs and designing to 
support responsible AI practices in industry. For example, studies 
from Madaio et al. [56] and Rakova et al. [70] investigated the orga-
nizational challenges and barriers that practitioners face in practice 
when attempting to build more responsible AI systems. 

Meanwhile, to better support responsible AI practices, companies 
have been developing responsible AI guidelines such as People + AI 
guidebook [72], trustworthy AI principles [87], AI fairness check-
lists [71], and responsible AI toolkits such as AI Explainability 360 
[3] and Fairlearn [13]. However, recent HCI research has surfaced 
gaps between fairness toolkits’ capabilities and practitioners’ needs 
[24, 54, 54, 73]. For example, Kaur et al. [47] found that AI practi-
tioners often over-trust and misuse AI explainability toolkits. Other 
work from Lee et al. and Deng et al. identifed misalignment be-
tween the designs of existing fairness toolkits versus practitioners’ 
actual desires and usage of these toolkits [24, 54, 73]. In interviews 
with AI practitioners, these authors found that, beyond the func-
tionality provided by current toolkits, practitioners desired tools 
that could help them bring in perspectives from relevant domain 
experts and users, in order to aid them in auditing their AI systems 
[24]. In the next sections, we discuss emerging work that aims to 
harness the power of users in algorithm auditing. 

2.2 The power of users in algorithm auditing 
Metaxa et al. [60] defne an algorithm audit as “a method of re-
peatedly querying an algorithm and observing its output to draw 
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conclusions about the algorithm’s opaque inner workings and pos-
sible external impact.” A growing body of work in HCI, AI, and 
related communities has developed tools and processes to audit al-
gorithmic systems for biased, discriminatory, or otherwise harmful 
behaviors (e.g., [16, 60, 77]). Past work in algorithm auditing has 
uncovered harmful algorithmic behaviors across a wide range of 
algorithmic systems, from search engines to hiring algorithms to 
computer vision applications [7, 16, 37, 62, 66, 86]. 

Today, algorithm audits are typically conducted by small groups 
of experts such as industry practitioners, researchers, activists, and 
government agencies [60]. However, such expert-led audits often 
fail to surface serious issues that everyday users of algorithmic 
systems are quickly able to detect once a system is deployed in the 
real world [42, 80]. For instance, this approach can fail when those 
conducting the audit lack the relevant cultural knowledge and lived 
experience to recognize and know where to look for certain kinds 
of harmful algorithmic behaviors [25, 42, 80, 92]. In addition, expert-
led audits may fail to detect certain harmful algorithmic behaviors 
because these behaviors only arise—or are only recognized as harm-
ful—when a system is used in particular context or in particular 
ways, which auditors may fail to anticipate [22, 30, 34, 42, 79, 80]. 

Recent years have seen many real-world cases in which users 
have uncovered and raised awareness around harmful algorith-
mic behaviors in systems they use day-to-day (e.g., search engines 
[16], online rating/review systems [29, 86], and machine translation 
systems [66]) although expert auditors had failed to detect these 
issues. Shen et al. [80] developed the concept of “everyday algo-
rithm auditing” to describe how everyday users detect, understand, 
and interrogate problematic machine behaviors via their daily in-
teractions with algorithmic systems. In the cases these authors 
reviewed, regular users of a wide range of algorithmic systems and 
platforms came together organically to hypothesize and test for 
potential biases. More recently, DeVos et al. [25] conducted a series 
of behavioral studies to better understand how users are often able 
to be so efective, both individually and collectively, in surfacing 
harmful algorithmic behaviors that more formal or expert-led audit-
ing approaches fail to detect. As discussed next, recent research is 
beginning to explore ways to harness the power users in algorithm 
auditing to overcome limitations of expert-led approaches. 

2.3 Supporting user-engaged algorithm auditing 
Recognizing the power of users in algorithm auditing, researchers 
have begun to explore the design of systems to support more user-
engaged approaches [25, 53] to algorithm auditing, which directly 
engage users in surfacing harmful algorithmic behaviors that might 
otherwise go undetected. 

A line of work has developed interfaces, interactive visualiza-
tions, and crowdsourcing pipelines to support people in actively 
searching for algorithmic biases and harmful behaviors [8, 17, 48, 
63]. The designs of these research systems span a spectrum of user-
engagement, from more practitioner-led approaches to more user-
led approaches in which users take greater initiative and control in 
directing their eforts. For example, Ochigame and Ye developed a 
web-based tool called Search Atlas, which enables users to easily 
conduct side-by-side comparisons of the Google search results they 
might see if they were located in diferent countries to spot [64]. 

Kiela et al. developed a general research platform called Dynabench, 
which invites users to try to identify erroneous and potentially 
harmful behaviors in AI models [48]. Using Dynabench, users can 
generate test inputs to a model to try to fnd problematic behaviors, 
fag behaviors they identify, and provide brief open-text responses 
if they wish to ofer additional context. More recently, Lam et al. 
developed a tool called “IndieLabel,” in order to empower end users 
to detect and fag potential algorithmic biases and then author audit 
reports to communicate these to relevant decision-makers [53]. 

In parallel, several major technology companies have begun to 
experiment with approaches that engage users in auditing their AI 
products and services for problematic behaviors. For example, in 
2021 Twitter introduced its frst “algorithmic bias bounty” challenge 
to engage users in identifying harmful biases in its image cropping 
algorithm [21]. In another efort, Meta adopted the Dynabench 
platform described above, to discover potentially harmful behav-
iors in natural language processing models [48]. More recently, 
Google launched the “AI Test Kitchen,” a web-based application 
that invites users to experiment with Google’s latest LLMs-powered 
conversational agents, and to report any problematic behaviors 
they encounter, with the stated goal of engaging users in “learn-
ing, improving, and innovating responsibly on AI together” [90]. In 
addition, organizations like OpenAI and HuggingFace are begin-
ning to include built-in interface features that invite users to report 
harmful algorithmic behaviors they encounter while interacting 
with LLM-powered applications like text-to-image generation tools. 
HuggingFace developed features to engage end users in fagging 
ethical/legal issues on their API [65]. In addition, OpenAI initiated 
a feedback contest around their LLM-based tool ChatGPT, with 
the goal of encouraging users to “provide feedback on problematic 
model outputs” [4]. 

Despite growing interest in both academia and industry, there 
remains a gulf between the academic research literature on user-
engaged auditing and current industry practice. To date, little is 
known about industry AI practitioners’ current practices and chal-
lenges around user-engaged auditing, nor what opportunities exist 
for them to better leverage such approaches in practice. In this 
paper, we take a frst step towards understanding current practices, 
challenges, and design opportunities for user-engaged approaches 
to algorithm auditing in industry practice. 

3 METHOD 
3.1 Study design 
We conducted a two-stage study involving semi-structured inter-
views followed by iterative co-design activities. We frst conducted 
semi-structured interviews to understand participants’ current prac-
tices and challenges around engaging users in AI testing and au-
diting. In the next stage, we engaged participants in a co-design 
activity to further probe the opportunities and challenges in sup-
porting user-engaged algorithm auditing in industry practice. We 
worked with participants to iteratively design three artifacts: a 
user-engaged audit report, representing a “wish list” of types 
of information that they would ideally want to solicit through a 
user-engaged auditing approach, and two user-engaged auditing 
pipelines, building upon initial designs informed by interview fnd-
ings and insights from prior literature [25, 60, 77, 80]. Throughout 
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Figure 1: Two potential user-engaged auditing pipeline designs that were iteratively co-designed with participants. The left 
image shows the “developer-led” pipeline design, and the right image shows the “user-led” pipeline design. Each fgure 
illustrates a possible interaction fow between user auditors and AI product teams, showing how auditing tasks are created, 
how background information on user auditors is shared, how user auditing reports are generated based on auditors’ fndings, 
and how these reports are shared with AI product teams. During the co-design activity, participants could zoom in, annotate, 
and modify the details. We used these pipeline fowcharts as probes, not as fnal products, to investigate more deeply on 
practitioners’ challenges and desires. 

the study, we iterated on these design artifacts based on feedback 
and design ideas from prior participants. We used these artifacts 
and the process of co-designing them to provoke deeper conversa-
tions around participants’ desires, as well as potential risks they 
anticipate, for new systems that support user-engaged auditing. 

Following an iterative co-design process similar to prior work (cf. 
[41, 57]), for our frst fve participants, we ran the two stages of our 
study in separate sessions in order to better inform the design of the 
initial versions of the artifacts based on the needs and desires these 
participants expressed in the frst set of interviews. However, we 
soon encountered difculty in retaining industry participants due to 
their busy schedules (e.g., one participant was not able to return to 
complete the co-design). Therefore, after our frst fve participants, 
we ran both stages in a single session. We then continued to iterate 
on the artifacts during the study sessions themselves. Below, we 
describe each of these activities in more detail.1 

3.1.1 Stage one: Semi-structured interviews. To understand practi-
tioners’ current practices around engaging users in AI testing and 
auditing, we conducted semi-structured interviews, each lasting up 
to an hour. We adopted a directed storytelling approach [33]. We 
frst asked participants to describe their team’s prior experiences in 
trying to detect or address biased or harmful behaviors in their AI 
products or services, with a specifc focus on whether, why, and how 
they engaged users in the process. For example, we asked “Could 
you describe how your team attempted to engage users in auditing 
the AI products and services you mentioned” and “What motivated 
you or your team to engage users in this way?” Through follow-up 
questions, we probed deeper into challenges participants had en-
countered when attempting to engage users in the auditing process. 
As participants shared specifc challenges they had encountered, 

1We also provide our interview and co-design protocol in the supplementary material. 

we also invited them to share ideas for potential solutions to these 
challenges. For example, in response to specifc challenges raised 
by participants, we asked “How did your team attempt to tackle these 
challenges?” and “How efective were your team’s approaches?” 

3.1.2 Stage two: Iterative co-design activities. To further envision 
future opportunities and solicit potential challenges and risks for 
user-engaged algorithm auditing approaches, following the inter-
views, we then involved participants in a series of co-design ac-
tivities, following an iterative co-design process similar to prior 
work (cf. [41, 57]). This stage of the study lasted up to 45 minutes, 
and involved participants in co-design around three design arti-
facts: a user-engaged audit report and two user-engaged audit 
pipeline fowcharts. We frst designed initial versions of these 
artifacts based on participant needs and desires expressed during 
stage one, as well as prior research on user-engaged algorithm au-
diting [25, 80]. We then iterated on their designs with practitioners 
throughout the co-design activities. We note that these design arti-
facts were not the goal of our study, but rather served as tools to 
probe more deeply on practitioners’ challenges and desires. Below, 
we describe the process of co-designing these three artifacts, and 
how we used this process to probe on future opportunities and 
risks of user-engaged audits. 

User-engaged audit report: We invited each participant to 
contribute to the design of a report that they would ideally like 
to see as the output of a user-engaged auditing process. We frst 
asked participants open-ended questions such as “What information 
would you ideally want the service to report back to your team?” and 
encouraged them to sketch as they generated new ideas. To help 
participants come up with ideas, we presented participants with 
example of actual written responses generated by users during a 
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user-engaged algorithm auditing workshop in prior work2 [25]. 
Viewing examples of actual user responses on an auditing task 
provided an opportunity for participants to refect upon gaps in 
their own report designs, and to anticipate potential challenges 
in soliciting useful information from user auditors (cf. [40, 57]). 
We then presented participants with a user-engaged audit report 
template (see Fig. 3 in Appendix) that we initially designed based on 
previous work and iterated through the design during the study. Our 
goal was to further probe participants’ feedback by providing them 
with potential content that an audit report can consist of (such 
as information about the auditors, details of the reported issue, 
evidence, the severity of the issue, etc.). However, we intentionally 
showed this report after participants generated ideas about what a 
report can include to avoid biasing them towards a specifc report 
format, yet giving them the opportunity to discuss other options 
and iterating through the report design based on their initial ideas. 

User-engaged audit pipeline fowcharts: We also co-designed 
two opposing caricatures of user-engaged audit pipeline designs 
with participants which varied in the degree of initiative users 
assumed in the auditing process: (1) a “developer-led” pipeline, in 
which the audits were primarily initiated and coordinated by the 
developers of an AI product or service; (2) a “user-led” pipeline, in 
which the audits were primarily initiated and coordinated by users 
(see Fig. 1). For the developer-led pipeline, the AI product teams 
can fully control what AI systems (or what parts of the AI systems) 
should be audited, who should be considered eligible auditors, and 
how the auditing should be executed. In the “user-led” pipeline, 
users are those who initiate and control the auditing based on their 
interactions with the AI systems. Users could collectively initiate 
the auditor selection criteria, defning auditing protocol, generating 
audit data, and synthesizing reports. In this case, AI practitioners 
can only access the audit data without getting involved in or having 
a say in the auditing process. While we anticipated that neither 
of these caricatures would represent ideal designs from industry 
practitioners’ perspectives, we presented these in order to provoke 
further discussion about design trade-ofs between greater user 
versus developer control in auditing processes. 

3.2 Participants 
We adopted a purposive sampling approach [19], with the aim of 
recruiting industry practitioners who either (1) had direct prior ex-
perience employing user-engaged algorithm auditing approaches, or 
(2) had an interest in such approaches and had adjacent experience 
crowdsourcing approaches as part of their AI work. Specifcally, us-
ing an online screening survey, we recruited members of industry 
teams that design and build AI products and services, and who 
had already attempted to engage users in detecting fairness-related 
issues in their AI systems. In addition, we opened up the study 
to interested practitioners who had not yet experimented with 
user-engaged approaches to algorithm auditing, but who had prior 
experience using crowdsourcing approaches in other areas of their 
AI work. We broadened our criteria to include these participants 
because we expected that prior experience with crowdsourcing 
would help participants envision ways user-engaged approaches 

2We provide the example user report we used in the study in the supplementary 
material 

might support their algorithm auditing eforts. In the end, however, 
all 12 of our participants had direct prior experience experimenting 
with user-engaged approaches to algorithm auditing (see Table 2). 
In addition, all but three of our participants had prior experience 
with crowdsourcing methods. 

We recruited our participants through social media (e.g., Linkedin 
and Twitter), and through direct contacts at large technology com-
panies. As discussed in prior literature that studies responsible AI 
practices in industry (e.g., [24, 42, 54]), recruitment for such studies 
can be highly challenging. Practitioners are often wary of participat-
ing in such interview studies, for instance, given that participation 
may require admitting the existence of faws in their products and 
services that have not been made public, or sharing disagreements 
about their companies’ current organizational culture. Although 
we assured potential participants that their responses would be 
carefully de-identifed, as discussed below, we expect that such 
concerns likely had an infuence on our recruitment. 

In total, 25 practitioners completed the recruitment screening 
form, of which 18 met our recruitment criteria. Ultimately, 12 of 
these practitioners, spanning 9 companies, responded to our study 
invitation and participated in the study. All 12 participants partic-
ipated in the interview session; all except one participant partici-
pated in the co-design session. (P4 was not able to return to com-
plete the co-design activity due to busy schedule.) All participants 
were compensated at a rate of $35 per hour for their participation. 
Table 1 overviews participants‘ job titles, their years of experience 
with user-engaged auditing, their company size, the types of AI 
products or services they worked on, and their experiences with 
user-engaged auditing. While 9 of our participants conducted user-
engaged algorithm auditing as part of their main job function; three 
participants (P2, P6, P12) engaged users in algorithm auditing on 
their own initiative, to help them in advocating for fairness issues 
to be addressed within their organizations. 

Following prior work on responsible AI practices in industry 
[24, 42, 56, 57], to avoid identifying individual participants who 
work at the forefront of sensitive topics, details about participants’ 
demographics are omitted, and we abstract some details about par-
ticipants’ companies and roles. In addition, we assured participants 
that we would not ask them to reveal any confdential or personally 
identifying information about their colleagues and that we would 
de-identify all responses at the individual, team, and organization 
levels. Finally, participants were instructed that they were free to 
skip any questions they were uncomfortable answering, or to leave 
the session at any time for any reason. 

3.3 Data analysis 
Our study sessions yielded approximately 15 hours of audio that 
we transcribed. To analyze our interview and co-design session 
transcripts, we adopted a refexive thematic analysis approach [15]. 
Two of the authors met after each interview and co-design session 
to conduct an interpretation session, and then conducted open cod-
ing of the transcripts. Throughout this coding process, the authors 
continuously discussed discrepancies in interpretation, and iter-
atively refned the codes based on these discussions [15, 59]. In 
total, we generated around 1,125 unique codes. Through an itera-
tive, bottom-up afnity diagramming process, we grouped codes 
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Company 
size 

Job title Types of AI products and 
services 

Experience with user-engaged 
auditing 

Years of AI 
fairness 

experience 

Is fairness 
work part of 
their ofcial 

role? 
P1 1000–4,999 Director and 

Product Lead 
AI-powered knowledge 
graph for academic 
literature search 

Engaging search users in assessing 
potential biases in the underlying 

knowledge graph. 

4 Yes 

P2 10–50 Senior 
Director 

ML model to predict 
potential donors 

Engaging marginalized community 
members in surfacing potential biases in 

their team’s ML model 

3 No (self 
motivated) 

P3 25,000+ ML Engineer Natural language 
processing (NLP) 
applications 

Engaging users in rating the risk of 
representational harms 

2 Yes 

P4 25,000+ Senior 
Technical 

Lead 

A diverse range of AI 
products built by their 

customers 

Engaging users in auditing a range of AI 
products built by their customers 

3 Yes 

P5 25,000+ Senior 
Product 
Manager 

Sentiment analysis; OCR 
recognition 

Leading several groups of AI product 
teams on engaging users in testing and 

auditing their AI products 

5 Yes 

P6 25,000+ UX 
Researcher 

NLP-powered products (e.g., 
conversational agents) 

Engaging users in testing conversational 
agents for potentially harmful behaviors 

2 No (self 
motivated) 

P7 25,000+ UX 
Researcher 

Computer vision 
applications (e.g., image 

search) 

Building an interface to engage users in 
auditing their image search engine 

2 Yes 

P8 25,000+ ML 
Researcher 

Information retrieval and 
image processing 

Building internal crowdsourcing tools for 
AI auditing 

3 Yes 

P9 5,000 - 24,999 Data Scientist Recommendation system Engaging users and impacted 
stakeholders in auditing their 

recommendation system 

3 Yes 

P10 25,000+ UX 
Researcher 

Large language 
model-based conversational 
agent and generative image 

model 

Building a web-based application to 
engage users in fagging the potential 
biased and harmful behavior in a 

conversational agent 

2 Yes 

P11 5,000 - 24,999 Senior 
Researcher 

Recommendation system Leading research eforts and producing 
concrete organizational policy around 

user-engaged algorithm auditing 

2 Yes 

P12 25,000+ UX 
Researcher 

NLP Engaging marginalized communities in 
auditing biases in their NLP products for 

low-resource languages 

3 No (self 
motivated) 

Table 1: Summary of participants’ backgrounds and relevant experience. 

into successively higher-level themes. The frst level clustered our 
1,125 codes into 271 themes. These were then clustered into 59 
second-level themes, 15 third-level themes, and three fnal themes. 
We present our results in the following section, organized around 
our three fnal top-level themes. 

4 FINDINGS 
In this section, we describe how industry practitioners navigate 
the complicated process of engaging users in surfacing harmful 
algorithmic behaviors. As discussed below, practitioners mediate 
conficts between (1) the underlying values of user engagement in 
algorithm testing and auditing, (2) inherent challenges in efective 
user engagement, and (3) the cultural, legal, and organizational ob-
stacles that disincentivize bringing users’ voices into algorithm au-
diting processes. We show that practitioners see clear advantages of 
engaging users in and around algorithm auditing processes, which 
have led them to explore leveraging crowdsourcing platforms and 

the design of new interfaces that enable in-situ feedback from their 
users. Yet practitioners also discussed complexities of engaging 
users in surfacing algorithmic harms, which introduce unique chal-
lenges beyond those faced with conventional human computation 
or user feedback systems. We summarize our fndings in Figure 2. 

4.1 Practitioners’ motivations and practices for 
engaging users to audit AI products and 
services 

Participants believed that engaging users in testing and auditing AI 
products and services could help them understand users’ subjective 
experiences of problematic machine behaviors and help to overcome 
developer teams’ blindspots. Participants also noted that having 
direct reports of potential issues from users could serve as powerful 
ammunition when making the case internally for a particular course 
of action. Driven by these motivations, participants reported having 
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Figure 2: High-level overview of our fndings. We frst share participants’ existing motivations and practices for user engagement 
around algorithm testing and auditing (Section 4.1). We then describe challenges participants have faced in their attempts to 
efectively engage users (Section 4.2). Finally, we share broader organizational obstacles to user-engagement around algorithm 
auditing perceived by participants, highlighting key tensions that arise in practice when involving users in algorithm auditing 
eforts (Section 4.3). 

experimented with user engagement at various scales to test and with users who encountered harmful biases in their NLP applica-
audit their systems for problematic behaviors. tions, in order to better understand users’ experiences in their own 

words. 

4.1.1 Motivations to engage users in auditing AI products 
and services. In our semi-structured interviews, all 12 participants 
reported that they currently use fairness toolkits or internal au-
diting with the developer teams to detect problematic behaviors 
in their AI products. However, participants quickly encountered 
limitations with these approaches, which prompted them to explore 
user-engaged approaches as an alternative. Below, we discuss three 
major motivations that participants shared for experimenting with 
more user-engaged approaches to algorithm auditing. 

Understanding users’ subjective experiences of problem-
atic machine behaviors: Participants were motivated to adopt 
user-engaged approaches because in many settings, they felt that 
it was not possible to measure “unfairness” or “harmfulness” with-
out an understanding of users’ perceptions. As shown in Table 
2, eight of our 12 participants had previously used open-source 
ML fairness toolkits (e.g., Fairlearn [13], AIF360 [2]) to attempt 
to audit their teams’ AI systems. Participants said these toolkits 
only ofered aggregate fairness metrics, whereas appropriately as-
sessing algorithmic biases and harms in their systems required 
in-depth, qualitative assessments (e.g., for representational harms 
[23, 42]). For example, P3 shared that their main role initially in-
volved quantitatively assessing potential biases in NLP applications 
using fairness toolkits. However, P3’s team soon sought out user 
voices, because “things like representational harms were difcult to 
quantify and analyze using fairness toolkits, without understanding 
the reason behind why users with certain identit[ies] feel uncomfort-
able or ofended.” To this end, P3’s team conducted focus groups 

Several participants described sometimes needing help from 
users to determine what “fair” or “non-harmful” behavior would 
look like in the frst place. For example, P9 said a common approach 
when auditing a recommendation system is to assess “how diverse 
the recommendations on your platform are.” However, diferent users 
often have conficting perspectives regarding what it means to have 
appropriately “diverse” recommendations. P9 believed the way to 
understand this was to “directly ask them[users] what they think.” 
Similarly, P11 emphasized that in order to empower their team to 
design efective remediations, “It’s not enough to just have people fag 
that a recommendation is stereotypical, we want to understand why 
they think it is so that our team could brainstorm potential solutions.” 

Overcoming developer teams’ blindspots: Another motiva-
tion for adopting user-engaged testing and auditing approaches 
was to overcome cultural and experiential blindspots among prod-
uct team members. Ten of our 12 participants said they conducted 
internal testing within the product team (see Figure 2, column 2). 
However, echoing fndings from Holstein et al. [42], participants 
reported that internal testing with small groups of developers often 
resulted in blindspots, prompting them to involve users to surface 
“unknown unknowns” (P10), or the issues that the team does not 
know exist. For example, P8 noted that the images on their platform 
came from all over the world, involving signs and languages that 
were deeply cultural and regional, so “it would never be possible 
for [their] team to capture all these diverse aspects.” Similarly, P5 
complained that “a lot of [their] AI ethics and bias activities only 
contain [their] own employees, and the perspectives are extremely 
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limited.” P5 found that bringing in perspectives from external stake-
holders helped to surface problematic algorithmic behaviors that 
their internal teams had never considered. 

Some participants specifcally emphasized the importance of 
engaging marginalized community members in auditing their AI 
products. P12 said, “No one in the developing team speaks the lan-
guage and knows the idioms — how would they properly audit the 
outcomes? That’s why I have been spending time bringing native 
speakers into the auditing process.” When P11’s team frst started au-
diting the recommendation system in their product, they attempted 
to use personas to simulate real-world stakeholders and bring em-
pathy to the team members, but they soon realized their blindspots 
persisted, as “the hypothetical personas are still basically what we 
imagined based on our understanding [. . . ] it’s just not realistic for a 
group of white people to truly understand Black artists’ perspectives 
through fctional cards.” 

Bringing in evidence from users to advocate for fairness 
work: Finally, fve participants shared that one of their major moti-
vations for adopting user-engaged approaches was to gather evi-
dence, in the form of direct quotes from users, that could help them 
persuade others on their teams that an issue was worth addressing. 
This was a particularly important motivation among three partic-
ipants (P2, P6, P12) who were self-motivated to address fairness 
issues in their teams’ products and not in roles that directly incen-
tivized and supported this work. For example, P2 shared that, while 
building AI services to predict potential donors to their client insti-
tution, conversations with donors from marginalized communities 
inspired their team to “fundamentally reevaluate the potential biases 
towards who will donate in their dataset.” As another example, P6 
said their “engineers were pretty confdent about the performance of 
[their] model and just making assumptions about the real-world situ-
ation when people are using the tool actively,” rarely communicating 
with UX researchers like P6. However, P6 “got the luxury to chat 
directly with folks who are working on building the product” when 
they brought in users’ voices and activities about the tool. Similarly, 
P4 shared that when data scientists voice concerns about the ML 
model being unfair and biased using numbers and graphs, “it is not 
a tangible risk to a business owner [...] bad experiences and feedback 
from the users work way better than numbers to motivate business 
owners to think deeper about the product’s potential negative impact.” 

4.1.2 Existing algorithm auditing approaches that engage 
with users. Driven by the motivations discussed above, all 12 of 
our participants reported having experimented with user-engaged 
approaches to test and audit their systems for problematic algorith-
mic behaviors. As shown in Table 2, these methods varied in scale: 
practitioners conducted user studies and focus groups with small 
groups of users, but they also attempted to engage a larger number 
of users in the auditing process through crowdsourcing tools or 
in-situ user feedback. 

User studies and focus groups: Nine participants shared that 
they have conducted single-person user studies, and eight said they 
have conducted focus groups, to engage users in testing their AI 
services and products. Participants shared how working with users 
provided them with diferent and new perspectives on a product 
and its potential biases. To expand their perspectives, some practi-
tioners specifcally sought out users who belonged to marginalized 

groups. For example, in order to mitigate potential biases in their 
donor database—which was used as the training data set for their 
AI service to identify potential future donors—P2’s team connected 
with prior donors who have minority backgrounds and were “not 
being included in the current database [that was] full of rich white 
people” in order to understand their donating perspectives and 
experiences. This approach helped P2’s team realize that their data-
base prioritizes privileged race and gender groups and change their 
overall problem formulation and development strategy for their 
models. Similarly, P12 helped their machine translation team better 
understand how errors in their products impacted marginalized 
immigrant communities through “chatting with immigrants living 
in the US with low language profciency both individually and in 
groups.” 

Crowdsourcing and in-situ user feedback approaches: Al-
though talking to users provided practitioners with new perspec-
tives on potential harms their products might introduce, practi-
tioners desired more scalable approaches to reach larger and more 
diverse groups. As a result, 9 of our 12 participants reported that 
they had previously leveraged crowdsourcing or in-situ user feed-
back approaches to attempt to engage users in surfacing harmful 
machine behaviors at scale. This included using both third-party 
and internally-built crowdsourcing tools, as well as soliciting in-
situ feedback directly from users during everyday interactions with 
their products and services. 

In our semi-structured interviews, some participants reported 
using third-party crowdsourcing platforms like Amazon’s Mechan-
ical Turk or company-internal crowdsourcing platforms to invite 
a large number of crowd workers to help audit their AI products. 
For example, P3’s team found it useful to conduct focus group 
workshops to have users audit their NLP applications. However, 
given the number of languages that their applications cover, their 
team turned to more scalable methods. For instance, to audit a 
model intended to detect ofensive sentences, P3 deployed a task 
on Amazon’s Mechanical Turk to “ask crowd workers if they fnd 
the sentence ofensive or not, and ask them to fag the ofensive ones.” 
This approach helped P3’s team uncover a large number of ofen-
sive sentences that were previously not predicted as ofensive by 
their language models. Similarly, P5’s team paid crowdworkers on 
a third-party crowdsourcing platform to detect potential biases ex-
hibited in their optical character recognition (OCR) model towards 
hand-written characters in diferent source languages. 

Inspired by recent cases in which users surfaced biases through 
their day-to-day interactions with the AI systems (e.g., [21, 80]), 
four participants developed features that were seamlessly integrated 
into their AI systems’ user interfaces, to allow users to provide feed-
back on potential biases and harmful behaviors in-situ, during their 
everyday interactions with a system. For example, P7 led an efort 
to build a plug-in to help users report any harmful outputs encoun-
tered while using their image recognition service. Similarly, P10 
led an efort to build a web-based application where users could 
interact with an unreleased conversational agent prototype and 
report any problematic algorithmic behaviors they encountered 
during their interactions with the prototype. 
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Approaches that do not engage users User-engaged approaches for testing and auditing their AI systems 
Fairness toolkits Internal testing 

within the product 
team 

User studies Focus groups Crowdsourcing 
through third-party 

platforms 

Crowdsourcing 
through internal 

platforms 

In-situ user feedback 

P1 X X X X X 
P2 X X 
P3 X X X X 
P4 X X X 
P5 X X X X X X 
P6 X X X 
P7 X X X X 
P8 X X X X 
P9 X X X X 
P10 X X X X X 
P11 X X X X X 
P12 X X X X 

Table 2: Participants’ existing practices for testing and auditing their AI systems for harmful behaviors and biases. In this table, 
we report both approaches that do not engage users and user-engaged approaches. Section 4.1.1 describes the limitations of 
approaches that do not engage users. Section 4.1.2 describes the user-engaged approaches in detail. In this table, approaches 
that do not engage users are color-coded in gray; approaches for user-engagement at small scales are shown in light green; and 
approaches for user-engagement at larger scales are shown in darker green. 

4.2 Challenges and needs in user-engaged 
algorithm auditing 

Participants noted that although their current crowdsourcing and 
in-situ user feedback approaches could mitigate some of the limi-
tations of existing auditing approaches, they still faced numerous 
challenges in efectively engaging users beyond existing design 
considerations for human computation or user feedback systems. 
For example, detecting harmful algorithmic behaviors requires re-
cruiting and incentivizing the right group of auditors, with relevant 
cultural backgrounds, lived experiences, and perspectives. In addi-
tion, designing auditing tasks can introduce unique complexities, 
beyond those faced in conventional human computation tasks: the 
tasks need to guide users towards productive auditing strategies, 
but without overly infuencing them to simply replicate industry 
practitioners’ own biases and blind spots. 

4.2.1 Identifying and recruiting the right group of auditors. 
All 12 participants emphasized the importance of identifying and 
recruiting users with relevant identities, cultural backgrounds, and 
expertise to better test and audit the AI systems. 

Identifying relevant subgroups of users: While discussing 
the design of the “developer-led” user-engaged auditing pipeline, 
many participants (N=6) shared that they found it challenging to de-
termine which demographic subgroups were most critical to engage 
in auditing specifc AI products. For example, P6’s team wanted to 
engage real-world users to audit their conversational AI products, 
yet they did not know “who are these users, how much they will be 
impacted by our product, and how to reach out to them.” When P7’s 
team attempted to recruit users to assist in auditing their image 
search service, they became overwhelmed as they “started to think 
about the intersectionalities [of users], and the demographics just blew 
up into a billion diferent categories” leading P7’s team to wonder 
“what is the right level of identity intersections to look at?” P7 noted 
that this challenge caused their team to “get lost” in the process of 

setting up their own user-engaged auditing pipeline. Similarly, P9, 
whose team worked on building fairer recommendation systems, 
shared, “We were having [a] hard time defning the genre of the con-
tent from the artists, and we don’t want to just label the artists by 
ourselves and project our biases [towards] the users even before we 
started to engage them.” Given this experience, P9 viewed the chal-
lenge of identifying relevant subgroups of users as “a fundamental 
but intractable frst step” to conducting user-engaged auditing on 
their product. 

Recruiting a diverse and representative set of users: All 
12 participants shared that, even when they knew what identities 
or background expertise they wanted to target, their current ap-
proaches were inadequate to actually recruit the targeted groups 
of users. Six participants reported that, in order to recruit user 
auditors, they relied heavily on personal networks or existing rela-
tionships with previous users. As such, they encountered challenges 
in recruiting users auditors from demographics, domains, regions 
and cultures they had not established such relationships with. For 
example, P1 shared that, as a US-based company with few Asian 
employees, their team encountered challenges in recruiting “users 
from Japan and Korea” to judge, for example, whether their AI 
services generate “potentially ofensive labels for a sea area between 
Japan and Korea, given that these two countries had previous conficts 
on the naming and jurisdiction of that area.” Similarly, P12 mainly 
relied on their team members’ existing personal relationships with 
customers to recruit marginalized community members, but often 
stumbled when attempting to reach out to a community that none 
of their team members had previously interacted with. 

During the co-design sessions, several participants (N=9) ex-
pressed the belief that future tools that support more “user-led” 
approaches to auditing, which appeal to users’ intrinsic and so-
cial motivations to participate, could be helpful in reaching users 
with specifc identity characteristics and/or domain knowledge. 
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For example, P5 drew an analogy to Wikipedia, believing that a 
more “user-led” process could attract users to voluntarily and col-
laboratively audit AI systems that afect their lives, similar to how 
“people collectively edit articles on Wikipedia based on their interests, 
and will attract people with similar interests to join.” Similarly, P12 
saw potential for more “user-led” approaches to user-engaged algo-
rithm auditing to organically attract people with similar identities 
and shared experience: “For example, people on Reddit with shared 
identities will come together and discuss problems they are facing.” 

4.2.2 Incentivizing sustained, high-quality user contribu-
tions. While previous work has shown both external and intrinsic 
motivators driving online collective actions [43, 51, 55], in our study, 
we found that practitioners currently rely primarily upon external 
motivators, such as fnancial and social incentives, to motivate user 
auditors to make sustained, high-quality contributions. Meanwhile, 
participants shared challenges in employing these motivators. 

Challenges in implementing fnancial incentivization in 
more “user-led” pipeline: All 12 of our participants shared that 
they currently provide fnancial compensation to motivate user 
auditors. While participants found it relatively straightforward to 
implement fnancial incentivization in a more “developer-led” audit-
ing pipeline, during the co-design activities, fve participants raised 
challenges around how to compensate users in a “user-led” audit-
ing pipeline that was more exploratory and discussion-based. For 
example, P7 commented that the “open-endedness” in the “user-led” 
auditing pipeline also made it difcult to decide how to compen-
sate user auditors: “How do you pay people in this context? Right? 
Like what with the task-based things, it’s like, there’s a clear incen-
tive: you do the tasks, you get paid. Here, where it’s exploratory, [do] 
you pay people for just spending time in this interface? Do you pay 
them for just chatting? Or just generating hypotheses?” Similarly, P10 
shared a prior experience where their team “had discussed paying 
the users who gave good amounts [of] and quality feedback”, but 
the conversation died when their team struggled to come up with 
clear defnitions of “good amounts” and “quality” to implement a 
concrete compensation plan. 

Benefts and risks of social motivators: P1’s team leveraged 
social motivators like “peer recognition” and “social interaction” 
by creating a “star system” to reward high quality auditors, as they 
found users enjoyed earning stars to demonstrate their “high repu-
tation.” P1’s team further “implemented a leader board to keep track 
of who is bringing in the best feedback, the most feedback, and whose 
feedback is being endorsed by lots of other auditors,” and to allow 
users to write “recommendation letters” for one another to audit 
other tasks. During the co-design study, several participants (N=8) 
believed that a more “user-led” auditing pipeline could potentially 
amplify social motivators. Nevertheless, participants raised con-
cerns that “certain user groups’ voices might be further marginalized 
in [the ‘user-led’] pipeline” (P9). To combat this, participants sug-
gested developers should intervene and facilitate the conversations 
among the user auditors, to amplify marginalized voices throughout 
user-engaged auditing processes. 

4.2.3 Efectively scafolding users in auditing algorithms. 
Participants noted that it was challenging, in practice, to design 
user auditing tasks and instructions that could empower users to 
generate meaningful insights about their AI products and services. 

As we discuss below, participants shared several challenges they had 
faced in guiding user auditors without imposing the development 
team’s own biases upon them, and in prompting user auditors to 
provide more critical feedback on an AI system’s overall design. 

Guiding users towards productive auditing strategies, with-
out overly biasing them: During the interview portion of our 
study, participants shared experiences where user auditors had 
misunderstood the tasks they were given or had failed to provide 
sufcient detail and context for industry teams to act on their re-
ports. Thus, throughout the co-design portion of our study, several 
participants (N=8) expressed desires for ways to help user auditors 
better understand their team’s intended goals for an audit, and to 
scafold them in auditing a system more efectively. For instance, 
P5 suggested “sharing with the users a theoretical structure of bi-
ases, an algorithmic harm taxonomy” to reference both during an 
onboarding phase and at any point during their auditing activities. 
However, P5 was uncertain what such a taxonomy would look like 
in their context (i.e., sentiment analysis). Similarly, P8 and P10 de-
sired better ways to nudge user auditors to “think out of the box” 
(P8) and “ask hard questions [to a conversational agent] and break the 
model and surface our ‘unknown unknown’” (P10). P7 noted that, in 
the context of image search, user auditors may not always test the 
impacts of small perturbations, so they suggested prompting users 
to do so: “Chang[ing] a small word might lead to a very diferent 
search result, and we defnitely want to guide users to explore these 
small changes’ (P7). 

Despite this desire to guide user auditors in more productive 
directions, some participants (N=6) expressed concerns that provid-
ing too much or the wrong kinds of scafolding might bias users 
to think too much like their own teams—potentially limiting the 
value of a user-engaged auditing approach. For example, during our 
co-design activity, P10 noted that designing guidelines and specifc 
prompts for user auditors was “quite tricky since of course we want to 
ofer detailed guidelines and ask specifc questions like ‘do you think 
this output is biased towards Asians or women,” but our questions 
might actually bias the users when they are fnding biases. [...] We 
need to make sure that we don’t let our confrmation bias afect this 
[user-engaged audit process]”. 

Acknowledging the challenge of navigating these tradeofs, fve 
of our participants emphasized the importance of cross-functional 
collaboration in designing efective guidelines, tasks, and prompts 
for user auditors. For example, in most of these teams, the design 
of auditing tasks was left to engineers who had no training in 
the design of human subjects research methods. By contrast, P10 
worked on a team where UX practitioners were involved in the 
design of auditing tasks. However, the UX and AI teams often 
worked in silos. P10 felt that “with a UX background, I only have 
a surface understanding of large language model[s]. I can’t design a 
good auditing task just by myself if we eventually want to incorporate 
some auditing feedback from users into the current model.” 

Soliciting critical and holistic feedback from user auditors: 
Ten of our 12 participants expressed desires for better ways to 
prompt more critical and holistic feedback from user auditors. While 
iterating on the user-engaged audit report and the “developer-led” 
auditing pipeline, P9 suggested that in order to prompt critical 
feedback, it could be helpful to share the team’s rationales behind 
particular design decisions, which might otherwise remain opaque 
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to user auditors. P9 shared a prior experience where their team had 
initially struggled to gather the sorts of critical feedback they were 
hoping for. However, after their team shared more details about 
specifc design rationales, “[user auditors] asked questions like, ‘Do I 
actually want to get recommendations in this way? What’s a better 
way to design this that fts my preference?’ These types of questions 
are the ones we wish our users [would] ask when auditing and include 
[in] their fnal report.” Similarly, while describing their team’s prior 
experiences with user-engaged audits, P7 mentioned that users 
sometimes express a desire to know more about “why and how” 
their AI products and services are designed, in addition to seeing 
the AI’s outputs, so that they could surface potential procedural 
issues that might not otherwise be as visible to them. 

Several participants believed that a more “user-led” algorithm 
auditing process could help to catalyze more critical inquiries from 
users. For example, while iterating on the “user-led” audit pipeline, 
P12 said, “when it’s ‘developer-led,’ we are still testing if there are 
mistakes or unfairness in the product, right? But what if users believe 
this AI product shouldn’t even exist? This is something you can get 
by giving people more freedom to discuss.” For this reason, P1 be-
lieved it was critical to “allow [user auditors] to chat with each other,” 
in contrast to conventional crowdsourcing approaches, in which 
crowdworkers perform tasks in independent silos. Similarly, P10 
argued that platforms or tools for user-engaged algorithm auditing 
should include mechanisms “for users to share and discuss the issue 
they found during the auditing process” 

4.2.4 Deriving actionable insights from user-engaged audit-
ing. Seven out of 12 participants shared challenges they currently 
face in deriving actionable insights from the user audit reports. In 
particular, participants shared that, unlike in conventional crowd-
sourcing approaches, understanding the perspectives of “outliers” 
may often be more important than understanding the majority 
view. In addition, participants found challenges in communicating 
qualitative auditing results to key decision-makers, given an orga-
nizational culture of valuing numbers over more complex stories. 

‘It is no longer simply checking the majority vote.” Ag-
gregating and interpreting user-engaged auditing reports: 
Throughout our co-design activities, all 12 participants highlighted 
the challenges of aggregating and interpreting results from user-
engaged auditing processes. As P3 put it, “in more traditional nu-
merical crowdsourcing activities, you would throw away a person who 
like always contradicts what everyone else says.” However, P3 noted 
that the “outliers” in a user-engaged audit are often the ones that de-
veloper teams care the most about. These “outliers” may represent 
users in the margins, who are sensitized to issues that other auditors 
are not: “So maybe like everyone said, sample A was not ofensive or 
problematic, except for like, auditor number 39 [...] because number 
39 actually found problematic things others didn’t” (P3). Similarly, 
P2 said that in their view, “a few [user] audit results stating potential 
biases and harms might weigh more than one hundred similar good 
audit results”, similar to doing UX tests when “a single negative 
review might surface key insights for room to improve.” 

The challenge of interpreting results in aggregate becomes es-
pecially hard when the number of user audit reports gets large. 
P7 stressed the importance of collecting “‘why’ information” from 
users, such as open-text responses explaining why a user perceives 

a particular algorithmic behavior as problematic. However, P7 com-
plained that they currently lack an “efcient mechanism to combine 
quantitative and qualitative insights from users’ feedback [...] it is no 
longer simply checking the majority vote.” While discussing the user-
engaged audit report, P5 said, “When I have thousands of training 
data annotations from crowd workers, I could just check the statistics 
of the aggregated results [...] but now with thousands of these audit re-
ports, how am I supposed to fgure out the most valuable information?” 
P5 believed that in order to institutionalize user-engaged auditing 
in their organization, their team needed to invest in developing 
new automatic pipelines to augment their current manual process 
of reviewing user-engaged audit reports. 

“It’s just our current culture, we still believe more in the 
numbers”: Quantifcation and its challenges: All 12 of our par-
ticipants mentioned that, in order to efectively integrate fndings 
from a user-engaged audit, they need to be able to present clear, 
quantifable metrics to leadership and other team members. As 
P11 put it, “It’s just our current culture; we still believe more in the 
numbers.” However, this often presented challenges in the context 
of user-engaged algorithm auditing. For example, when P12 could 
not ofer a clean cut number but only “a complex story” in response 
to questions from developers such as “[what] percentage of users 
believe their recommendation is bad,” they were told by their product 
manager that they were being “distracting and counterproductive” 
to project progress. While iterating on the user-engaged audit-
ing report, P6 shared related concerns about how to measure the 
progress of a user-engaged audit: “One consideration for combining 
these user-engaged reports is, what is the metric to defne ‘success’ 
here? How many [reports] is enough? How much more do we need 
before we stop?” P6 suggested that in order to efectively translate 
these reports into concrete actions from the product team, defning 
such metrics and clearly scoping the goal of a user-engaged audit 
would be critical given that “[monetary and time] cost is [always a] 
concern." 

4.3 Organizational obstacles to user-engaged 
algorithm auditing 

Beyond challenges in efectively engaging users, participants also 
shared broader, organizational obstacles they perceived around 
potential PR risks, proft motives that work against protecting 
marginalized groups, and privacy and legal concerns. Taken to-
gether, our fndings shed light on the ways practitioners currently 
navigate organizational tensions specifcally around user-engagement 
in algorithm testing and auditing. 

4.3.1 “What if this destroyed the company’s reputation?” 
Potential PR risk. Multiple participants (N=6) raised concerns 
regarding the feasibility of full institutional buy-in to user-engaged 
auditing from their organizations. Participants were especially skep-
tical of the more “user-led” pipeline, as it seemed to hold the greatest 
potential PR risk. For example, while co-designing the “user-led” 
pipeline, P7 shared, “PR issue[s are. . . ] one main reason I see compa-
nies don’t want [user-led algorithm auditing] as an everyday thing.” 
P7 backed this fear with a specifc experience: “We had users just try 
to fnd the absolute worst thing possible in our models and [they] made 
it into a story for social media instead of reporting back to us.” P7 also 
said their team leadership worried that this behavior could “expose 
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the vulnerability of [their] models to their competing companies” and 
that ultimately “involving users might create more headlines that 
damage the company’s public image”. Similarly, P3 said these fears 
constituted “a major reason why [their] company is still experiment-
ing [with user-engaged approaches] on some applications instead of 
making it a company-wide thing.” Even P8, whose company began 
user-engaged auditing after PR pressure, worried that user-engaged 
auditing could cause new PR issues. After co-designing the report, 
P8 said,“This report would be extremely useful if it only goes to us,” 
and wondered how to “hold the users accountable and make sure 
they don’t destroy the company’s reputation after gaining the trust.” 

4.3.2 “It’s all about yelling power”: Company motives to 
amplify certain users’ voices over others. An important goal of 
user-engaged algorithm auditing is to translate the problems users 
fnd into concrete remediations from the product teams. However, 
eight of our 12 participants mentioned that, realistically, companies 
will prioritize addressing issues raised by certain groups of users 
over others. For instance, P1 said,“If [...] a large group of researchers 
from [a major US-based research institute] and a single user from a 
community college both raised concerns about our knowledge graph, 
unfortunately our business team would have to prioritize the former.” 
P1 concluded that when addressing issues raised in user-engaged 
audits, “It’s all about [the] yelling power of the users.” During the 
co-design activity, P12 stated that in order to incorporate user-
engaged audit in their day-to-day AI work, “the biggest challenge is 
not to design the perfect workfow, but to make sure [the company] 
wants to do [user-engaged auditing] for social good, [not just] for 
earning more money from more people.” Similarly, P4 shared that 
in their current user-engaged auditing work, they constantly fnd 
themselves battling the business teams since “the business teams 
sometimes choose to neglect the users’ audit outcome if the reports 
were not from their ‘original [target] audience.’” P4 believed that, if 
their team is not implementing remediation in response to reports 
from the most marginalized users, their organizations “run the risk 
of participating in an ethics-washing activity.” 

Several participants also shared that they often ran up against a 
“vicious cycle” (P12), in which a dearth of data from low-resource 
areas and marginalized communities makes it difcult for practi-
tioners to advocate for more resources to address these areas. P12 
said they struggled to get enough resources to test their language 
technologies with marginalized communities, as their data scien-
tists required large-scale, quantitative evidence before approving 
studies with new groups of community members. Yet as P12 noted, 
“There is, of course, not enough evidence, when these groups were not 
even considered as users in the frst place.” 

4.3.3 “There are always things we can’t get and things we 
can’t share”: Privacy and legal concerns. As mentioned in Sec-
tion 4.2.1, participants highlighted that access to user auditors’ 
demographics and other background information is critical in order 
to assign tasks to appropriate user auditors and to understand which 
perspectives are represented in reports from user auditors. How-
ever, all 12 participants also shared challenges around obtaining 
certain demographic information due to privacy and legal con-
cerns—mirroring challenges that practitioners face in AI auditing 
work more broadly [20, 42, 89]. However, beyond standard concerns 

around the collection and use of sensitive data for AI auditing, par-
ticipants also shared concerns about the data user auditors might 
share on an auditing platform, as well as the data they might need 
to share with user auditors to enable efective audits. For example, 
when discussing the “user-led” auditing pipeline, P7 noted the chal-
lenges that could arise if a user auditor were to “[take] somebody 
else’s photo and share it with other users for the purpose of auditing” 
or “[share] any users’ race and gender with other users if they don’t 
want to share.” P10, on the other hand, brought up their internal 
concerns around “losing the competition [with other companies] on 
building large language models,” by exposing too many model de-
tails to user auditors. As P10 shared at the end of the co-design 
session, “There are always things we can’t get and things we can’t 
share.” 

5 LIMITATIONS 
Similar to prior HCI work studying responsible AI practices in 
industry (e.g., [42, 57, 70]), our fndings shed light on current prac-
tices, challenges, and needs among a set of practitioners who may 
be at the forefront of an emerging industry practice. As discussed in 
Section 3.1, we recruited participants using a purposive sampling 
approach [19]. All of our participants were passionate about ad-
dressing harmful behaviors in their AI systems, and they had direct 
experience experimenting with user-engaged approaches to algo-
rithm auditing in their work. Furthermore, most of our participants 
worked at large technology companies, and all of our participants 
were located in the US (see Table 1). 

6 DISCUSSION 
Drawing upon prior literature in areas such as algorithm auditing, 
crowdsourcing, participatory design, and fairness in AI, we discuss 
opportunities for future HCI research to help realize the potential 
and mitigate the risks of user-engaged auditing in industry practice. 

6.1 Unique challenges in supporting 
user-engaged algorithm auditing 

Prior research demonstrates great potential for human computation 
and crowdsourcing approaches to advance AI research and practice, 
especially in areas such as data generation and annotation [18, 75] 
and human-level evaluation [5, 88, 93, 94]. In our study, we found 
that industry practitioners’ current approaches to user engagement 
in algorithm auditing are often built atop existing crowdsourc-
ing pipelines (Section 4.1.2). However, practitioners quickly ran 
up against limitations of conventional human computation and 
crowdsourcing approaches (Section 4.2). Below, we highlight fve 
design implications for user-engaged auditing that extend beyond 
standard considerations for human computation approaches, and 
discuss corresponding directions for future HCI research. 

6.1.1 Focusing on “who”. First, crowdsourcing approaches used 
to support AI research and practice typically focus more on what 
crowd workers do and less on who they are [5, 18, 75, 83, 88]. However, 
the “who” factors that encompass users’ intersectional identities 
and lived experience play critical roles in user-engaged auditing, as 
discussed in Sections 4.1.1 and 4.2.1. Prior work has also shown that 
users’ personal experiences with and exposures to bias infuence 
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the ways they search for and make sense of harmful behaviors in 
algorithmic systems [16, 25, 27, 28]. Future research should explore 
better processes and tools to support practitioners in identifying and 
recruiting appropriately diverse and representative user auditors, 
for particular algorithm auditing tasks. 

6.1.2 Supporting sustained, long-term contributions. Sec-
ond, in contrast to the relatively transient, on-demand nature of 
most crowd work [12, 50], user-engaged auditing often requires sus-
tained, long-term contributions from user auditors, to continuously 
improve AI systems (Section 4.2.3). This requirement entails radi-
cally diferent designs on both the process and interface levels. For 
example, future research may explore the interaction design space 
of in-situ feedback mechanisms, to solicit user auditors’ feedback 
in the context of their day-to-day interactions with algorithmic 
systems. A key challenge for this line of exploration is to solicit 
feedback on algorithmic behavior in formats that are quick and 
relatively unobtrusive to collect from users, yet at the same time 
are readily interpretable and actionable for AI practitioners on the 
receiving end [8, 36]. To better support long-term contributions 
in user-engaged auditing, it is also critical to design intuitive and 
efcient interactive interface for users auditors [91]. In addition, 
future research may explore the design of social platforms to build 
sustained online communities of users who are motivated to engage 
in testing and auditing algorithmic systems together [80]. 

6.1.3 Navigating inherent ambiguities in auditing tasks and 
outcomes. Third, traditional crowdsourcing typically starts with 
well-defned goals and anticipated outcomes set up by the “re-
questers” [49]. In contrast, there may be benefts to empowering 
users to collectively take the lead in directing auditing eforts (Sec-
tion 4.2.3). With too much direction and guidance from industry 
AI teams, user-engaged audits risk replicating the very biases and 
blindspots that they were meant to overcome (Section 4.2.3). Prior 
HCI research has mainly focused on developing tools and processes 
to better prompt users discovering more “unknown unknowns" 
[9, 85, 91]. Future research should explore the design of scafold-
ing mechanisms for user auditors that can navigate the trade-ofs 
between promoting more efective algorithm auditing behaviors 
versus providing too much direction, limiting the kinds of issues 
user auditors are able to surface. 

6.1.4 Reconsidering aggregation and quantification approaches 
to ensure marginalized voices are heard. In addition, as dis-
cussed in recent HCI research (e.g., [35]), typical crowdsourcing 
approaches involve aggregate analyses and evaluations, for exam-
ple, by relying on “majority vote” from the crowd in order to arrive 
at the results. Practitioners emphasized that relying exclusively 
on quantifcation to derive actionable insights from user-engaged 
auditing could be harmful and counterproductive (Section 4.2.4). 
Resonating with fndings from prior research [24, 56], we found 
that practitioners desired practical tools to support them in ad-
vocating for marginalized communities through an integration of 
both qualitative and quantitative forms of evidence (Section 4.3.2). 
Strategies like “tactical quantifcation” proposed by Irani et al. [45] 
could support practitioners in advocating on behalf of user auditors 
within their organizations, in industry contexts where numbers 
are culturally valued over more complicated stories. Future HCI 

research should explore the design of new tools, computational 
techniques, and visualization approaches that can aid practitioners 
in persuasively advocating on behalf of marginalized groups of 
users (cf. [35, 74, 81]). 

6.1.5 Designing user-engaged auditing mechanisms with 
teeth. Finally, prior work has emphasized the activist nature of 
auditing, which difers from much prior research on human com-
putation and crowdsourcing [60]. The end goal for user-engaged 
auditing is to improve products and protect future users from al-
gorithmic harms. Yet achieving this goal requires that companies 
are actually held accountable for addressing the issues that user 
auditors uncover [16, 39, 68, 78]. Thus, it is critical for future HCI re-
search to design for user-engaged auditing with accountability and 
collective empowerment in mind. For example, researchers could 
explore building platforms that support user auditors in collectively 
applying pressure and holding companies to account, when serious 
issues are not addressed [45, 76]. In the next section, we further 
expand on the discussion around these design implications. 

6.2 The complex relationship between industry 
practitioners and user auditors 

Our study explored industry practitioners’ perceptions of and rela-
tionships with user-engaged approaches to algorithm auditing. A 
key component of this is the relationship between practitioners and 
the user auditors who power the auditing process. As these two 
groups strive to surface and address harmful algorithmic behaviors, 
a complex relationship and a delicate mutual (dis)trust is revealed 
that can be friendly or antagonistic, depending on the situation. 

6.2.1 How might users trust AI practitioners? For user audi-
tors, auditing is often seen as a form of activism, in which rooting 
out harmful behaviors in algorithmic systems benefts society [60]. 
Past research on user-engaged algorithm auditing highlighted users’ 
advocacy for marginalized groups of people, expressing solidarity 
via their auditing activities [25]. However, industry practitioners 
in our study rarely brought up similar rationales for engagement 
with user-engaged auditing (Section 4.2.2). This might be because 
industry practitioners have greater opportunity to directly efect 
change on issues in the algorithmic systems they work on, whereas 
users typically need to rely on their collective power to raise aware-
ness in order to be heard [60, 80]. Though user-engaged audits 
can empower users through the ability to directly connect with 
industry practitioners to try and identify issues together, they also 
frmly place the choice to take action with practitioners, potentially 
leaving users with less room for leverage via other means. 

Given this asymmetric power dynamic between user auditors 
and AI practitioners, how could HCI researchers support empow-
ering users’ collective action when users’ needs are not met and 
their trust fractured? Previous platforms like Turkopticon [45] and 
WeAreDynamo [76] demonstrated the potential for HCI researchers 
to consciously build spaces for activism, leveraging their collec-
tiveness to negotiate their desires and needs. Incorporating similar 
spaces into future user-engaged auditing processes could alleviate 
users’ concerns and empower them to act, ensuring that issues they 
collectively surface will be addressed in satisfactory ways. 
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6.2.2 How might AI practitioners trust users? Despite the 
desire for holistic and critical auditing processes (Section 4.2.3), 
industry practitioners in our study expressed trust concerns around 
opening their systems to be audited by users (Section 4.3.1). As 
described above, users frequently turn to public awareness rais-
ing around problematic algorithmic behaviors they encounter as 
leverage to pressure companies into addressing those issues. How 
can practitioners fully trust users to audit their systems without 
publicizing issues before practitioners have had a chance to ad-
dress them? Indeed, in our study, practitioners frequently cited 
apprehensions that user auditors might harm company reputations 
through negative PR (Section 4.3.1). However, other practitioners 
viewed themselves as more on the side of users. These practitioners 
work beyond their main job functions to advocate for users, while 
simultaneously using the issues brought by user auditors as evi-
dence to convince their teams to act, putting pressure on companies 
from the inside. How might we support and protect practitioners 
who genuinely strive to mitigate or avoid problematic algorithmic 
behaviors in their AI products and services? To this end, similar 
to supporting user activism, there may be opportunities to build 
platforms (cf.[45, 76]) to support collective actions amongst these 
practitioner individual advocates within companies. 

One avenue of exploration to address the tensions of required 
mutual trust might take inspiration from security bug bounties 
[58]. In these, security experts turn over information about security 
vulnerabilities to companies in exchange for monetary compen-
sation and the promise of a fx, with the understanding between 
parties that if the issue is not addressed in a given time frame, then 
the security expert will publicize the issue. Borrowing from this 
model could enhance the trust between user auditors and industry 
practitioners as well, allowing practitioners a protected timeframe 
to fx issues but enacting a strict deadline for users to take further 
action if practitioners’ promises are not upheld. Indeed, emergent 
projects like bias bounties [21, 69]have begun to transfer some bug 
bounty success to the territory of user-engaged algorithm auditing. 

6.3 Users’ perspectives on user-engaged 
algorithm auditing 

As prior research has begun to explore users’ practices and per-
spectives around user-engaged algorithm auditing [25, 53, 80], our 
study begins to fll the gap between this emerging literature and 
industry practitioners’ perspectives. However, while supporting 
practitioners in designing and implementing more efective forms 
of user-engagement in algorithm auditing, it is critical to continue 
to explore users’ perspectives and values. To this end, future work 
should bring together industry practitioners’ and users’ perspec-
tives, potentially through the collaborative design, development, 
and oversight of user-engaged auditing procedures and platforms. 

Importantly, when users are engaged in algorithm testing and 
auditing, they necessarily observe and likely experience some of 
those harms themselves. In our study, practitioners described think-
ing about better ways to target user auditors with relevant identity 
characteristics. This is in line with prior research, which has found 
that people with certain exposures and experiences are more able 
to surface related issues in algorithmic systems [25]. These people 
may be ideal candidates to serve as user auditors. At the same time, 

since these are often members of marginalized communities, who 
are already overburdened and more likely to be the targets of harm-
ful algorithmic behavior [38, 44, 82], they are also more likely to 
be harmed through participation in algorithm testing and auditing. 
Furthermore, drawing an analogy to platform content moderation, 
in which moderators are often exposed to violence and harassment 
and could be subject to long-term psychological harms [26, 84], 
auditing for problematic algorithmic behaviors may also result in 
long-term psychological harms towards user auditors. 

Therefore, future research should consider and design to allevi-
ate potential emotional burdens and psychological harms toward 
user auditors. Furthermore, user-engaged algorithm auditing could 
harm users if their labors are co-opted in ways that are not aligned 
with what they might have wanted. We highlight these burdens 
on users as vital areas for further research. Despite the burdens, 
user-engaged auditing, when implemented well, can serve to re-
duce algorithmic harms present and acting in the world now. We 
urge continual evaluation of user-engaged auditing processes by 
practitioners to ensure that these burdens and potential harms are 
mitigated. Future research should also explore the potential of com-
putational or other alternative solutions to reduce the need for 
continuous involvement of the most vulnerable populations in the 
auditing process (e.g., [35, 53]), with the caution that computational 
approaches may also risk introducing new types of harms to users. 

7 CONCLUSION 
We conducted a series of interviews and iterative co-design activ-
ities with industry practitioners to gain insights into the current 
landscape and future opportunities for user-engaged algorithm 
auditing in industry practice. We surfaced major motivations for 
engaging users in AI testing and auditing and described practition-
ers’ existing approaches for user-engaged auditing. We found that 
practitioners face challenges around appropriately recruiting and 
incentivizing user auditors, scafolding user audits, and deriving 
actionable insights from audit reports. Furthermore, practitioners 
shared broader organizational obstacles to user-engaged auditing, 
highlighting key tensions that arise in practice when involving 
users in algorithm auditing eforts. Based on these fndings, we 
discussed the complex relationships between practitioners and user 
auditors, ofering potential remediation for developing mutual trust. 
We then describe various opportunities to support user-engaged 
auditing beyond existing design considerations for human compu-
tation or user feedback systems. Overall, we hope that this work 
inspires future eforts to realize the potential and mitigate the risks 
of user-engaged auditing in industry practice. 
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A APPENDIX 

Figure 3: A potential user-engaged audit report that was iteratively co-designed with participants. During the co-design activity, 
participants could zoom in, annotate, and modify the details. We used this report template as a probe, not as fnal products, to 
investigate more deeply on practitioners’ challenges and desires. 


	Abstract
	1 Introduction
	2 Related Work
	2.1 Understanding and supporting responsible AI practices in industry contexts
	2.2 The power of users in algorithm auditing
	2.3 Supporting blackuser-engaged algorithm auditing

	3 Method
	3.1 Study design
	3.2 Participants
	3.3 Data analysis

	4 Findings
	4.1 Practitioners’ motivations and practices for engaging users to audit AI products and services
	4.2 Challenges and needs in blackuser-engaged algorithm auditing
	4.3 Organizational obstacles to blackuser-engaged algorithm auditing

	5 Limitations
	6 Discussion
	6.1 blackUnique challenges in supporting user-engaged algorithm auditing
	6.2 The complex relationship between industry practitioners and user auditors
	6.3 Users' perspectives on user-engaged algorithm auditing

	7 Conclusion
	Acknowledgments
	References
	A Appendix



