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ABSTRACT
An emerging body of research indicates that ineffective cross-
functional collaboration – the interdisciplinary work done by in-
dustry practitioners across roles – represents a major barrier to
addressing issues of fairness in AI design and development. In this
research, we sought to better understand practitioners’ current
practices and tactics to enact cross-functional collaboration for AI
fairness, in order to identify opportunities to support more effec-
tive collaboration. We conducted a series of interviews and design
workshops with 23 industry practitioners spanning various roles
from 17 companies. We found that practitioners engaged in bridging
work to overcome frictions in understanding, contextualization, and
evaluation around AI fairness across roles. In addition, in organiza-
tional contexts with a lack of resources and incentives for fairness
work, practitioners often piggybacked on existing requirements
(e.g., for privacy assessments) and AI development norms (e.g., the
use of quantitative evaluation metrics), although they worry that
these tactics may be fundamentally compromised. Finally, we draw
attention to the invisible labor that practitioners take on as part
of this bridging and piggybacking work to enact interdisciplinary
collaboration for fairness. We close by discussing opportunities for
both FAccT researchers and AI practitioners to better support cross-
functional collaboration for fairness in the design and development
of AI systems.
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1 INTRODUCTION
Addressing unfairness in AI systems is a fundamentally socio-
technical challenge, requiring the integration of skills and expertise
across many different areas, including approaches from the social
sciences to understand what (un)fairness means for particular com-
munities and sociocultural contexts, approaches from user research
and design to understand (un)fairness in particular use cases and do-
mains, as well as technical skills to address unfairness in AI system
design [32, 34, 36]. Yet a growing body of literature suggests that
such integration of skills and expertise that comes in the form of
cross-functional collaboration [39, 44, 83] — a term used in industry
settings to describe collaboration among diverse roles with various
disciplinary backgrounds [cf. 72] — is often absent or ineffective in
industry AI fairness work [3, 27, 56, 64, 67, 68, 96, 99]. Prior work
has identified several challenges around cross-functional collabo-
ration for AI fairness, such as differing awareness of AI fairness
across roles [3, 64, 99], mismatched expectations for measuring
fairness [26, 56, 68], and an absence of tools to support collabo-
rative work across roles [3, 27, 93]. These challenges have been
shown to hinder teams in effectively addressing fairness issues
[3, 26, 56, 64, 99]. However, little is known regarding (1) whether
and how industry practitioners navigate such challenges to over-
come collaboration barriers, and (2) what opportunities exist to
improve cross-functional collaboration around fairness in AI.

To investigate this, we conducted a two-stage study with 23 in-
dustry AI practitioners spanning 17 companies and various roles
(e.g., data scientists, UX practitioners, product managers, and sub-
ject matter experts), who have previously worked with other roles
in their company to tackle fairness-related issues. In our study, we
first conducted semi-structured interviews to understand practi-
tioners’ current practices and challenges around cross-functional
collaboration. We then conducted workshops to bring together par-
ticipants across multiple roles and companies, to better understand
common practices and envision future opportunities for creating
more effective cross-collaboration in AI fairness.

We found that practitioners go beyond their current job descrip-
tions to undertake a range of “bridging” roles, aimed at fostering
shared understandings around AI fairness, translating and contex-
tualizing abstract fairness concepts for other roles, and aligning
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expectations around fairness evaluation across different roles (Sec-
tion 4.1). In order to effectively collaborate in organizations con-
strained by a lack of resources or incentives for AI fairness work
[cf. 58, 72], practitioners also adopted “piggybacking”1 tactics to fa-
cilitate collaboration around AI fairness, although they worried the
use of such tactics might compromise their values in the long term
(Section 4.2). Furthermore, participants shared frustration around
the often invisible labor involved in supporting cross-functional
collaborations (Section 4.3).

Building on an understanding of these bridging and piggyback-
ing practices and the underlying collaboration challenges they are
intended to address, we discuss opportunities for both researchers
and industry AI teams to better support cross-functional collab-
oration for AI fairness work in industry practice (Section 6). In
particular, we discuss tools and processes that could support “bridg-
ing” work, opportunities and risks around "piggybacking" tactics
for carrying out AI fairness collaborations, and we discuss ways
to make invisible labor in collaborations around AI fairness more
visible to (and ideally valued by) teams and organizations.

Overall, this paper contributes an in-depth understanding of in-
dustry practitioners’ current practices to facilitate cross-functional
collaboration across roles and organizations, identifying “bridg-
ing” work and ”piggybacking” as two major approaches. These
practices serve as a starting point for practitioners to navigate
cross-functional collaboration challenges in AI fairness work. In ad-
dition, we identify implications for FAccT researchers, practitioners,
and organizations to better support cross-functional collaboration
in AI fairness work.

2 BACKGROUND AND RELATED WORK
A growing body of research has empirically investigated indus-
try practitioners’ current practices and challenges in addressing
issues of fairness in practice, during the design and development of
AI systems [e.g., 24, 26, 27, 40, 45, 51, 56, 58, 67, 68, 72, 73, 82, 91].
Among other findings, this work has suggested that effectively tack-
ling socio-technical challenges like AI fairness (and more broadly,
building more responsible AI) requires substantial interdisciplinary
collaboration among multiple roles [27, 40, 58, 67, 72]. For example,
based on fieldwork with a corporate data science team, Passi and
Jackson highlighted that in order to build more responsible and
trustworthy AI systems, data scientists engage and negotiate with
business and product teams throughout the AI development lifecy-
cle [68]. Rakova et al. suggested that addressing AI fairness issues
requires AI developers to better understand the needs of stakehold-
ers from different backgrounds (e.g., domain experts) [72].

However, despite its importance, prior research suggests cross-
functional collaboration is often absent or ineffective in indus-
try AI fairness work. AI fairness work can accentuate challenges
for cross-functional collaboration that are present in other ar-
eas of AI development, and may introduce new challenges [cf.
4, 47, 64, 70, 85, 95, 95, 96, 99]. For instance, given the fundamentally
socio-technical and contested nature of AI fairness, the metrics and

1Informed by prior research on environmental sustainability and social justice work
in industry settings [cf. 15, 16, 74], we use “piggybacking” to refer to the process
of “identifying potential allies with similar or overlapping interests, and utilize and
‘piggyback’ on existing organizational resources and programs as much as possible” [15].

methods used to conceptualize, evaluate, and address AI fairness is-
sues can vary substantially across disciplines [34, 77, 98]. In practice,
these properties lend themselves to communication breakdowns
and ineffective collaboration around AI fairness [27, 41, 56, 67, 68].
Passi and Barocas found that misalignments around problem for-
mulation between data scientists and business teams can contribute
to fundamental fairness issues from the early problem formulation
phases of a project [67]. Madaio et al. found that practitioners across
roles often defaulted to using their existing performance metrics
for assessing the aggregate performance of their AI systems, when
those metrics may not be best suited to identifying disparities in
models’ performance for disaggregated subgroups for particular use
cases or contexts [56]. Currently, we lack processes for practitioners
across disciplines to decide on appropriate metrics to assess dispari-
ties inmodel performance. These challenges compoundwhen collec-
tive decision-making across multiple areas of expertise is required.

Relatedly, although recent research has begun to develop tools
and processes for cross-functional collaboration in AI development
[e.g., 19, 48, 61, 66, 85], existing tools and processes designed
for tackling AI fairness issues [e.g., 2, 10, 17, 18, 31] are largely
designed to be used by technical roles working in isolation, and are
not designed to support collaboration across roles [3, 27, 51, 93, 99].
For example, in their work studying how AI practitioners use
fairness toolkits, Deng et al. identified that data scientists lack
efficient tools and processes to translate and incorporate domain
experts’ knowledge into fairness analyses [27]. When studying
how teams communicate about and evaluate the quality of ML
models, Almahmoud et al. found that practitioners felt current
tools and resources made it challenging to have cross-functional
conversations around fairness, as these tools are often tailored
to evaluate and report model qualities like accuracy rather than
broader sociotechnical concepts such as fairness [3], potentially
contributing to the reification of technical values in AI [12, 34].

Finally, despite growing effort toward engaging diverse roles in
AI development [54, 59, 62, 66, 86, 95], prior literature has found
that not all relevant roles in AI teams are incentivized or invited
to collaborate around AI fairness [64, 99]. For example, Zhang
et al. found that industry AI teams often treated fairness work
primarily as a technical matter; as a consequence, roles with the
most relevant domain, legal, policy, or lived expertise were often left
out of the process [99]. While prior work has discussed challenges
to collaboration around fairness, in the current work we seek to
understand what industry AI practitioners currently do to support
and enable cross-functional collaboration for AI fairness, with the
goal of identifying opportunities to better support these efforts.

3 METHODS
To investigate our research questions, we conducted a two-stage
study with 23 industry practitioners across 7 roles, involving semi-
structured interviews followed by group workshops. We first con-
ducted semi-structured interviews to understand participants’ cur-
rent practices and challenges around cross-functional collabora-
tion in AI fairness work. In the next stage, we invited participants
spanning different roles and organizations to workshops to collab-
oratively explore opportunities to better support cross-functional
collaboration around AI fairness.
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3.1 Participants
We adopted a purposive sampling approach [20], with the aim of
recruiting industry AI practitioners from diverse roles (e.g., data sci-
entists, UX researchers, productmanagers, etc) who haveworked on
addressing AI fairness in their role. During the study, all participants
self-reported that they had experience collaborating with other
roles in their work on AI fairness. Table 1 provides an overview of
participants’ product areas and roles. Throughout the paper, we use
[Acronym of the role][Role number] to refer to our participants and
we use [W][Workshop session number] to refer to the workshop
session participants attended.

We recruited our participants through direct contacts at large
technology companies, through recruitment posts on social media
(e.g., Linkedin and Twitter), and snowball sampling from those par-
ticipants. In total, 25 practitioners completed the recruitment screen-
ing form for our interview, of whom 18 met our recruitment criteria,
responded to our interview study invitation, and participated in
the study. In the end, 17 participants completed the interview study.
We invited all interview participants to attend a workshop ses-
sion. 6 out of 17 interview participants responded to our invitation
and joined the workshops (W1 [DS2, DS4, UX5], W2 [DS1, MLE1,
DS5]). We then sent another round of workshop recruitment to new
participants, using a purposive sampling approach similar to the
previous round (e.g., direct contacts and social media) and received
42 responses. In the end, 19 of those responded to our scheduling
email, with 6 able to participate in the second round of workshops
(W3 [PM3, UX6], W4 [SME1, DS6], W5 [DS1, SWE2, SME2])2. We
scheduled each workshop to include participants spanning different
roles and organizations. Similar to prior work studying AI fairness
with industry practitioners [27, 51, 73], we encountered a large
drop-out rate, potentially due to the sensitivity of the topic of AI
fairness. In addition, scheduling the workshops with participants
from different roles and companies was constrained by practition-
ers’ joint availability, further adding challenges to participation in
the study.

All participants were compensated at a rate of $35 per hour for
their participation. In addition, for both interviews and workshops,
we told participants that we would not ask them to reveal any confi-
dential or personally identifying information about their colleagues
and that we would anonymize all responses at the individual, team,
and organization levels. Finally, participants were told that they
were free to skip any questions they were uncomfortable answering,
and were free to leave the workshop session at any time for any
reason. This study was approved by our institution’s IRB.

3.2 Study Design
3.2.1 Stage one: semi-structured interviews. To understand practi-
tioners’ current practices around cross-functional collaboration for
fairness in AI, we conducted 17 individual semi-structured inter-
views with practitioners from diverse roles from 12 organizations,
all of whom had some experience working on AI fairness. We
adopted a directed storytelling approach [30, 35] in the interviews,
each of which lasted roughly an hour. We first asked participants

2DS1 volunteered to join another round of the workshop. We believed that engaging
DS1 with new participants from other organizations could lead to valuable insights.

to describe their current practices around cross-functional collab-
oration in AI fairness, with a specific focus on artifacts, tools or
resources their team used as part of that work. For example, we
asked participants “What tools have you been using to collaborate
with other roles on your team around AI fairness?” We probed deeper
into challenges participants had encountered by asking follow-up
questions like “Were there disagreements or tensions between people
from different disciplinary backgrounds?” As participants shared
specific collaboration challenges they had encountered, we invited
them to share specific activities or strategies they adopted to address
those, by asking questions like “How did your team attempt to tackle
these challenges?” and “How effective were your team’s approaches?”

3.2.2 Stage two: workshops. In the second stage, we conducted
an iterative series of five workshops to create a space for multiple
industry practitioners from different roles, teams, or organizations
to share their experiences, discuss how their experiences related to
other participants, and identify opportunities for improving cross-
functional collaboration for AI fairness. 12 participants attended
the workshops, including six participants from the interviews and
six new participants. For the first two workshops (W1, W2), we
recruited participants from the interviews in stage one and asked
them to discuss preliminary findings from the interview study, to
validate these preliminary results (or discuss tensions or differ-
ences), and share additional context from their own experiences.
We then had participants conduct a speed boat activity [69]—a com-
mon workshop activity used in design workshops for facilitating
discussion among multiple stakeholder groups. In the activity, we
shared challenges to collaboration on AI fairness that we identified
in our preliminary findings, and asked participants to collectively
select one such challenge and imagine themselves to “be on the
same boat” with each other to address the challenge. Drawing on
the metaphor of a boat at sea, participants identified their goals,
tailwinds and headwinds (e.g., enabling or hindering factors), and
other aspects of their team or organization that might impact their
ability to effectively collaborate on fairness with team members
from other disciplines.

After running the first two workshop sessions, we observed that
our participants particularly needed to explore the opportunities
they saw for ideal cross-functional collaboration. We thus revised
our workshop protocol to provide a space for brainstorming desired
cross-collaboration opportunities via “journey mapping” [49]—a
technique from user experience research that can be used to identify
interactions between different stakeholders over time and support
participants in moving from the current state to an ideal state.
Before joining the workshops, participants watched a short tutorial
video we prepared and filled out a journey map defining their teams’
phases of AI development and the stakeholders involved in each
phase, based on the nature of their team and organization. For each
phase they listed, we asked participants to sharemore details around
the work they did in this phase (related to fairness specifically); the
other roles and stakeholders that are currently involved (and the
roles they wished were more involved); the artifacts or resources
they currently used (and that they wished to have); as well as what
worked well and the pain points of each phase.

We compiled all participants’ journey maps to a Miro board
before each workshop session. During the workshop, we spent the
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Role or Job Titles Company Employee Number Gender Location

Data Scientist (DS) (6) 25,000 and more (9) Female (7) US (15)
UX Practitioners (UX) (6) 5,000 - 24,999 (2) Male (15) India (2)
Product Manager (PM) (3) 1,000 - 4,999 (3) Non-binary (1) Sweden (2)
ML Engineer (MLE) (2) 250 - 999 (0) Australia (1)

Software Engineer (SWE) (2) 50 - 249 (1) France (1)
Research Scientist (RS) (2) 10 - 49 (2) Netherlands (1)

Subject Matter Expert (SME) (2) Mexico (1)
Table 1: Overall demographics and background of our 23 study participants. Next to each demographic information, we include
the number of the participants within that demographic group in parenthesis.

first thirty minutes having each participant quickly present their
journey maps so that they could learn more about each others’ pro-
cesses.We then used another thirty minutes to have the participants
discuss and co-construct an “ideal” journey map using a journey
map template we offered, focusing on envisioning the opportunities
to better navigate cross-functional collaboration. Note that, similar
to prior HCI research using journey maps in their study design
(e.g., [49]), our goal for the workshop was not to produce a perfect
journey map as an artifact-based contribution of the research, but
instead, we used the process of discussing and producing journey
maps to elicit participants’ perceived challenges, needs, and
opportunities, as well as to scaffold the workshop discussions with
specific details from participants’ roles, teams, and organizations.

3.3 Data Analysis
Our study sessions yielded approximately 23 hours of audio that we
transcribed. To analyze our interview and workshop transcripts, we
used inductive thematic analysis, a common qualitative data analy-
sis method in HCI [14]. Six of the authors conducted an open coding
of a subset of the transcripts, then discussed their codes with the
entire research team. After the team reached consensus on the for-
mat and granularity of the codes, two authors independently coded
all transcripts and reconvened to resolve any major disagreements
through discussion. For example, codes include “MLE1 decided to use
their spare time to develop shareable documentations and materials
to help other team members learn more about AI fairness.” Then, four
of the authors iteratively grouped the codes to identify higher-level
themes. For example, one lower-level theme around practitioners’
current practices was “Participants leverage numerical, measurable
metrics to translate the impact of fairness to AI developer teams”,
which was later grouped into the higher-level theme of “Piggyback-
ing on the quantification culture of AI development.” We present
key themes from our data in the following Findings sections.

4 FINDINGS
4.1 Bridging Gaps in Understanding and

Evaluation to Improve Collaboration
We found that participants (spanning a range of formal roles) took
on critical bridging roles by identifying and creating opportunities
to foster their team’s learning about AI fairness, contextualizing
abstract concepts and guidelines to make AI fairness work concrete,

and aligning mismatched goals and metrics for fairness evalua-
tions. Throughout this section, we highlight how participants use
these bridging activities to attempt to overcome barriers to cross-
functional collaboration around AI fairness.

4.1.1 Bridging the gaps in incompatible disciplinary evaluations
around AI fairness. We find that our participants take on bridging
work to overcome tensions in the methods or metrics that various
disciplines use to assess or measure fairness in AI systems, metrics
which may be incompatible with each other. For example, partic-
ipants in our study reported that technical roles on their teams
(DS, MLE) tend to evaluate their models by “mainly focusing on the
output of the models they built without thinking about how [these
models] interact with real customers” (SWE2). In contrast, user- and
product- facing roles (e.g., UX designers and PMs) often have a bet-
ter understanding of “shareholders and customers’ concerns” (PM2)
but may lack an understanding of how to translate their understand-
ing into effective evaluations of fairness (e.g., in ways that respond
to customers’ concerns).3 As a consequence, multiple participants
mentioned that in order to facilitate communication about fairness
among team members with diverse backgrounds, they needed to
bridge the goals for fairness assessments between technical roles
focused primarily on the model outputs (i.e., model-focused eval-
uation) and user- and product- facing roles who tend to focus on
biases and harms perceived by users (i.e., user-focused evaluation).

Participants shared that they bridged these evaluation gaps by
initiating and organizing meetings for cross-functional teams to
align model-focused and user-focused fairness evaluations. For ex-
ample, PM1 repurposed some of their regular team-level all-hands
meetings, which were originally designed for team members to
report on their work progress and goals, to “co-evaluation meetings”
(PM1) for fairness issues. In particular, PM1 spent extra effort de-
signing activities to scaffold technical roles and user-facing roles in
understanding and aligning each others’ perspectives on evaluating
fairness issues: “I will have the entire team together and have the
failure mode effect analysis, we see what’s happening with the false
positive rate and false negative rate of the model for our use cases and
making sure that we always align on this [...] for every single step
[in building the model], our team makes sure that there is a fairness
requirement from the product team and there is a specific guideline
of implementation from the engineers.” (PM1)
3See Madaio et al. [56] for a discussion of the risks of prioritizing shareholders, cus-
tomers, or other business-oriented stakeholder groups over marginalized communities
who may be most impacted by algorithmic systems.
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UX5 shared that they organized similar “co-evaluation sessions”
(UX5) in their company, with the purpose to create spaces to
understand the differences and similarities between the evaluation
metrics for AI fairness that different roles employed. “In these
sessions, I come up with hierarchies and frameworks whilst everybody
else was talking talking talking [...] and sharing these artifacts in the
moment [...] and showing what are the connections between different
evaluations people were just talking about [...] and then people made
the connections between the AI [models] and the product and they
suddenly started to collaborate because they finally understood each
other’s goals [...] and started to use similar terminologies.” (UX5)

However, participants shared that, while they attempted to
bridge the gaps between model-facing and user-facing evaluations
of AI fairness, the culture of AI development (broadly speaking) of-
ten prioritizes quantitative over qualitative evaluation approaches
[12, 34], making this bridging work around fairness evaluation less
effective. In Section 4.2.2, we expand on practitioners’ strategies on
navigating the mismatches between quantitative and qualitative
evaluation approaches in organizations that disincentivize fairness
work.

4.1.2 Creating collaborative processes and spaces to bridge gaps in
understanding about AI fairness. We found that the incompatibil-
ity between different teams was not limited to fairness evaluation
methods and metrics. In fact, most participants shared that there
were crucial differences in their understanding of AI fairness in
general, which introduced challenges for effective collaboration.
Without a common grounding of what AI fairness entails for the
specific domain they were working in, “disagreements in terms of
definitions of bias and fairness will affect how people use the [fairness]
toolkits and all the downstream collaborations” (RS1). During the
workshop (W1), UX5 told us that the conversations around fairness
among their team members “stayed at a superficial level and went
nowhere” when team members failed to align their own understand-
ings of what “fairness” means with what it means to their users —
in the context of their specific application. In another workshop
(W5), SME2 shared in their “journey map” activity that they realized
some of their coworkers were “not aware of representational harms4

caused by AI systems at all.” This made them realize the importance
of “check[ing] each others’ understanding of [fairness] problems before
just diving into the conversation around fixing the problems.”

To bridge these gaps and inconsistencies in AI practitioners’
understanding of AI fairness, participants designed various collabo-
rative activities that were intended to scaffold conversations among
cross-functional team members. These activities range from small
team design workshops to company-wide hackathons. For instance,
as a UX designer working on image captioning and product rec-
ommendation applications, UX1 held design workshops “similar to
those workshops us designers often conduct with external clients and
users” with their team members working on AI fairness. In these
workshops, UX1 led the conversations with their team members
working on different aspects of the products to explore what “a fair
product recommendation system mean[s]” (UX1).

4Representational harms are fairness-related harms that involve how groups of people
are represented by algorithmic systems, including stereotyping, demeaning, or erasure
of particular groups entirely [e.g., 13, 25, 90]

However, participants mentioned that team members, especially
those who were new to the topic of AI fairness, often struggled
with what and how to discuss. To overcome these communication
barriers, participants drew on toolkits to scaffold the design
process. For example, UX4 incorporated a toolkit they often used
in user research sessions called “ideation cards”—a deck of cards
including a hundred questions concerning the value and ethics
around product design—to facilitate cross-role design workshops
and better engage team members in asking questions probing
how their AI products might cause fairness issues under different
scenarios. UX4 shared that ideation cards helped their team to
have constructive debates around the meaning of being fair to
different stakeholders who might be affected by the AI service.

To foster participation and engagement in conversations around
AI fairness, some participants described how they tailored collab-
orative activities to the skills and knowledge of specific roles. For
example, UX2, PM2, and UX5 mentioned hosting company-wide
hackathons, a familiar and engaging format for technical roles like
engineers, to better engage engineers in critically examining their
understanding of AI fairness when building AI applications . These
hackathons often happened “at the problem formulation stage when
the team starts to work on algorithmic fairness or transparency rele-
vant topics” (UX2), serving as a chance for team members to begin
the conversation around fairness issues of their AI products and
learn more about each others’ perspectives on fairness. During W1,
while discussing the "tailwinds" of their current collaboration, UX5
brought up how the hackathon event they designed for building
more responsible AI helped engage diverse roles in conversation
about AI fairness. During this workshop session, other participants
in technical roles (DS2 and DS4) expressed their interest in partici-
pating in similar events and implementing this format in their own
organizations to potentially promote collaboration on AI fairness
initiatives across roles.

4.1.3 Developing educational resources and documentation to sup-
port understanding about fairness. Complementing the efforts for
building a common ground between team members about AI fair-
ness, participants also reported developing documentation and othe
resources (in addition to hosting workshops) that aimed to increase
their team’s knowledge about AI fairness and facilitate conversa-
tions about this topic in collaborations. In particular, participants
with strong technical backgrounds (DS1, MLE1, RS2, DS6) who
report being familiar with the state of the art of technical fair AI
research literature shared that they created accessible educational
materials to help their team members learn about technical AI fair-
ness concepts (e.g., fairness metrics, bias mitigation algorithms,
and their limitations). For example, DS6 created a guidebook cov-
ering “common fairness metrics, rationales for some bias mitigation
algorithms, and also different types of harms that could be caused by
algorithms.”

MLE1 worked in a small start-up company offering consulting
services for building responsible AI and self-reported being the
most knowledgeable teammember around AI fairness in their grow-
ing engineering team. After repeatedly getting similar questions
from colleagues around “AI fairness concepts and confusions when
reading some paper they saw from FAccT,” MLE1 decided to use their
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spare time5 to develop “shareable documentations and materials”
to provide their team members with a “free crash course[s]” that
explained basic AI fairness concepts using accessible language. This
documentation then became standard onboarding materials for
new employees in their company to learn more about fairness in AI.

4.1.4 Translating and contextualizing abstract AI fairness concepts in
concrete terms. Participants in our study repeatedly mentioned that
publicly available AI fairness guidelines and tutorials (and the AI
fairness concepts presented in them) are “usually too abstract” (DS4)
for tackling the AI fairness issues in their organizations. As a result,
when attempting to follow these AI fairness guidelines and tutorials,
technical roles often found them “not always relevant to the task at
hand” (MLE2) and struggled to “understand which fairness metrics or
techniques to use for the specific application” (DS6). To this end, we
observed translation and contextualization work between technical
roles and user-facing roles to better understandwhat fairness means
for their specific domain and use case or user populations.

Participants in technical roles (DS, SWE) — who are often
responsible for directly conducting algorithmic fairness analyses
— often proactively initiated collaboration with user-facing roles
(PM, customer services) to better contextualize abstract fairness
metrics used in analysis in real world scenarios. For instance, as
a data scientist, DS5 worked closely with UX researchers to “build
a glossary to contextualize the abstract concept of fairness metrics”
such as equalized odds and demographic parity using real-world
scenarios in their AI services for healthcare. Similarly, SWE1
reported that they went beyond assessing model fairness through
fairness metrics, trying to contextualize the analysis through
conversations with customer service managers. Participants shared
that the contextualizing process sensitized data scientists about
“how their model might interact with users in an unintended, harmful
way” (DS5), helping technical roles learn more about other roles’
perspectives to better inform their fairness analysis.

Furthermore, we found that multiple user- and product-facing
roles (UX, PM) often spent extra effort contextualizing abstract AI
fairness guidelines to their actual practices for other team members,
in order to “get the entire teams on the same page around how the
models might cause fairness issues when they are interacting with
users” (PM1). In particular, PM1 annotated the AI fairness guide-
lines developed by their company (a technology company with over
25,000 employees) with concrete examples and prompts to explore,
for instance, “what does this [guide]line entail for the sentiment anal-
ysis product [they] were developing.“ During W1, UX5 shared with
DS2 and DS4 that they developed “modules that characterize how
different guidelines could be represented back in concrete examples... to
help colleagues understand what these [AI fairness] guidelines would
mean in an actual solution.” For example, based on their user ex-
perience research, UX5 documented the stakeholders who directly
interacted with their system — and those who might not directly
interact with the systems but who might still be affected — in a
shareable document that was available across multiple AI teams
in their organization. In the workshop, DS2 and DS4 both agreed
with UX5 that these modules they created were extremely valuable

5In section 4.3, we discuss the consequences of AI team members needing to use their
spare time to develop resources to bridge disciplinary gaps.

to facilitate communications among team members in ways that
attend to the real-world context for fairness issues.

4.2 Piggybacking as a Tactic for Collaboration
under Organizational Constraints

In parallel to “bridging,” we find that participants employed “piggy-
backing” as a tactic to push fairness work forward in organizations
that might not otherwise provide resources or incentives for fair-
ness work. The “piggybacking” observed in our study took multiple
forms: a) some participants piggybacked on related institutional pro-
cesses, such as privacy impact assessments, to get buy-in for fairness
work, b) some also positioned their work within the “quantification”
culture of AI development to better communicate with technical
roles on their teams. However, when sharing how these piggyback-
ing tactics may have enabled them to conduct fairness work on
cross-functional teams, participants also expressed their concerns
around the limitations and compromised nature of these tactics.

4.2.1 Piggybacking on institutionalized procedures. To address chal-
lenges in AI fairness work, some participants (DS3, PM1, UX4,
SME1) shared their strategies around piggybacking on organization-
wide mandatory privacy-related procedures (e.g., questionnaires,
checklists) in order to raise awareness about AI fairness and put AI
fairness efforts into practice. For example, DS3 developed a set of
checklists to help the AI product teams reflect and assess if their
AI features contained potential racial biases that might harm their
users, but ran into challenges to incorporate these artifacts into
the current day to day AI work. However, since “team members
and leadership are extremely cognizant about privacy” at DS3’s com-
pany, the privacy team in the company had already developed a
questionnaire called a “privacy impact assessment,” containing 10
privacy-related questions for all product teams to complete before
launching any AI features or products. DS3 shared stories about
how they built allyship with the privacy team and later piggybacked
on the “privacy impact assessment” to promote their AI fairness
effort: “After multiple times getting rejected by our company to im-
plement our fairness checklists, my teammate had this brilliant idea
which was: What if we piggyback onto an existing process that already
exists?. . . all we did was add an extra set of questions specifically con-
cerning machine learning fairness to the privacy impact assessment. . .
the beauty of that is that we don’t have to persuade people to fill out
this form since they already have to fill out the larger privacy impact
assessment in order to launch their products or features.” (DS3)

Furthermore, DS3 told us that adding fairness-related questions
to the privacy impact assessment helped to bring the awareness of
AI fairness to DS3’s entire organization, as there were increasing
amount of “people from other teams reaching out and saying that they
want to work on fairness too.” By doing so, participants were also
able to build a coalition of team members and develop a network of
allies within the organization who were committed to advancing
fairness in the company’s AI systems.

Similarly, during the interview, PM1 brought up the concept
of “change management”—approaches to prepare for and support
organizational changes. PM1 told us that “change management is
very, very difficult for all of software practice, but especially with
responsible AI, when we need to go the extra mile and explain why
this is so important.” Therefore, PM1 would “always start by adding
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little things to [their] privacy practice instead of creating an entirely
new fairness thing... we don’t have to evangelize about how important
privacy is.”

However, both DS3 and PM1 shared their desire to implement
stand-alone fairness assessment procedures “eventually when there
is more buy-in for AI fairness” (PM1). DS3 shared that their current
efforts around piggybacking on the privacy team might not be
sustainable, and they wanted higher-level leadership to allocate
more resources for AI fairness work. Furthermore, DS3 brought up
the need for further exploring the trade-offs and complementarity
between privacy and fairness work instead of smuggling fairness
in with privacy assessments.

4.2.2 Piggybacking on the quantification culture of AI development.
As mentioned in Section 4.1.1, various disciplines may value dif-
ferent evaluation goals and methods for AI fairness. Current AI
development culture still largely favors quantitative over qualita-
tive methodologies and forms of evidence [6, 12, 34]. As a result,
many participants reported drawing on quantitative approaches in
order to overcome communication barriers with team members in
technical roles. For example, PM1 shared strategies around using a
quantitative score to fit their AI fairness work into existing AI work
metric systems and the “numerical culture of AI modeling work” : “It
is always hard to convince the teams across organizations to accept
something new, unless it is something that they are already familiar
with [...] so we started using a scale of 1 to 10. If your [model’s] feature
is not even showing any explainability or analysis around fairness
then the score will be low. Engineers, they just don’t like low scores”
(PM1). In other words, PM1 used these scores to make the value of
working on AI fairness directly relevant to the data scientists on the
team. During the workshops, another product manager, PM3, told
us that when they are communicating with data scientists, “using
[a fairness toolkit] to calculate numbers like demographic disparity
made it much more straightforward for communicating with other
data scientists about the impact of working on fairness.” Within the
same workshop, UX6 concurred with PM3 by sharing that “having
quantifiable fairness related scores,” was a commonly used strat-
egy that worked well when collaborating with data scientists, and
shared with us that they often change their communication strategy
to include significant amount of quantitative data when working
with data scientists on AI fairness.

However, many participants were aware of the potential pitfalls
of using “scores” and “percentages” in AI fairness work. For exam-
ple, PM2 told us that even though they would always “make sure to
show something quantitative” when communicating with engineers
and data scientists as a “trick to communicate,” they don’t believe
quantitative data is “necessarily the best way to represent the concept
of fairness.” During the workshop (W3), while PM3 shared how
relying on quantification dramatically helped them with commu-
nicating with the AI development team, they also acknowledged
that the numbers produced using fairness toolkits served as an
(often inaccurate) proxy of the actual fairness harms that might
be caused by their AI products, “essentially losing a lot of nuances
of fairness” (PM3). As a result, while creating their “ideal journey
map,” PM3 and others in their workshop shared the desire for bet-
ter processes to help navigate the current AI development culture

around prioritizing quantification to appropriately address socio-
technical challenges that may require drawing on and integrating
both quantitative and qualitative evidence of (un)fairness.

4.3 Invisible Labor and Burdens in
Cross-functional Collaboration

While working towards more effective cross-functional col-
laboration, participants shared that their efforts during the
collaborations were often invisible to their team members or
leadership. Worse, sometimes other team members would hold
unrealistic expectations of AI fairness work, creating additional
burden and frustration for participants.

Participants reported that one reason their “bridging” and
“piggybacking” efforts encountered difficulties was that other team
members did not always understand what AI fairness work actually
involves. This contributed to under-recognition and unrealistic ex-
pectations. For example, during the workshop (W2), DS1, MLE1 and
DS5, all from different organizations, had discussed how creating
educational documentation or accessible visualizations to bridge
the knowledge gaps among participants required substantial effort.
MLE1 mentioned that updating the educational documentation to
keep up with AI fairness research was also extremely time consum-
ing, sometimes requiring several rounds of major iteration even
within a week. The value of such extra efforts, however, was usually
overlooked by their team leadership. As DS5 concurred with DS1
and MLE1 during the workshop session, “teams don’t understand
the amount of work that goes into doing AI fairness work. It’s not
quite as simple as pulling from a table and doing a statistical analysis.
You have to put thoughts into making intentional analysis choices and
think broadly about the socio-technical nature of AI fairness. (DS5)

Furthermore, participants shared that other teammembers, often
technical roles who just started working on AI fairness, often held
unrealistic expectations that collaboration around fairness would
be a one-off effort, rather than an iterative, thoughtful process
requiring long-term engagement. For example, UX5 shared that
some colleagues expected design workshops around AI fairness (see
4.1.2) to be a “one time thing” rather than a recurring activity—for
instance, a data scientist on UX5’s team asked “did[n’t] we already
do that last time and get the answer?” when UX5 scheduled another
design workshop around AI fairness.

In addition, since AI fairness efforts were not reflected in most
organizations’ annual employee evaluations or other organizational
incentives, individuals who were motivated to do fairness work
often felt responsible for “holding the entire team accountable for
the fairness work” (MLE2), rather than having that accountability
located in, for instance, “ethics owners” [60] or other organizational
leadership. Similarly, MLE1 shared that they felt “frustrated by the
attitude of [others] dodging responsibility for fairness work.” How-
ever, MLE1 reported that they often felt uncomfortable, as a woman
of color, “giv[ing] everyone a lecture on why fairness should be prior-
itized." As a result, “bridging” work often falls onto a small number
of team members who are self-motivated to do the work, yet who
are not incentivized or supported in sustaining their efforts long
term [cf. 58]. As RS2 shared, “engineers and data scientists just kind
of leave the conversation behind, walking out of the meetings [...], and
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I have to spend more time to do most of the work to make sure the
team can crystallize certain principles or certain best practices.”

As a result, participants across roles all desired better strategies
to help team members better understand the iterative nature of AI
fairness work, as well as to better advocate for and incentivize long-
term collaboration across roles. When creating the “ideal journey
map” during the workshop (W5), SWE2 and SME2 wanted team
members to continuously address AI fairness across the lifecycle
of AI development, instead of “discussing fairness almost like an
empty gesture at the beginning of each season” (SME2). In the same
workshop, SME2 expressed their desire for organizations to culti-
vate a shared understanding among different roles regarding the
continuous efforts required to address fairness in AI, as well as each
role’s unique contributions to collaboratively building more fair
and responsible AI systems. Furthermore, participants repeatedly
brought up the importance of changing the “education and train-
ing team members received” (PM3) to set up a common grounding
and expectations among members of their organization about the
iterative, socio-technical nature of AI fairness practice.

5 LIMITATIONS
As discussed in Section 3, similar to prior FAccT work studying
AI fairness practices in industry [e.g., 27, 40, 58, 72], we recruited
participants using a purposive sampling approach [20]. Although
interview-based qualitative research does not necessarily make
claims to generalizability [81], the participants we were able to
recruit may have been limited by our positionality and the reach
of our professional network. In addition, all of our participants
self-identified as having already worked on addressing AI fairness
issues in their AI products and services (and may thus lead to
some self-selection bias), most of our participants worked at
large technology companies, and the majority of our participants
were located in the US or Europe. Future research should explore
perspectives from people contributing to AI systems from outside
technology companies, including non-profits, government agencies,
and members of the public more generally; as well as perspectives
from stakeholders outside of the U.S. and Europe. In addition,
future research should explore perspectives from other roles
involved in procuring and deploying AI applications, including
roles focused on business outcomes (e.g., customer success, sales,
marketing) to explore how work on fairness in AI is impacted by
(or might resist) industry business logics or market incentives; and
how community perspectives might be brought in conversation
with members of AI teams from business roles.

6 DISCUSSION
Cross-functional collaboration is critical in building more fair and
responsible AI systems, yet is often absent or ineffective in industry
AI fairness work. Through a series of interviews and workshops
with industry practitioners, we have identified existing practices
that practitioners have developed to support cross-functional collab-
oration. Based on our findings, we discuss opportunities for FAccT
researchers and organizations to better support cross-functional
collaboration in AI fairness work.

6.1 Supporting Bridging Work in
Cross-Functional Collaboration

Our findings surfaced critical bridging activities that practitioners
use to overcome barriers to cross-functional collaboration (Section
4.1). Howmight researchers better support practitioners in bridging
gaps in evaluation, understanding, and contextualization around
AI fairness for their teams?

In our study, we found that practitioners spent significant effort
navigating mismatches in goals and approaches for AI fairness
evaluations across different disciplines (Section 4.1.1). However, AI
fairness methods and toolkits [e.g., 2, 10, 11, 18] often focus primar-
ily on supporting more technical roles in conducting quantitative
analyses [9, 27, 93], despite rhetoric about enabling socio-technical
work [93]. Hence, future research should explore mechanisms to
support mixed-methods approaches to addressing fairness issues
in AI. Drawing inspiration from recent HCI research that aims to
empower collaboration between model- and user-facing roles in AI
development [cf. 48, 86, 91], future work could explore the devel-
opment of new tools and processes to aid cross-functional teams
in meaningfully integrating fairness-related insights from quan-
titative analyses (e.g., statistical disparities across subgroups) and
qualitative data from user research (e.g., insights into perceptions
of algorithmic harms among users or other groups impacted by a
system). Such resources could support the sorts of cross-functional
“co-evaluation meetings” discussed in Section 4.1.1.

In addition, future research should explore ways to better sup-
port cross-functional teams in translating evaluation results into
actionable steps that appropriately account for the socio-technical
complexities involved in a given use case or context. In our study,
we found that participants from both technical roles (DS) and user-
facing roles (UX) engaged in substantial work to translate and
contextualize abstract AI fairness concepts in the documentation
they created for those in other roles (Section 4.1.4). We see op-
portunities to reduce the amount of translation work that falls on
practitioners by developing more context- and usage-specific AI
fairness guidelines and frameworks that highlight unique considera-
tions for specific real-world applications, especially since resources
and guidelines from industry and academia often serve as a starting
point for practitioners to develop resources for their own teams
and organizations [5, 52, 80, 88]. For instance, to better support AI
teams working on building chatbot services for health care, FAccT
researchers and practitioners could design AI fairness guidelines
covering how to assess and mitigate potential fairness issues (e.g.,
around sex, gender, and race) that might occur in health care appli-
cations [22, 65], such as dataset documentation tools specifically
tailored for health data, such as Healthsheets [75]. More generally,
this might involve developing tools or other resources to support
this translation work on cross-functional teams.

Finally, we find that practitioners bridge their understanding
and contextualize AI fairness concepts through discussion and de-
liberation across roles (Section 4.1.2). While prior work suggested
the importance of creating spaces and boundary objects for data
scientists and UX practitioners to try to integrate AI model- and
and product-level considerations [85, 91, 96], our findings high-
lighted that the socio-technical, contested nature of AI fairness
in particular [8, 36] adds layers of complexity to the process of
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cross-functional communication and collaboration (Section 4.1.2
and 4.1.4). To this end, future research could draw inspiration from
resources like Timelines [94] and Value Cards [78] to design pro-
cesses for practitioners across roles to exchange perspectives and
deliberate around AI fairness issues. In particular, based on our find-
ings, these processes should scaffold practitioners in negotiating
with each other about the problem formulation of fairness issues [cf.
67], discussing the trade-offs among particular fairness metrics (or
between quantitative and qualitative approaches to understanding
fairness) [33, 46], aligning disagreements around how to opera-
tionalize fairness in specific use cases [65, 71], and learning about
how their AI products and services might impact end users’ day to
day experience when interacting with the AI systems [26, 28, 79].

6.2 Thriving, Not Just Surviving: From
Piggybacking to Re-shaping Organizational
Culture

In our study, we observed that, faced with a lack of resources and
organizational buy-in around fairness work, practitioners often
“piggybacked” on existing initiatives that have buy-in and sup-
port (Section 4.2). This tactic has previously been documented in
other settings beyond AI fairness work, including environmental
sustainability efforts and social justice work in industry [15, 74]. Re-
searchers have argued that “piggybacking” effectively helped ideas
and practices about environmental sustainability “survive” under
conditions with limited organizational resources. However, in order
for efforts around ethical work such as sustainability to “thrive”
[29], it is critical for practitioners to fundamentally “reshape” the
organizational culture towards more sustainable values.

Our findings similarly point to the value and relevance of such
“piggybacking” tactics for enacting collaboration in AI fairness work
only as a starting point. We believe there are still opportunities for
practitioners working on AI fairness to go beyond “piggybacking”
and enable broader “reshaping” [cf. 92] of the organizational culture
around AI fairness. In particular, drawing on work by Nafus and
Sherman [63], Wong described “tactics of soft resistance” that UX
practitioners employ to make the value of their work relevant to
other roles, and to re-shape their organization’s culture, by rooting
their resistance “within a broader logic of the role of the market or
the usefulness of technology” [92].

To this end, future research should explore opportunities to sup-
port practitioners in re-shaping their organizational culture, to
help practitioners working on AI fairness “thriv[e], not just sur-
viv[e]” [29] when navigating collaborations around AI fairness
within the organizational constraints. For example, resonating with
multiple participants’ call to explore the complementarity between
privacy and fairness (Section 4.2.1), future research could explore
more in-depth synergies and interplay between privacy and fair-
ness, especially when responsible AI guidelines list AI fairness
and privacy side-by-side as part of the key components to enable
ethical and responsible AI systems [42]. For example, Tahaei et al.
studied how “privacy champions”—individuals who strongly care
about advocating for privacy—navigate challenges like internal
prioritization tensions and limited tool support [87]. Similarly, our
research, aligned with prior work around industry AI fairness prac-
tices [26, 58, 72, 91], revealed comparable situations for “fairness

champions,” those who individually promote fairness and often
provide invisible labor to carry out AI fairness collaborations (As in
Section 4.3). Future FAccT research could explore methods for fos-
tering communication and collaboration between roles like “privacy
champions” and “fairness champions,” exploring possible synergies
between AI fairness activities and privacy initiatives, along with
other institutionalized processes.

However, it is important to acknowledge that privacy and se-
curity are still often de-prioritized by individual developers and
organizations [7, 37, 53]. In particular, prior research indicated
that the deprioritization of privacy is especially pronounced in
smaller organizations or teams [37]. Indeed, participants in our
study who mentioned piggybacking on privacy procedure were all
from large-size technology companies (with 25,000+ employees)
that may already have more established privacy processes than
smaller organizations in place. In addition, in their recent work
“Industry Unbound,” Waldman demonstrated that current technol-
ogy companies still have a long way to go around implementing
privacy-aware values in substantive ways (i.e., as more than require-
ments to be adhered to) [89]. To this end, future FAccT research
and practice are needed to explore the following open questions:
how might practitioners in smaller companies carry out AI fairness
collaboration efforts when there are limited institutionalized proce-
dures (such as privacy) to piggyback upon? How should industry
practitioners working on building fair and responsible AI navigate
the tension between achieving immediate, short-term results via
piggybacking (which might result in performative actions [87]) and
enabling long-term, profound organizational change around value
and culture?

Finally, practitioners in user- and product-facing roles in our
study resorted to using metrics they felt were over-simplifications
to communicate nuanced fairness-related aspects of their systems
with quantitatively-oriented practitioners in model-facing roles.
Future work is needed to enable user- and product-facing practi-
tioners to effectively communicate socio-technical concepts such as
fairness in ways that are legible and actionable by model develop-
ers, without sacrificing the socio-technical nuances in AI fairness.
In particular, tying closely to the point around mixed-methods
evaluation approach discussed in the previous section (See section
6.1), instead of simply relying on “scores” and “percentages” to
make fairness issues relevant to model-facing roles, future FAccT
research and practice could design better structures and processes
to help incorporate qualitative notions of fairness into the current
AI development process.

For example, echoing insights from prior work studying the use
of responsible AI toolkits and guidelines [27, 97], future FAccT
research and practice could explore extending the current model-
building platforms (e.g., [23, 43]) with contextual messages that
bring in nuanced understandings around AI fairness from direct
stakeholders, to integrate mixed-method, socio-technical AI fair-
ness analysis into technical roles’ existing AI working pipelines.
We acknowledge that organizational change is a complex and time-
intensive process, necessitating sustained efforts rather than being
a sudden occurrence [76]. However, it is our hope that, over time,
tools and processes supporting mixed-method evaluation and devel-
opment for AI fairness could potentially re-shape the quantification
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culture around AI development that runs the risk of compromising
the socio-technical, contested nature of AI fairness [32, 34, 77, 98].

6.3 Making Invisible Labor Visible and Valuable
Throughout our findings, we see that carrying out the efforts of
bridging and piggybacking often requires practitioners to go be-
yond their traditional job descriptions, devote additional time and
effort, and take on emotional burdens (Section 4.3)—what Star and
Strauss described as “invisible work” [84]. This finding also draws
a parallel with the recent journalism about the burnout problem
in industry responsible AI work—due to the lack of appropriate
recognition of their invisible work from colleagues and organiza-
tions, practitioners reported “feeling undervalued, which can affect
their mental health and lead to burnout” [38]. More recently, Wang
et al. also surfaced the “hidden work” and “emotional labor” of
UX practitioners when raising responsible AI issues in early-stage
prototyping of AI applications, and how this work is often not rec-
ognized or valued by UX practitioners’ managers or organizations,
or leads others to view UX practitioners as a “blocker” of the design
and development process [91]. We extend this prior work by high-
lighting how practitioners across roles in AI teams (including UX
practitioners) brought in their relevant expertise and perspectives
to go beyond their job descriptions to enact the collaboration in AI
fairness.

Our findings identified the burden of practitioners’ invisible la-
bor when working towards more effective collaboration around AI
fairness. Future research should thus explore processes and tools
that help team members and organizations better recognize and
value the efforts that enable fairness work. For instance, abstraction
has been highlighted as an important skill for collaborating and
communicating in software engineering and data analysis in cross-
functional teams [4, 55, 64]—although with the risk of losing the
nuance of particular contexts [cf. 41, 77]. However, in the context
of collaboration on AI fairness work, these abstractions that were
intended to facilitate conversations across roles often resulted in
other team members not fully understanding and appreciating the
labor hidden behind the efforts individuals invested in enabling
the collaboration in AI fairness 4.3. This finding is well-aligned
with Kross and Guo’s observations around how external clients
failed to recognize the amount of data work done by data scientists
while collaborating [47]. In line with Wang et al.’s suggestion for
supporting UX practitioners’ hidden work [91], our findings high-
light the importance for organizations to recognize and incentivize
the evolving roles of practitioners as “translators,” “educators,” and
“activist/advocates” [cf. 21]. These emerging roles and responsibili-
ties AI practitioners voluntarily take on, to some extent, blur the
existing professional boundaries in the pursuit of more responsible
and fair AI systems [1]. This raises the need for organizations to
establish new educational programs, training, and even specific job
descriptions for AI practitioners committed to the development of
more equitable and responsible AI.

Beyond recognizing emerging roles and responsibilities in AI fair-
ness work, our finding suggested that companies need to proactively
reward this critical invisible labor that enables cross-functional col-
laboration in AI fairness. One concrete way to implement this is to
include the time and efforts devoted to this invisible labor as part

of companies’ performance indicators (e.g., Key Performance Indi-
cators (KPIs), or Objectives and Key Results (OKRs)) in order to in-
centivize collaborative fairness efforts—although adapting KPIs for
fairness or responsible as a whole brings with it a host of tensions
and contradictions around quantifying unobservable phenomena
such as fairness [50, 57]. In doing so, organizations could enhance
the visibility and the mutual understanding among roles about the
efforts to carry out collaboration on AI fairness. Extending the im-
plications from Wong et al. around better supporting UX designers’
values work by assigning them roles like “responsible AI expert,”
[92] organizations could also explore formalizing more teams and
roles for fairness work to empower practitioners across roles who
currently go beyond their traditional job descriptions to facilitate
cross-functional collaboration for building more fair AI systems.

7 CONCLUSION
In this research, we sought to better understand current strategies
and challenges for cross-functional collaboration around fairness in
AI, in order to identify opportunities to support more effective col-
laboration. Through a series of interviews and workshops with in-
dustry practitioners across a range of roles and companies, we found
that practitioners engaged in critical, yet under-recognized bridg-
ing work to help teams overcome key barriers to cross-functional
collaboration around AI fairness. In addition, given organizational
constraints, practitioners often piggybacked on existing initiatives
and corporate rhetorics to enable fairness efforts. Overall, we hope
that this work can (1) increase awareness among the FAccT com-
munity around the strategies and tactics that industry practitioners
currently employ to facilitate collaborative AI fairness work; and
(2) offer directions for future FAccT research and practice to better
support cross-functional collaboration.
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