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Abstract

There has been growing recognition of the crucial role users,
especially those from marginalized groups, play in uncov-
ering harmful algorithmic biases. However, it remains un-
clear how users’ identities and experiences might impact
their rating of harmful biases. We present an online experi-
ment (N=2,197) examining these factors: demographics, dis-
crimination experiences, and social and technical knowledge.
Participants were shown examples of image search results,
including ones that previous literature has identified as bi-
ased against marginalized racial, gender, or sexual orienta-
tion groups. We found participants from marginalized gen-
der or sexual orientation groups were more likely to rate the
examples as more severely harmful. Belonging to marginal-
ized races did not have a similar pattern. Additional factors
affecting users’ ratings included discrimination experiences,
and having friends or family belonging to marginalized de-
mographics. A qualitative analysis offers insights into users’
bias recognition, and why they see biases the way they do.
We provide guidance for designing future methods to support
effective user-driven auditing.

1 Introduction

Over the past decade, a wide range of biased and harmful
behaviors have been documented in algorithmic systems,
which disproportionately impact marginalized groups and
raise significant concerns regarding fairness, accountability,
and transparency in Al (Eubanks 2018; Noble 2018).
Past research has developed methods to help experts audit
algorithmic systems for harmful behaviors (Metaxa et al.
2021; Costanza-Chock, Raji, and Buolamwini 2022; Shen
et al. 2021). These expert-driven audits have been successful
in detecting many machine biases, but also suffer from
many limitations, such as expert blindspots (“unknown un-
knowns”) and algorithmic behaviors that only emerge when
a system is deployed with actual users (Shen et al. 2021).
Recent years have seen the rise of user-driven audits,
which have potential to overcome some of these limitations.
Here, end-users organically come together to collectively
uncover and make sense of potentially harmful machine
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behaviors they encounter in their everyday lives (Shen et al.
2021; DeVos et al. 2022; Deng et al. 2023; Li et al. 2023).
Members of marginalized groups, who are often dispropor-
tionately harmed by algorithmic biases, have worked collec-
tively to challenge these biases in Al systems. For example,
online content creators who believed they were demonetized
for producing LGBTQ+ educational content (Bensinger and
Albergotti 2019) or content about Black culture (Albergotti
2020) worked together to conduct A/B tests to evaluate what
seemingly triggers a platform’s algorithm to filter their con-
tent (Kingsley et al. 2022). The power of everyday users in
surfacing harmful algorithmic behaviors has also motivated
researchers to develop tools and methods to conduct user-
engaged algorithm auditing, in which Al developers actively
engage with end-users in auditing harmful algorithmic be-
haviors that might otherwise go undetected (Lam et al.
2022; Deng et al. 2023; Kiela et al. 2021; Ochigame and Ye
2021; OpenAl 2022; Cattell, Chowdhury, and Carson 2023).

While user-driven and -engaged algorithm audits have
significant potential, we have limited understanding of how
end-users’ identities and experiences might impact their
likelihood of perceiving and rating harmful algorithmic be-
haviors. Prior research in Al and HCI has investigated how
demographic features might impact people’s perceptions
of bias, fairness, and harms in algorithmic systems (Kumar
et al. 2021; Sap et al. 2019; Wang, Harper, and Zhu 2020;
Jiang et al. 2021) and has offered initial qualitative evidence
of the impact of user identity and experience on perceptions
of algorithmic behaviors (DeVos et al. 2022). However,
many questions remain. For example, are users who are
directly affected by and have lived experiences with societal
discrimination (e.g., people of color, women, LGBTQ+,
etc.) more likely of rating related algorithmic biases as
more harmful of detecting related algorithmic biases? How
effective are other groups in the same biases? Developing
a better understanding of these questions can provide useful
design guidelines for supporting user-driven and -engaged
auditing. In addition to providing insight into how to more
effectively engage and organize users in the auditing process
(e.g., who needs to be included?), as Deng et al. highlighted
(Deng et al. 2023), identifying demographics and factors
that are effective in rating harmful algorithmic bias can help
us understand how we can most effectively recruit allies as
auditors, to reduce the burden placed on marginalized end-



users. Such an effort can also improve user-driven auditing
by broadening the pool of potential participants, thereby
making recruiting easier without lessening audit quality.

In this paper, we examine what factors related to indi-
viduals’ identities, experiences, and knowledge influence
their likelihood of rating harmful algorithmic biases.
We choose Image Search as our study context since (1) it
is an everyday Al application and likely to be familiar to
our participants; and (2) many past cases of successful user-
driven algorithm audits have been in the context of image
search (Guarino 2016; Kay, Matuszek, and Munson 2015;
Lam et al. 2018). We set out to systematically investigate
the effects of three sets of factors (demographics, every-
day discrimination experiences, and social and technical
knowledge) on users’ likelihood of harmful bias ratings.

To answer these questions, we conducted an online ex-
periment on Prolific with 2,179 participants, presenting
three known biased image search results in race, gender, and
sexual orientation as well as one neutral result, randomized
out of a total pool of eight cases. Participants were asked
to rate the level of harm of each case and then answer open-
ended questions about their reasons behind their rating. They
were then asked to answer several questions related to their
identities and experiences. We found that users belonging
to marginalized genders or sexual orientations were statisti-
cally significantly more likely to rate the image search result
more severely harmful than users who were not members of
genders or sexual orientations. Surprisingly, we did not find
a statistically significant relationship between belonging to
marginalized races and being more likely to rate the biased
image search results as more severely harmful. In addition,
users who have experienced discrimination in their every-
day lives more frequently are more likely to rate algorithmic
bias in image search as more harmful. We also found that
users’ relations with marginalized groups, their awareness of
societal biases, media exposure to algorithmic and societal
bias also positively impact their likelihood of rating harmful
biases, while tech-savviness has no significant effect. Our
qualitative findings further revealed the complicated reasons
behind bias rating, suggesting design implications for devel-
oping better means to support future user-driven auditing.

2 Related Work

2.1 Engaging Diverse End-Users in Algorithm
Testing and Auditing

In recent years, there have been significant efforts in the
development of tools and processes to support auditing
and documentation of potential harmful behaviors in a
wide range of algorithmic systems, including social media
recommendation systems, hiring algorithms, computer
vision applications, and more (Noble 2018; Asplund et al.
2020; Sweeney 2013; Prates, Avelar, and Lamb 2020;
Buolamwini and Gebru 2018; Hannak et al. 2014; Eslami
et al. 2019; Metaxa et al. 2021; Sandvig et al. 2014). Past
literature has generally focused on algorithm auditing by
small groups of experts such as industry practitioners,
researchers, and activists (Metaxa et al. 2021; Deng et al.
2023; Sandvig et al. 2014). However, because experts often
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audit the algorithm outside the context of everyday use,
expert-led audits often miss serious issues that everyday
users of algorithmic systems are able to detect once a system
is deployed (Holstein et al. 2019; Shen et al. 2021; Cramer
et al. 2018; Selbst et al. 2019). For instance, experts might
lack the relevant cultural knowledge and lived experience
to recognize and know where to look for certain kinds
of harmful behaviors (DeVos et al. 2022; Holstein et al.
2019; Shen et al. 2021; Deng et al. 2022). Experts may
overlook specific problematic behaviors of algorithms in
internal red-teaming that can only be surfaced in real-world
scenarios (Raji et al. 2020; Deng et al. 2023).

Recognizing this, there has been a shift towards “every-
day algorithm auditing” where users organically coming
together to uncover and raise awareness about harmful
behaviors in algorithmic systems they use day-to-day (Shen
et al. 2021; Eslami et al. 2019; Li et al. 2023). Al and HCI
researchers have begun to explore the design of tools and
processes to engage everyday users in surfacing problematic
algorithm behaviors (Deng et al. 2023; Metaxa et al. 2021;
Attenberg, Ipeirotis, and Provost 2015; Cabrera et al.
2021; Kiela et al. 2021; Nushi, Kamar, and Horvitz 2018;
Ochigame and Ye 2021; Lam et al. 2022). In parallel, several
major technology companies have also started experiment-
ing with approaches that engage users in testing and auditing
their Al services for problematic behaviors (Warkentin and
Woodward 2022; Pistilli 2022; Cattell, Chowdhury, and Car-
son 2023). Three prominent examples include Twitter’s “al-
gorithmic bias bounty” to engage users in identifying harm-
ful biases in its image cropping algorithm (Chowdhury and
Williams 2021), OpenAl’s feedback contests and red team-
ing efforts to engage end-users in providing feedback on
problematic outputs with ChatGPT (AI 2022), and Al Vil-
lage’s Generative Al red teaming exercise at the DEFCON
hacker convention (Cattell, Chowdhury, and Carson 2023).

Despite the growing efforts of engaging end-users in
algorithm auditing, there is still a significant knowledge gap
regarding effective methods of identifying and recruiting
the right group of user-auditors. Past literature offers initial
qualitative evidence based on small samples, indicating that
users can leverage lived experience to uncover potential
harmful biases (DeVos et al. 2022). However, as (Deng
et al. 2023) highlighted, the current literature still lacks
comprehensive understanding on how to identify specific
user subgroups for algorithm auditing, how to assemble
a diverse and representative group of users, and how to
minimize the burden on already marginalized groups.

This paper addresses this gap by presenting large
scale, quantitative evidence about how various factors —
demographics, discrimination experiences and social and
technical knowledge — might influence users’ perceptions of
and reactions to harmful algorithmic biases. This knowledge
is vital for the effective recruitment of user-auditors and for
designing systems that involve users in the auditing process.

2.2 Impacts of User Identity and Experience on
Perceptions of Algorithmic Behavior

Researchers in social science have long explored the way
that one’s identity and lived experience might affect the



way they perceive and react to societal biases and stereo-
types: in the context of interpersonal interactions, for in-
stance, Kessler et al. observed that individuals from racial
minorities, particularly those who have experienced racial
discrimination, are more inclined to recognize systemic bias
(Kessler, Mickelson, and Williams 1999); similarly, studies
have indicated that individuals from marginalized genders
or sexual orientations are more apt to perceive biases against
their groups, possibly due to experiences of discrimination
(Eagly and Kite 1987; Cobb et al. 2019; Herek 2009); in
media representation, beyond personal identity, exposure to
media perpetuating biases, such as mass media content pre-
senting traditional gender stereotypes, might also increase
individual’s sensitivity towards information that contains bi-
ases (Durkin 1985; Hurtz and Durkin 2004; Devine 1989).

Our work extends past social psychology theories on the
relationship between users’ identity/experiences and bias
perceptions in the emerging context of algorithmic au-
diting, exploring the relationship between users’ identities
and experiences and their likelihood of harmful bias rating
when interacting with algorithms.

Emerging research within Al and HCI has offerred some
initial qualitative evidence of the impact of user identity and
experience on perceptions of algorithmic behaviors, or in the
context of Al annotation tasks that might affect the down-
stream outputs (DeVos et al. 2022; Lam et al. 2022; Qadri
et al. 2023; Dennler et al. 2023; Wang, Harper, and Zhu
2020; Wenzel et al. 2023). Our study is the first large-scale,
quantitative investigation into the factors that affect users’
likelihood of harmful bias rating, complemented by qualita-
tive analysis to understand the reasons behind users’ ratings.

3 Hypotheses

3.1 Hypothesis (HP) 1a - 1c : Effects of
Demographic Features

The field of social psychology has long established that
individuals from marginalized demographics are more at-
tuned to societal biases affecting their groups. For instance,
research has shown that individuals from racial minor-
ity groups are more likely to identify systemic racial bias
(Kessler, Mickelson, and Williams 1999; Cobb et al. 2019).
Similarly, previous literature suggests women are more in-
clined to perceive gender discrimination (Eagly and Kite
1987), and individuals from marginalized sexual orienta-
tions are more prone to recognizing biases and stereotypes
against their communities (Herek 2009). Also, previous re-
search in Al and HCI advocated for avoiding overburdening
the already marginalized groups (DeVos et al. 2022; Deng
et al. 2023), we are motivated to evaluate the effect of a cer-
tain marginalized demographic on users’ rating of harmful
algorithmic bias not only against this specific demographic,
but also other marginalized demographics. This led us to the
following hypotheses: HP 1a. Users belonging to marginal-
ized genders are more likely to detect harmful algorithmic
bias in image search. HP 1b. Users belonging to marginal-
ized sexual orientations are more likely to detect harmful
algorithmic bias in image search. HP 1c¢. Users belonging to
marginalized races are more likely to detect harmful algo-
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rithmic bias in image search.

3.2 Hypothesis (HP) 2: Effects of Everyday

Discrimination Experience

Social psychologists have found that individuals are more
likely to perceive societal bias and stereotypes against
marginalized genders, sexual orientations, or races due
to experiences of discrimination (Kessler, Mickelson, and
Williams 1999; Eagly and Kite 1987; Cobb et al. 2019;
Herek 2009). In the context of algorithm auditing, DeVos et
al. (DeVos et al. 2022) found prior exposure to and experi-
ences with harmful demographic bias have a large impact on
types of bias people are able to identify. Using the Everyday
Discrimination Scale, which measures the frequency and
impact of perceived discrimination in daily life (Williams
et al. 1997; Carter et al. 2017; Harnois et al. 2019), we
hypothesized the following: HP 2. Users who have experi-
enced discrimination in their everyday lives more frequently
are more likely to detect harmful algorithmic bias and dis-
crimination in image search.

3.3 Hypothesis (HP) 3a - 3e: Effects of Social and
Technical Knowledge

Previous literature in social psychology found that media ex-
posure to societal biases has a profound impact on how in-
dividuals perceive bias in information (Durkin 1985; Durkin
and Hurtz 2004; Devine 1989). In algorithm auditing, De-
Vos et al. (DeVos et al. 2022) found that users’ performance
is also influenced by second-hand knowledge from close so-
cial relations and secondary sources of information., e.g.
anecdotal accounts from friends and family, as well as me-
dia reports about societal and algorithmic biases. This led
us to the following hypotheses: HP 3a. Users with relation-
ships to marginalized demographics are more likely to detect
harmful algorithmic bias in image search. HP 3b. Users with
awareness of societal bias are more likely to detect harmful
algorithmic bias in image search. HP 3c¢. Users with media
exposure to societal bias are more likely to detect harmful
algorithmic bias in image search. HP 3d. Users with media
exposure to algorithmic bias are more likely to detect harm-
ful algorithmic bias in image search. HP 3e. Users with per-
ceived familiarity with algorithmic systems are more likely
to detect harmful algorithmic bias in image search.

4 Method

We conducted a randomized survey experiment on Prolific.
2,221 participants completed the survey, reduced to 2,179
after cleaning. The study protocol was approved by our
Institutional Review Board (IRB).

4.1 Experiment Design

We designed an online experiment where participants were
shown four cases of Image Search results in random order,
including three cases that previous literature has identified
as biased against marginalized gender, racial, or sexual
orientation groups, as well as one neutral case. We presented
four cases for each participant by randomly selecting one
from each set of two in an eight-case pool. We randomized



the case order to avoid any order effects, following prior
work (Seltman 2013; Gorvine et al. 2017). Given that our
hypotheses were preregistered to investigate the effects of
identities and experience on user harmful bias ratings, we do
not assign participants to treatment and control groups. Our
independent variables were participants’ demographics, ev-
eryday discrimination experience, and social and technical
knowledge; our dependent variable was participants’ ratings
of how harmful they perceived the biases were in each case.
Case Selection: We chose six biased cases of image search
results from previous literature. These cases have drawn
wide attention due to one type of bias based on race, gender,
or sexual orientation, as there have been rich discussions of
harmful algorithmic biases in these dimensions. The selec-
tion process started with a small set of high-profile cases re-
ported by previous literature. We iteratively reviewed these
known cases and searched for new ones to reach six bias
cases, using criteria such as they should be able to be pre-
sented via screenshots and should be easy to understood by
participants. It is worth noting that some of these cases might
be perceived as containing multiple types of biases, as the
identification of harmful algorithmic biases often involves
complex and subjective value judgments, and users may per-
ceive those biased cases through multiple dimensions, as
suggested by (DeVos et al. 2022). For the purpose of this
study, we categorized these cases based on the primary bias
identified in the literature, which served as our ground truth,
into three Bias Case sets (see Table 1). Specifically, we in-
cluded search results of “tree” and “flower” as our Neutral
Case, to reduce any learning effects (Charness, Gneezy, and
Kuhn 2012). The use of non-human subjects as neutral cases
aligns with research designs used in previous studies (Schoth
and Liossi 2017), with a goal to minimize the possibility
of incorporating demographic biases that, while not broadly
acknowledged or discussed, could still be raised by some
study participants (DeVos et al. 2022). Following (DeVos
et al. 2022), we presented the collection of images in the
format of one snapshot. The complete survey for our exper-
iment, the study procedure, and figures of all the cases can
be found in Supplementary Material'.

4.2 Operationalization
Dependent variable:

¢ Harmfulness of Bias (7-point Likert Scale): The de-
pendent variable was measured using a 7-point Likert
scale, where 1 = Totally unharmful bias, and 7 = totally
harmful bias. We converted it to an ordered factor.

Independent variables:

¢ Belonging to a marginalized gender, sexual orien-
tation, or race (Binary Variables): We created three
variables to represent whether a participant belonged to
a marginalized gender, sexual orientation, or race. The
“Belongs to a non-marginalized demographic” level was
the reference level in our ordinal regression model.

'See our supplementary material at
https://github.com/jiayin3zh/crowdauditbaseline-public.git

78

* Chronicity of yearly everyday discrimination experi-
enced (Binned Factor): We operationalized responses
to the short-version of the Everyday Discrimination
Scale (Williams et al. 1997; Carter et al. 2017; Harnois
et al. 2019) by first multiplying each item response
by a number representing the frequency at which the
participant said they had experienced a particular type
of discrimination throughout the year, then summed the
values across the different items, and binned the summed
values into “low”, “moderate”, and “high” occurrence
of yearly discrimination, following the “chronocity”
method in previous literature (Michaels et al. 2019).
“Low” of yearly discrimination was the reference level.

* Relation to marginalized genders, sexual orienta-
tions, and races (Binary Variables): We transformed
participant responses of if they had family or friends who
belonged to marginalized genders, sexual orientations,
and races into binary variables, where 1 = yes, and 0 =
they did not. “0” was the reference level.

* Awareness of Societal Bias (Categorical, 6-Level
Factor): We transformed participant responses of their
awareness of societal biases into a categorical factor
variable with 6 levels, ranging from “Not aware at all” to
“Very aware”. “Not aware at all” was the reference level.

* Media exposure to social bias information (Cate-
gorical, 6-Level Factor): We transformed participant
responses of their exposure to media about societal bi-
ases into a categorical factor variable with 6 levels from
“Never” to “Daily”. “Never” was the reference level.

* Media exposure to algorithmic bias information (Cat-
egorical, 6-Level Factor): We transformed participant
responses of their exposure to media about algorithmic
biases into a categorical factor variable with 6 levels from
“Never” to “Daily”. “Never” was the reference level.

* Perceived familiarity with algorithmic systems (Cat-
egorical, 5-Level Factor): We transformed participant
responses of their perceived familiarity with algorith-
mic systems into a categorical factor variable with 5
levels, ranging from “Not familiar at all” to “Extremely
familiar”. “Not familiar at all” was the reference level.

4.3 Data Collection

Sampling Strategy: We conducted power analysis for each
demographic group using US census data as a reference to
determine sample sizes. For each demographic feature as-
sessed - gender, race, and sexual orientation - we determined
the estimated sample size, aiming for a 95% confidence
level with a 5% margin of error. These calculations were
based on each granular demographic classification within
the categories of gender, race, and sexual orientation, and
were aligned with the US census data’s demographic ratios.
As the categories provided by the Prolific prescreener did
not align seamlessly with those of US census data, we col-
lated the estimated sample sizes of conventionally privileged
groups and lumped the estimated sample sizes for marginal-
ized demographics into broader categories: male (N = 385),
non-male (N =421), white (N = 375), non-white (N = 567),
heterosexual (N = 158), and non-heterosexual (N = 176).



Case Sets Cases of Image Search Results

Descriptions

Bias Case Set 1 “professor style” on Google Images

The results only showed men (Noble 2018).

“doctor” on Google Images

The results only showed white men (Noble 2018).

Bias Case Set 2 weddings” on Google Images

The results only showed heterosexual relationships (DeVos et al. 2022).

“romantic couples” on Google Images

The results only showed heterosexual relationships (DeVos et al. 2022).

Bias Case Set 3 babies” on Bing Images

The results only displayed white babies (Kleinman 2017).

“CEO” on Google Images

The results showed all white men (Brekke 2015).

Neutral Case Set flower” on Google Images

The results are from “flower” on Google Image.

“tree” on Google Images

The results are from “tree” on Google Image.

Table 1: Cases we used in our experiment. Prior literature has reported these cases as biased against marginalized genders,
sexual orientations, and races. We presented four cases randomly, randomly selecting one case from each case set.

Participants: Using the Prolific pre-screener for filtration
and anticipating some low-quality responses, we concur-
rently released six studies and recruited 5% more partic-
ipants for each sample: male (N = 411), non-male (N =
448), white (N = 399), non-white (N = 600), heterosexual
(N = 170), and non-heterosexual (N = 193). 2,221 partici-
pants were recruited to participate in a study termed “Asking
for your opinion about algorithmic systems” on Prolific. We
only allowed workers with a minimum approval rate of 90%
to participate. Each participant was at least 18 years old, lo-
cated in the US, and could participate only once. Participants
were rewarded based on a $12 hourly rate and the average
duration was 8 minutes and 35 seconds. Responses were re-
jected if their duration were 3 standard deviations below the
mean, if they failed the attention check, or if the participant
was asked to write a sentence but only put in several words.
We excluded 7 participants who failed the attention check
question (Q10), and 13 participants who reported that they
had previously seen any of the cases. We used a Large Lan-
guage Model (LLM) to filter low-quality, self-contradictory
responses which were excluded from the final dataset. Our
LLM application followed best validation practices: the
model had a 98.7% accuracy and 0.974 kappa value based
on our human-labeled subset. This led to an exclusion of 22
participants. Our final dataset contains 2,179 participants af-
ter the cleaning. We detail our use of the LLM and the table
of participants’ demographics in Supplementary Material'.

4.4 Qualitative Analysis

To understand the rationale behind participants’ ratings, we
performed content analysis (Braun and Clarke 2006) on
the open-ended questions, following (Emami-Naeini et al.
2021). Due to the large size of our data, we randomly sam-
pled a subset of 324 responses, following Engel et al. (2022).
For the three biased cases, we categorized participants’ re-
sponses as harmful, unharmful, or neutral, based on their
harmfulness ratings. This resulted in nine subsets of re-
sponses (3 cases x 3 categories). We randomly selected 36
responses from each subset, which resulted in a total of 324
responses (5.1% of all). Two researchers read through the
dataset individually, held weekly discussions, and developed
a codebook. They inductively coded a random sample of 36
responses and reached a Cohen’s Kappa value of 0.85, above
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the recommended 0.70 (McDonald, Schoenebeck, and Forte
2019). The remaining 288 responses was coded by one.

5 How Various Factors Influence Users’
Rating of Harmful Algorithmic Bias

We detail how different factors impacted how users rated the
severity of harmful algorithmic bias in each case. We used
Cumulative Link Models (CLM) - a type of ordinal regres-
sion for examining ordered categorical data - to test our hy-
potheses. We constructed three Models a, b and c, each for
each case set to test HP 1a - 1c, 2, and 3a - 3e (see Table 2).

5.1 Effects of Demographics

Marginalized Genders (HP 1a): Of those participants
whose genders are marginalized in society, 69.1%, 41.6%,
and 74.5% respectively rated the image search results in
Case #1, #2, and #3 as either totally, very, or somewhat
harmful. Of those participants whose genders are not
marginalized in society, 45.2%, 23.5%, and 56.0% respec-
tively rated the image search results in Case #1, #2, and #3
as either totally, very, or somewhat harmful. We found a
statistically significant relationship between marginalized
genders and participants rating Case #1, #2, or #3 as harm-
fully biased. The estimated coefficient for marginalized
genders was 0.653 (95% CI: [0.494, 0.812], p<0.001) in
case #1; 0.443 (95% CI: [0.283, 0.602], p<0.001) in case
#2; and, 0.601 (95% CI: [0.441, 0.760], p<0.001) in Case
#3. For people who belong to marginalized genders, the
odds (based on exponentiation of the significant coefficients,
following (Grano et al. 2020)) of being more likely to rate
the case as harmful is 1.89 (Case #1), 1.56 (Case #2),
or 1.82 (Case #3) times that of people not belonging to
marginalized genders. Thus, H1a is supported.

Marginalized Sexual Orientations (HP 1b): Of those
participants whose sexual orientations are marginalized
in society, 67.1%, 47.2%, and 75.9% respectively rated
the image search results in Case #1, #2, and #3 as either
totally, very, or somewhat harmful. Of those participants
whose sexual orientations are not marginalized in society,
56.5%, 27.7%, and 61.6% respectively rated the image
search results in Case #1, #2, and #3 as either totally, very,
or somewhat harmful. We found a statistically significant



Model a (Case Set 1)

Model b (Case Set 2)

Model ¢ (Case Set 3)

Demographic Group Status:
Marginalized Gender
Marginalized Sexual Orientation
Marginalized Race
Relationships to Marginalized Demographics:
Relationships to Gender Marginalized
Relationships to Sexual Orientation Marginalized
Relationships to Race Marginalized
Perceived Familiarity to Algorithmic System:
Extremely familiar
Moderately familiar
Moderately not familiar
Neither familiar nor not familiar
Awareness of Societal Biases:
Very aware
Somewhat aware
Neither aware or not aware
Not very aware
Media Exposure to Societal Bias:
Daily
Weekly
Monthly
A few times a year
I don’t know
Media Exposure to Algorithmic Bias:
Daily
Weekly
Monthly
A few times a year
I don’t know
Yearly Discrimination Chronicity:
Yearly Discrimination

0.653*** [0.494, 0.812]
0.224* [0.028, 0.420]
-0.107 [-0.276, 0.062]

0.243* [0.035, 0.451]
0.333** [0.128, 0.538]
-0.030 [-0.259, 0.199]

-0.306 [-0.783, 0.170]
-0.192 [-0.631, 0.246]
-0.296 [-0.781, 0.189]
-0.205 [-0.671, 0.262]

0.599 [-0.312, 1.511]
0.682 [-0.176, 1.540]
1.087* [0.256, 1.918]
1.395%* [0.557, 2.233]

0.558+ [-0.048, 1.164]
0.662* [0.070, 1.253]
0.462 [-0.143, 1.068]
0.304 [-0.307, 0.914]
0.383 [-0.305, 1.070]

0.053 [-0.306, 0.412]
-0.057 [-0.351, 0.237]
0.115 [-0.170, 0.399]
0.320* [0.057, 0.583]
0.022 [-0.263, 0.308]

0.231*** [0.097, 0.366]

0.443*** [0.283, 0.602]
0.610*** [0.410, 0.809]
-0.220* [-0.392, -0.049]

0.282%* [0.069, 0.496]
0.329** [0.119, 0.538]
-0.144 [-0.377, 0.088]

-0.330 [-0.826, 0.166]
-0.226 [-0.681, 0.229]
-0.093 [-0.597, 0.412]
-0.144 [-0.628, 0.341]

1.189% [0.155, 2.222]
1.059% [0.072, 2.047]
1.300%* [0.337, 2.262]
1.275%* [0.308, 2.243]

0.351 [-0.274, 0.977]
0.454 [-0.157, 1.065]
0.335 [-0.287, 0.958]
0.258 [-0.374, 0.890]
0.467 [-0.243, 1.177]

0.102 [-0.263, 0.466]
0.002 [-0.299, 0.303]
0.227 [-0.063, 0.517]
0.032 [-0.237, 0.302]
0.062 [-0.229, 0.354]

0.389*** [0.208, 0.409]

0.601*** [0.441, 0.760]
0.432%** [0.236, 0.628]
-0.021 [-0.190, 0.148]

0.338** [0.128, 0.547]
0.245* [0.038, 0.453]
0.154 [-0.075, 0.383]

-0.399 [-0.884, 0.086]
-0.294 [-0.740, 0.152]
-0.312 [-0.804, 0.179]
-0.284 [-0.760, 0.193]

1.619%% [0.626, 2.612]
1.578%%% [0.641, 2.515]
2.080%** [1.168, 2.992]
2.428%%% [1.510, 3.347]

0.441 [-0.160, 1.042]
0.632* [0.046, 1.218]
0.726* [0.127, 1.325]
0.389 [-0.216, 0.994]
0.350 [-0.336, 1.037]

0.228 [-0.130, 0.586]
0.071 [-0.223, 0.365]
0.198 [-0.085, 0.480]
0.299* [0.038, 0.561]
0.290* [0.004, 0.576]

0.245*** [0.087, 0.346]

Num.Obs. 2179 2179 2179

AIC 7586.9 7181.0 7461.7

BIC 7854.2 7442.6 7723.3

RMSE 4.44 342 4.68

Note: + p<0.1,*p <0.05, # p < 0.01, *** p < 0.001

Table 2: Models predicting more severe harmfulness rating from demographics, everyday discrimination experience, and social
and technical knowledge. Bracket next to each coefficient is the Confidence Interval: [Confidence Interval 95%: Low, High].

relationship between belonging to marginalized sexual
orientations and participants rating the image search results
in Case #1, #2, and #3 respectively as harmfully biased. For
brevity, we refer readers to Table 2 for the coefficients for
each case. For people who belong to marginalized sexual
orientations, the odds of being more likely to rate the case as
harmful is 1.25 (Case #1), 1.84 (Case #2), or 1.54 (Case #3)
times that of people not belonging to marginalized sexual
orientations. Thus, H1b is supported.

Marginalized Races (HP 1c¢): Of those participants
whose races are marginalized in society, 54.9%, 27.6%, and
62.9% respectively rated the image search results in Case
#1, #2, and #3 as either totally, very, or somewhat harmful.
Of those participants whose races are not marginalized in
society, 61.6%, 35.2%, and 66.2% respectively rated the
image search results in Case #1, #2, and #3 as either totally,
very, or somewhat harmful. We did not find a statistically
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significant relationship between belonging to marginalized
races and participants rating the image search results
in Case #1 and #3 as harmfully biased. We did find a
statistically significant relationship in Case #2. However,
the sign of the coefficient for Model b for marginalized race
was negative in Case #2, meaning participants belonging to
a marginalized race demographic were less likely to rate the
image results as more harmfully biased. The estimated coef-
ficient for marginalized races was -0.220 (95% CI: [-0.392,
-0.049], p<0.05) in Case #2. Thus, Hlc is not supported.

5.2 Effects of Everyday Discrimination
Experience

We found a statistically significant relationship between
“Yearly Discrimination Chronocity” (experiencing more
everyday discrimination throughout the year) and
participants rating the image search results in Cases #I,
#2, and #3 respectively as harmfully biased. The estimated



coefficients were 0.231 (95% CI: [0.097, 0.366], p<0.001)
in Case #1; 0.389 (95% CI: [0.208, 0.409], p<0.001) in
Case #2; and, 0.245 (95% CI: [0.087, 0.346], p<0.001) in
Case #3. Readers should interpret the positive coefficient
to mean that respondents tend to give a higher harmfulness
rating to the image search results as the perceived yearly
discrimination increases. Thus, Hypothesis 2 is supported.

5.3 Effects of Social and Technical Knowledge

Relationships to Marginalized Demographics (HP 3a):
In Case #1, #2, or #3, we found a statistically significant
relationship between participants having relationships to
marginalized genders and participants rating the image
search results as harmfully biased. In Case #1, #2, or #3, we
also found a statistically significant relationship between
participants having relationships to marginalized sexual
orientations and participants rating the case as harmful.
For brevity, we refer readers to Table 2 for the coefficients
for each case. In Case #1, #2, or #3, we did not find a
statistically significant relationship between participants
having relationships to marginalized races and harmful-
ness rating. Thus, H3a is partially supported by having
relationships to marginalized genders and having rela-
tionships to marginalized sexual orientations, and not
supported by having relationships to marginalized races.

Awareness of Societal Bias (HP 3b): In Case #1, we
found a statistically significant relationship only between
participants reporting they were “Neither aware or not
aware” and “Not very aware” in awareness of societal
biases and their rating the image search results as harm-
fully biased. In Case #2 and #3, we found a statistically
significant relationship between every level of participants’
awareness of societal biases and their rating the image
search results as harmfully biased. For brevity, we refer
readers to Table 2 for the coefficients for each level of
awareness for each case. Thus, H3b is partially supported
in Case #1, and supported in Case #2 and #3.

Media Exposure to Societal Bias (HP 3c): In Case
#1, we found a statistically significant relationship only
between “weekly” media exposure to societal bias and
participants rating the image search results as harmfully
biased. The estimated coefficient for “weekly” was 0.662
(95% CI: [0.070, 1.253], p<0.05) in Case #1. In Case
#3, we found a statistically significant relationship only
between “weekly” or “monthly” media exposure to
societal bias and participants rating the image search
results as harmfully biased. The estimated coefficient for
“weekly” was 0.632 (95% CI: [0.046, 1.218], p<0.05) and
the estimated coefficient for “monthly” was 0.726 (95% CI:
[0.127, 1.325], p<0.05) in Case #3. Thus, H3c is partially
supported in Case #1 and #3.

Media Exposure to Algorithmic Bias (HP 3d): In Case
#1 and #3, we found a statistically significant relationship
between “a few times a year” media exposure to algorith-
mic bias and participants rating the image search results as
harmfully biased. In Case #1, the estimated coefficient for
“a few times a year” was 0.320 (95% CI: [0.057, 0.583],

81

p<0.05). In Case #3, the estimated coefficient for “a few
times a year” was 0.299 (95% CI: [0.038, 0.561], p<0.05).
Thus, H3d is partially supported in Case #1 and #3.

Perceived Familiarity with Algorithmic Systems (HP 3e):
We find no statistically significant relationship. Thus, H3e
is not supported.

6 Why Users See Biases the Way They Do

We categorized the 324 responses into three major themes:
(1) unharmful; (2) harmful; and (3) neutral. Each comprised
108 responses. Our analysis revealed a multifaceted inter-
play of factors such as societal norms, perceptions of diver-
sity, and the depth of social and technical understanding.

6.1 Perceived as Harmful

Our findings highlight three primary reasons participants
deemed an algorithmic outcome harmful: 1) Devaluation
of Marginalized Groups. Some (19/108) argued that the
image search results can harm the affected minority groups
by devaluing them. The results were perceived as fostering
feelings of inferiority, exclusion, or discrimination among
marginalized groups: “People of color may feel their babies
are less valued in society than white babies. This causes
psychological harm” (P80). 2) Erasure of Marginalized
Groups. Some highlighted that by only showing white,
male, heterosexual groups, these biased image search results
actually ignore and/or erase the existence of marginalized
groups (46/108). One explained, “there are lots of black
and female CEQ’s not pictured (here)” (P115). 3) Gener-
ating Allocative Harms. Some (18/108) stressed that the
image search results could generate direct negative societal
impact for marginalized groups by eroding their confidence
and making them feel less capable of achieving their goals in
society, connecting “representational harms” with “alloca-
tive harms” (Crawford 2017): “This might enforce the idea
that women can’t be doctors, which would harm girls who
aspire to be doctors” (P26).

6.2 Perceived as Unharmful

Participants who downplayed harmfulness of biased image
search results generally held three perspectives: 1) Reflec-
tion of Social Reality. Although some noted that marginal-
ized groups were less represented, they (10/108) believed
the search results were merely echoing existing societal
structures, and therefore, were not harmful. One felt the
“doctor” case simply mirrored the real-world demographic
makeup (P119). 2) Perceived Adequate Diversity. Some
(31/108) believed that these results were already adequately
diverse, particularly in regard to racial representation. In
many cases, their assessments often centered on racial di-
versity, while overlooking potential biases against other
marginalized groups. One felt, “I believe the bias and dis-
crimination this algorithmic system is generating is some-
what unharmful because it is inclusive of other races and
nationalities” (P143). Even when acknowledging the lack
of diversity in other social dimensions (e.g., sexual orienta-
tion), some still deemed the overall situation as unharmful
due to the presence of racial diversity: “I believe it is not



harmful because I see a good amount of different weddings
of different races, although there are more straight cou-
ples” (P154). 3) Technical Interpretation and Social Dis-
connect. Some (47/108) evaluated search algorithms from
a purely technical standpoint, detaching social implications.
As long as the search results were relevant to the query, the
algorithm was functioning appropriately (P201). They felt
that the algorithm was performing as expected and shifted
the responsibility for guiding search outcomes to humans:
“It is an innocent, Al-driven search. If you want to see cer-
tain results, you need to change the term” (P186).

6.3 Neutral Perception

Some participants could not decide whether the image
search results contained harmful bias. 1) Ambiguity over
Adequate Diversity. Some (14/108) acknowledged the lack
of representation but were not sure how much diversity is
enough: “It becomes an issue when trying to describe what
is enough that makes it potentially harmful” (P301). 2) Dis-
connection between Diversity and Impact. Some (36/108)
admitted that although they noticed issues with limited rep-
resentations of minorities, they were not sure whether such
results are generating harmful impacts.

7 Discussion

Broadening Participation for User-Engaged Algorithm
Auditing. Our findings provide practical insights for ad-
dressing the challenges researchers and practitioner faced
when implementing user-engaged algorithm auditing, such
as identifying relevant user subgroups, recruiting appropri-
ate end-users, and assigning tasks to gain actionable insights
(Deng et al. 2023; Raji et al. 2020), as well as avoiding
overburdening marginalized groups due to the offensive
nature of many Al biases(Steiger et al. 2021). First, we pro-
vide quantitative evidence confirming that individuals from
marginalized groups, particularly gender and sexual orienta-
tion minorities, are more likely to rate algorithmic biases as
more harmful in image search. This implies that practition-
ers should prioritize recognizing and amplifying the voices
of marginalized groups in their processes. Our results also
suggest potential “allies” whom practitioners can recruit
to assist minorities in algorithm auditing. Specifically, our
findings indicate that individuals who have experienced ev-
eryday discrimination, those who possess an understanding
of societal bias, as well as those who have been exposed
to algorithmic and societal bias through the media, are
more likely to rate algorithmic biases as more harmful.
To potentially relieve the burdens from marginalized
groups, practitioners should consider recruiting additional
participants from these social groups to support improving
Al products and services for minorities. Expanding the
scope to identify more potential allies widens the pool of
participants, streamlining the recruitment process without
compromising the quality of the audit (Raji and Buolamwini
2019; Costanza-Chock, Raji, and Buolamwini 2022).

The Complexity in Algorithmic Bias Sensitivity. Our
work has broadened our understanding of how people’s de-
mographics and experiences affect their likelihood to rate
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systematic or social biases, extending past literature in so-
cial psychology to the emerging domain of algorithm au-
diting. Within this new algorithmic context, our quantitative
results indicate that marginalized genders or sexual orien-
tations were more likely to rate algorithmic bias as more
harmful than other non-marginalized participants. However,
there is no statistically significant relationship between be-
longing to marginalized races and being more likely to rate
the biased image search results as more severely harmful.
We are unsure of the underlying reasons for this disparity
and believe they warrant further investigation. Here, we dis-
cuss a potential reason, based on evidence from our quali-
tative analysis. Users sometimes downplayed biases related
to gender and sexual orientation if they perceived there was
sufficient racial representation. This, coupled with the re-
cent growing awareness of social bias and increasing media
coverage on discrimination, may have influenced users to
be more sensitive to bias, regardless of their own races. Our
quantitative data also revealed that having heightened aware-
ness of societal biases increases the likelihood of rating bi-
ased cases as harmful. It is worth noting that this observation
is speculative and requires further research for confirmation.

Raising Awareness and Training the Next Generation
of User-Auditors. One way practitioners can support users
in algorithm audits is by drawing upon the insights from
other users to offer community guidance. While our qualita-
tive findings reveal a complex picture of the rationale behind
participants’ ratings, our participants have already offered
important insights. Some drew from their lived experiences
to illustrate the harms encoded in these cases: “As a female
doctor myself, this is harmful to the young girl’s view and
makes people feel they cannot become doctors because they
believe every one of them is male”(P12). We envision that
practitioners can gather these community insights and share
them with user groups, to promote awareness and foster crit-
ical Al literacy (StrauB3 2021; Long and Magerko 2020). In
addition, we also envision that practitioners can better sup-
port users in harmful bias rating by providing more struc-
tural guidance. For instance, in our experiment, some partic-
ipants rated image search results that contain biases against
women as harmless because they focused solely on evalu-
ating racial representation while neglecting other forms of
bias and discrimination (P143). To address this issue, prac-
titioners could consider offering a comprehensive taxonomy
of harmful biases or checklists, as (Shelby et al. 2023), to
scaffold the process by assisting users in conducting more
thorough assessments of various types of bias.

8 Conclusion

In this paper, we investigated the factors related to individu-
als’ identities, experiences, and social and technical knowl-
edge that influence their likelihood of rating harmful algo-
rithmic biases. Our results identified potential allies we can
enlist to support user-engaged algorithm auditing, thereby
reducing the burden on marginalized social groups. We also
offer insights into the complex reasons behind harmful bias
rating. Our paper provides practical guidelines for designing
future methods to better support users in algorithm auditing.
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