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Abstract

Considerable debate revolves around the relative importance of rock type, tectonics,
and climate in creating the architecture of the critical zone. We demonstrate the importance
of climate, and in particular the rate of water recharge to the subsurface, using numerical
models that incorporate hydrologic flowpaths, chemical weathering, and geomorphic rules for
soil production and transport. We track alterations in both solid phase (plagioclase to clay)
and water chemistry along hydrologic flowpaths that include lateral flow beneath the water
table. To isolate the role of recharge, we simulate dry and wet cases and prescribe identical
landscape evolution rules. The weathering patterns that develop differ dramatically beneath
the resulting parabolic interfluves. In the dry case, incomplete weathering is shallow and
surface-parallel, whereas in the wet case, intense weathering occurs to depths approximating
the base of the bounding channels, well below the water table. Exploration of intermediate
cases reveals that the weathering state of the subsurface is strongly governed by the ratio of
the rate of advance of the weathering front, itself controlled by the water input rate, and the
rate of erosion of the landscape. The system transitions between these end-member behaviors
rather abruptly at a weathering front speed — erosion rateratio of ~1. While there are
undoubtedly direct roles for tectonics and rock type in critical zone architecture, and yet more
likely feedbacks between these and climate, we show here that differences in hillslope-scale

weathering patterns can be strongly controlled by climate.

1 Introduction

The layer at the earth’s surface in which water flows and weathers primary minerals
to clays has been called the critical zone (CZ) for its importance to hosting terrestrial life on
the planet (Anderson et al., 2007). The structure of this zone, including its vegetation,
controlswater flow (Figure 1), and itself co-evolves with the topography over long timescales

of order million years.
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Chemical weathering within the critical zone plays key roles in geomorphology,
biology and geologic hazards. Most directly, the degree of weathering can govern the
susceptibility of rock to being entrained or released into the mobile regolith, and therefore
serves as a regulator of soil formation. As the weathering architecture of the CZ influences
the hydraulic conductivity of the subsurface, thereby controlling the flow rates and flow paths
of water, it affects the chemistry of water that drains from hillslopes into rivers. CZ
architecture is itself shaped by weathering and erosion processes largely driven by water. The
thickness of the weathering zone also governs the depths from which plants may obtain
nutrients. Finally, by affecting rock strength, the pattern of weathering may govern seismic

shaking-induced landsliding (e.g., Gallen et al., 2015; Von Voigtlander et al., 2018).

The architecture of the subsurface has been illuminated with shallow geophysical
methods (Befus et al., 2011; Clarke & Burbank, 2011; Leopold et al., 2013; Holbrook et al.,
2014; Parsekian et al., 2015; Von Voigtlander et al., 2018), and by mineralogical and
geophysical analysis of deep boreholes (Anderson et al., 2002; Banks et al., 2009; Buss et al.,
2013; Rempe and Dietrich, 2018). These methods reveal different patterns and extents of
weathering, from shallow to deep, from surface-parallel weathering to weathered layers that
thicken upslope or downslope. The differences in critical zone architecture that these and
other studies reveal have been attributed to causes ranging from climate to spatial variation in
physical erosion rate to lithologic controls to tectonic processes.We propose and test a
conceptual and numerical model focused on climate, specifically effective precipitation, to
explain differences in weathering patterns.

The role of recharge rate on weathering front propagation and CZ evolution is well
recognized, but has been explored largely based on one-dimensional models (White, 2002;
Brantley & White, 2009; Mabher et al., 2009). Multi-dimensional models have been

developed only recently (Lebedeva& Brantley, 2013; Pandey&Rajaram, 2016; Brantley et al.,
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2017; Braun et al., 2016). A complete model for weathering front propagation in a
hillslope/interfluve should consider fluid flow and reactive transport in both the vadose zone
(which is largely vertical) and the saturated groundwater system (where flow is largely
horizontal/lateral, diverting the weathering front propagation). Especially at high recharge
rates, as we discuss in this paper, unrealistic behavior results unless this lateral flow
mechanism is properly represented. Another important element is the evolution of hillslope
topography and the geometry of the water table, both of which are connected to changes in
the channel at the base of the hillslope.

We develop a numerical model of a two-dimensional slice of an interfluve from
drainage divide to channel that includes the weathering of rock, production of mobile
regolith, transport of sediment, and transmission of water through the critical zone. Our
modeling approach allows consistent exploration of the influence of recharge rate, subsurface
hydrology (including lateral flow) on the evolution of CZ architecture. Our simulation results
suggest that although a continuum of weathering patterns/CZ architectures is plausible, there
are two key end-members, the transition between which occurs over a relatively small range
of recharge rates. One end-member is development of a relatively thin, surface-parallel
weathered zone, which occurs at low recharge rates. The other end-member, found at high
recharge rates, is a weathered zone that extends well below the water table to the base of the

groundwater system and produces deeply weathered interfluves.

2 Model for weathering and hillslope evolution

We develop a numerical model of evolution of a 2D cross section of a hillslope
(Figure 1). Any such model must include rules for: 1) Entrainment of rock particles into the
mobile regolith, commonly called the “soil production function” (for brevity, we use the
terms soil and mobile regolith interchangeably). This process both lowers the rock-soil

interface, and adds to the overlying soil thickness. 2) Transport of soil, the gradient in
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transport contributing to the rate of soil thickening or thinning. 3) Incision of the channels
that bound the interfluve and that therefore serve both as boundary conditions for the
hillslope, and to transport soil and water out of the system. 4) Consistent representations of
hydrology and reactive transport that conform to the boundary conditions imposed by other
processes and hydroclimatic forcing.

We model essential elements of the hydrologic system within the evolving interfluve
and the control of the hydrologic system on the chemical weathering. Soil production,
sediment transport and channel incision together control topographic evolution. Within this
evolving interfluve, we employ analytical solutions for the hydrologic flowfield and for the
travel times of water through that field, which in turn allow tracking of the chemical
evolution of the water as it reacts with the rock. This strategy necessitates simplifying
assumptions, but this cost is compensated by model efficiency, and the ability to explore the

major drivers of the chemical weathering patterns.

2.1 Geomorphic rules

The geomorphic components of the model follow closely those described in Anderson
et al. (2013). Models of hillslope evolution require rules for the rate of lowering of the
bedrock-mobile regolith interface (due to transformation or entrainment of particles from

rock into soil)

1z,
KT w (1)

wherez,, is the elevation of the bedrock-mobile regolith interface, # is time, and w 1s the rate

of lowering of the interface. We also require an expression for the rate of change of the

thickness of the mobile layer, H.
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where p, and p; are the density of rock and the bulk density of soil, respectively, x is
downslope distance, and Q is the mass flux of the mobile regolith. This conservation
statement acknowledges a source term from release of rock into the soil from below, and the
divergence of soil transport, Q, in the first and second terms, respectively. The elevation of
the surface, z;, is then calculated from the sum of the bedrock interface elevation and the soil
thickness.
z,=z,+H (3)

We therefore require model rules for the rate of detachment of rock into the soil (w),
and for transport of mobile regolith downslope (Q). In addition, as the stream that bounds a
hillslope serves as the boundary condition, we must specify the rate of incision of the stream.
2.1.1 Rate of bedrock lowering, w

The least well understood of the processes involved in the evolution of hillslopes is
the lowering of the bedrock interface, or so-called soil production rate. In the present model
we follow a common practice of assuming that the soil production rate is simply a function of
the thickness of the soil (e.g., Heimsath et al., 1997; Anderson, 2002). Here we employ the
simplest relation, in which the rate of soil production declines exponentially with soil

thickness:
w= woe'H’FH‘ (4)
whereH= 1s a soil depth at which the lowering rate of the rock interface has declined by a
factor of e from that on bare rock, wy.
2.1.2 Soil transport, Q
Once freed to move, soil 1s transported downslope in a manner that is governed by the
local slope, the local regolith thickness, the climate, and material properties. The simplest

rule for downslope transport of soil relates the soil mass transport rate, O [M/LT], and local

This article is protected by copyright. All rights reserved.



slope, S: O~-S. We advocate use of rules that require soil transport to vanish when soil

thickness becomes negligible (e.g., Anderson, 2002). This is most easily captured in
O=-krH.|1-¢"™ |s (5)

whereH+; is a characteristic soil depth for the transport process, o 1s the bulk density of soil,
and £ has dimensions of a velocity (e.g., Johnstone&Hilley, 2015). A more process-specific
rule for soil transport by frost creep is discussed in Section S1 of the Supplemental Materials;

Figure S1 illustrates the differences among the rules.

2.2 Hydrology

In a wide range of settings, much of the weathering activity is believed to occur in the
vadose zone, where fresh infiltrating recharge first encounters weathering minerals.In
contrast to Braun et al.(2016), we consider water flow and reactive transport in both the
vadose zone and below the water table. We envision steady state hydrology in a 2D hillslope
subjected to a steady and spatially uniform recharge (or infiltration) rate U,. The water table
1s assumed to be quasi-steady in time (it evolves slowly in response to lowering of the stream
channel and topographic surface, but seasonality and hydrologic transients are not
considered). For simplicity and an efficient analytical solution for the flowfield, we assign a
uniform saturated hydraulic conductivity, K. Future simulations will allow a spatially non-
uniform saturated hydraulic conductivity field that evolves with weathering. In Section 2.2.1
below we discuss how we calculate the effective unsaturated hydraulic conductivity in the
vadose zone.

We first calculate the expected water table geometry for the system, z,,(x). On a
hillslope of length L, with a bounding channel of elevation z; and water depth /., the water

table geometry obtained from the standard Dupuit approximation is (Figures 1 and 2):

Z, =z, + th +g—°(f -x?) (6)

sat
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Within the vadose zone between the ground surface and this water table, the flow of
water 1s assumed to be vertical and based on the widely used unit gradient approximation (i.e.
purely gravity driven flow). Groundwater flowpaths must segue between these vertical paths
and the horizontal flow at the exit to the channel. Importantly for calculation of chemical
reactions along these flowpaths, this analytical solution also allows calculation of travel times
along these paths. Based on using the two-dimensional continuity equation to derive the
vertical flux component, Strack (1984) showed that the streamlines for the steady state flow

field in a hydraulically homogeneous medium are hyperbolic (Figure 2):
xil"
:(x;xi)=:b+[:w(xi)— :b];;x>xf (7)

wherex; is the initial horizontal location of the streamline where it crosses the water table,
zw(x;) 1s the elevation of the water table at that location, and z(x;x;) is the elevation at location
x of the streamline that crossed the water table at location x;. The advective travel time of the
water (the time, 7,, from infiltration at the surface of the hillslope, z;, to any position along
itsflowpath) is controlled by the advective solute velocity (U,/6) for a given water content &
in the vadose zone (the calculation of 8 for unit-gradient flow is further discussed below in

Section 2.2.1), and linearly increases with depth within the vadose zone:

1) = 0> () ®)

Subsequently, the additional travel time within the groundwater system increases roughly

logarithmically with horizontal distance traveled when the water table has relatively low

relief (Gelhar& Wilson, 1974; Chesnaux et al., 2005):

T, (xx)=

h r ( X ]
- — _ 9
U, hl(_x,.j"x>xr ©

wheredis the effective porosity. It is readily evident from equations (8) and (9) that the

recharge rate exerts a strong influence on the travel time structure within the hydrologic
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system. A more general expression for the travel time within the groundwater system is

presented by Chesnaux et al. (2005).

2.2.1 Porous medium properties and vadose zone flow

The hydrologic framework for our model is based on a hillslope with a length of L =
100 m, and a stream water depth/, = 3 m (see Figure 1). We use values of saturated
hydraulic conductivityK,, = 0.05 m/day and porosity ¢of 0.1, for unweathered fractured
granitic rocks (Freeze & Cherry, 1979). With the above value ofK;,, the elevation of the
water table is calculated from equation (6). In the vadose zone above the water table, the
water content&is calculated by assuming unit gradient conditions with the specified recharge:

Us = Ko (a) = K iiK, (a) (10)

Here 6, K5, and k,refer to the water content in the vadose zone, unsaturated hydraulic
conductivity and relative permeability, respectively. The assumption of unit-gradient
conditions is no doubt a simplification, but is justified considering other higher-level
simplifications invoked, such as the assumptions of steady-state climatic forcing and
recharge. These simplifications allow us to address differences in the coupled behavior of
hydrology, weathering and geomorphology in the wet versus dry cases, without introducing
too much complexity. Equation (10) requires a relationship between water content and
relative permeability, &(6), for which we use the Brooks-Corey model (Brooks & Corey,

1964):

\ 3+2/,

(q -aq,
kr(g)=Lf——¢7,j' (11)

whereA is the pore-size distribution index and 6,is the residual saturation. We assume a value
of 0.1 for A, which 1s consistent with fine-grained materials representing the rock matrix, and
a value of 0.02 forg,. Although fractured rock behaves like a dual continuum in which wide

fractures drain at relatively low suction, they occupy a relatively small volume fraction, and
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the suction-saturation curve is likely dominated by the properties of the rock matrix at low
recharge rates. In the wet and dry cases, respectively, the recharge rates are 0.12 m/yr
(3.3x10™* m/day) and 0.02 m/yr (5.5x10° m/day). We emphasize that this is the recharge rate
to the deep flow system, and reflects both precipitation and evapotranspiration; the rates we
have chosen are representative of eastern US and mountain West recharge rates (Dall and
Fielder, 2008). From these recharge rates we calculate the corresponding water contents & in
the vadose zone of 0.084 and 0.08, respectively. These water contents are not significantly
different because the recharge rates in both cases are much smaller than the saturated
hydraulic conductivity. However, the travel time through the vadose zone 1s expected to be

much shorter in the wet case, as evident from (8), but also because the water table is

shallower (see (6)).

2.3 Chemical weathering

We now explore the consequences of the travel time (7,) structure within the
interfluve (Figure 3) on the chemical weathering field. While many minerals within a rock
will weather at different rates, we choose to treat the system as having one mineral that is
most susceptible to weathering. Models based on monomineralic systems have been used
extensively to derive insights on weathering (e.g., Maher, 2010; Brantley &Lebedeva, 2011;
Lebedeva et al., 2010; Lebedeva& Brantley, 2013). To this end, we track the weathering of
plagioclase feldspar along hydrologic flowpaths within the 2D hillslope. The rate of chemical

weathering of the primary mineral is captured by:

i
s -kp(C,, - c);o (12)

whereP 1s the molar mineral concentration of the primary mineral (here plagioclase) in the
rock [moles/m’], P, is its concentration in fresh rock, % is the reaction rate constant [1/T],

and C is the concentration of the dissolved primary mineral in the fluid [moles/m’]. Two
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factors govern the reaction rate: the fraction of the concentration of plagioclase remaining in
the rock, here represented by(P/P,), and the approach of the concentration of dissolved
mineral in the fluid to the equilibrium concentration, C,,.

The reactive transport equation for the concentration of dissolved mineral in the
infiltrating water may be conveniently written along flow lines (streamlines), as:

1¢ _IC P
ansﬁ_kp(qﬂ-c)g (13)

wheres 1s a curvilinear coordinate along a streamline and V; denotes the (spatially variable)
velocity component along streamlines. Streamline-based models have been developed
previously for reactive transport modeling in other contexts over the last two decades (e.g.,
Crane & Blunt, 1999; Stmmons et al., 1995). Note that equation (13) assumes advection-
dominated transport and neglects diffusion-dispersion terms. This approximation has been
adopted m previous reactive transport models for weathering and captures the behavior quite
well in porous media under most conditions. However, this approximation may not be valid
in fractured rock where matrix diffusion plays a significant role in controlling weathering
front propagation (e.g., Pandey and Rajaram, 2016; Rajaram and Arshadi, 2016), or under
diffusion-dominated conditions (e.g., Lebedeva et al. 2007). Following Gelhar and Collins
(1971) and Dagan and Cvetkovic(1996), equation (13) can be rewritten by transforming to
advective travel-time coordinates as defined as:

s ds'
T©=15%

(14)

where7(s) denoted the travel time to coordinate s and s’ 1s a dummy variable for integration.
Assuming quasi-steady state behavior for dissolved mineral transport, justified by the large
ratio of P, to C,q4 (Ortoleva et al., 1987), the transient term in the resulting transformed
equation may be dropped, yielding for the rate of change of concentration of dissolved

species in the fluid:
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1C P
—=kp(C,_-C)— 15
whereT denotes the travel time along a streamline, defined by equations (8) and (9). In the

simulations presented herein, we have employed P=3x10> moles/m’, Ceq=0.2 mole/m’,

andk=8.4x10° s (e.g., Brantley &Lebedeva, 2013).

2.4 Numerical implementation

The algorithms we have described are embedded in a finite difference numerical
model. We prescribe initial conditions of topography, soil thickness, and rock properties that
include density, porosity, hydraulic conductivity, and reactive mineral concentration. As the
topography is symmetrical, we report only one half, between the divide and one channel. We
prescribe the lowering of the channel at the edge of the hillslope at a rate e as a boundary
condition. As the base of the channel, z;, governs the base of the groundwater flowfield,
lowering of the channel brings fresh rock into the weathering system. Water infiltrates at a
steady rate U,, with initial dissolved mineral concentration C, (taken to be zero). Water flow
line (streamline) trajectories are vertically downward in the vadose zone, and calculated from
equation (7) below the water table. Travel times are calculated from equation (8) in the
vadose zone and equation (9) below the water table. The dissolved mineral concentration
field along each flow line is calculated from equation (15) and the mineral reaction rates are
calculated from the right hand side of equation (15). The mineral reaction rate field is
interpolated from the flow lines onto a fixed rectangular grid and equation (12) is used to
update plagioclase concentrations. The updated plagioclase concentrations are used while
solving the quasi-steady state transport equation (15) in the subsequent time-step. The
bedrock — soil interface is lowered at a rate governed by the local soil thickness using
equation (4). The soil discharge rule, equation (5), 1s implemented using a staggered grid, and

the thickness of soil is updated using the mobile regolith conservation equation (2). The
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surface elevation z,(x;) is updated in each time step, and serves as the upper boundary for the

water flow and reactive transport calculations.

3 Numerical Model Results

3.1 Comparison of dry vs wet end-member cases

To illuminate weathering fields in different climates, we first run the model with two
end-member climate forcings. In both cases the initial conditions, rock properties, and
efficiency of both soil transport and bedrock weathering are held constant. Only the rate of
water delivery (set by the recharge rate Uy) to the landscape differs, fixed at 0.02 m/yr in the
dry case and 0.12 m/yr in the wet case. This sets both the water table geometry and the flow
velocities through the subsurface. All other hydrologic properties are held uniform and
steady as discussed in section 2.2.1. The bounding channel incision rate, e, is held steady at
30 m/Myr. We run each model for 1 million years, roughly the time required for steady state
topography to evolve (7, = R/e, where R is the steady state relief, and e is the erosion rate of
the bounding channels). The topography, the soil thickness, and the weathering fields have all
achieved a steady state in the moving frame of reference tied to the local channels.

The linear increase in water travel times with depth in the vadose zone imposed by
equation (8) sets the time for water to reach the water table (Figure 2). Travel times continue
to increase as described by equation (9) along the hyperbolic trajectories in the groundwater
toward the exit at the channel. Longer trajectories of water parcels initiated near the ridge
have considerably greater total travel times upon exit. The travel times of water along
trajectories are significantly longer in the dry case than the wet case, reflecting the 6-fold
difference in recharge rate. Although the streamline patterns shown in Figure 2 were derived
based on a highly simplified hydrologic framework that assumes unit gradient conditions in
the vadose zone and the Dupuit approximation for the water table, it is interesting to note that

the behavior closely resembles that obtained with more sophisticated analytical solutions for
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unsaturated-saturated flow (e.g., Ameli et al. 2016). However, our assumption that the base
of the groundwater flow system is flat and coincident with the stream channel bed does not
capture the deeper groundwater flow structure.

The pattern of weathering differs significantly between the dry and wet cases as the
topography evolves (Figure 3). In the dry case, plagioclase remains throughout the
interfluve; plagioclase loss is restricted to a thin surface-parallel zone of order 1-2 m
thickness, with the exception of a region ~ 10 m wide near the channel. In contrast, in the wet
case, transformation of plagioclase to clay is nearly complete within the entire interfluve,
with the exception of a few-meter thick zone at the base of the groundwater flow system.At
1000 kyr in the dry case, the reaction extent profile has become steady with time in the
reference frame of the moving topographys; it is highest at the surface and vanishes within 5
meters. In the wet case, plagioclase is completely transformed, leaving a boundary layer at
the base of the groundwater system in which reaction extent decreases smoothly to zero. This
stark difference in behavior reflects the fact that in the dry case the rate of lowering of the
channel outpaces the rate of propagation of the weathering front, whereas in the wet case the
weathering front outpaces the channel incision.

Evolution of the weathering fields (Figure 3) may be interpreted by inspecting the
evolving weathering rate fields (Figure 4). In the dry case, the rate field rapidly evolves to a
pattern in which significant weathering rates are always confined to the near-surface soil and
rock. Given the low recharge rates, water travels slowly downward in the vadose zone,
increasing in solute concentration, and thereby decreasing in reaction rate (Equation 15).

In the wet case, rates of transformation of plagioclase to clay are more complex, as
they reflect the passage of a weathering front through the hillslope and are influenced by
increasing plagioclase depletion near the surface. Rates are very high at the outset, limited

only by the rate constant and equilibrium concentration (k,C,, in Equation 15). By 50 kyr,
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maximum reaction rates have declined but remain relatively high near the topographic
surface, extending at significant rates to ~ 10 m depths. Rates remain low in the core of the
interfluve. By 250 kyr, the intensity of weathering has declined near the surface, with the
exception of a high intensity spot near the toe of the slope, and is moderate to high in the core
of'the interfluve. A weathering front has propagated along flow lines, leaving the near-
surface depleted in plagioclase; rates are high only where significant plagioclase remains
(low reaction extent in Figure 3). By 1000 kyr, the weathering rate field is steady;
weathering rates are low in the entire interfluve with the exception of a several-meter thick
region near the base of the groundwater system. The pattern reflects the complete
transformation of plagioclase to clay in this wet environment on timescales over which the

topography reaches a steady parabolic form.

3.2 Sensitivity of 2D model results to choice of porosity, water content, and
medium alteration

We acknowledge that the model and end-member cases presented are simplified.
They do not consider spatial variations in permeability, or the alteration of porosity and
permeability either due to weathering or due to a host of other near-surface processes (tree
roots, frost cracking, expansion and contraction due to thermal and wetting cycles, and
animal burrowing). Soil is transported by diffusive processes, excluding for example,
transport by landsliding. Here we present a sensitivity analysis that explores at least some of
such feedbacks. In general, a fully coupled model incorporating two-way feedbacks between
weathering, evolving porous medium properties (porosity, permeability, unsaturated flow
constitutive parameters) and hydrology, is expected to provide a more complete description
of the long-term evolution of the hillslope. However, the semi-analytical simplicity of the
modeling approach employed in the main body of the manuscript will no longer hold and a

full numerical treatment of unsaturated-saturated flow in a heterogeneous medium would be
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required. In recent work that employed such a numerical treatment (Pandey&Rajaram,
2016), we found that in the case of prescribed flux boundary conditions, the influence of
porosity and permeability feedbacks is not strong, largely because (prescribed) hydrologic
fluxes are not significantly altered by these feedbacks. To illustrate this behavior, our
sensitivity analysis is based on running the simulations shown above again, but with the
properties of the medium altered from weathering. We use two approaches, one based on
field observations of weathered granite and one based on a commonly used empirical
porosity-permeability relationship, to generate three different cases.

An end-member of hydraulic properties in weathered rock based on field
measurements comes from Katsura et al. (2006), who document a high hydraulic conductivity
and unusually high porosity in weathered granite, with K, = 0.8 m/d, a porosity of 0.25-0.4
and commensurately high saturated water content 6=0.28. In fact,Katsura et al. (2006)
compare their measurements to other field measurements in weathered granite that indicate a
porosity closer to the 0.1 value we assumed in the base case simulations shown in Section
3.1. In Figure 5a, we present model results using K, = 0.8 m/d, porosity ¢=0.35, and water
content =0.28. With these assumed values, the degree of saturation 6/¢is consistent with
the value assumed in the base case in Section 3.1. The high hydraulic conductivity yields a
much flatter water table (Fig. 5a). The high water content slows the advective water velocity,
allowing more accumulation of solutes, and lowers the rate of weathering front propagation.
This results in a transitional state in which the weathering is relatively thin (although much
thicker than in the dry base case) and surface parallel near the divide, but becomes much
deeper near the base of the hillslope. This transitional case is therefore something of a hybrid
between dry and wet case.

Quantitative understanding of the alteration of porous medium structure due to

weathering, especially under partially water-saturated conditions is limited. We expect that
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not only the porosity and saturated permeability, but also the suction-saturation curve and
relative permeability function will evolve with weathering. However, there 1s very little
observational basis for quantifying changes in parameters involved in the suction-saturation
and relative permeability relationships due to weathering. For the purposes of a sensitivity
analysis, we employ the commonly used Kozeny-Carman porosity-permeability relationship
(Freeze and Cherry, 1979), which has admittedly not been extensively tested experimentally,
as a valid representation of permeability change due to weathering. We assume for simplicity
that the pore-size distribution index is not altered by weathering.

To calculate the expected changes in the hydrologic properties of the medium due to
weathering, we evaluate porosity generation by isovolumetric weathering. We assume that
albite (bulk density = 2620 kg/m® and molecular weight = 263 g) weathers to secondary
kaolinite (bulk density = 2600 kg/m’ and molecular weight = 258 g). The stoichiometry of
the weathering reaction dictates that 1 mole of albite produces 0.5 moles of kaolinite. For an
initial volume fraction of albite in the solids (7},) of 0.3, and complete 1sovolumetric
weathering of albite to kaolinite, the porosity change due to weathering can be calculated

from (note that - ,,=0.1):

258 2620
=1-(1- 1-V _)+05V, ———(=0.24 16
T new ( fofa‘)|:( po) po 263 2600:| ( )
The corresponding change in hydraulic conductivity is calculated from the Kozeny-Carman
relationship as:
3 (1- 72
Ksar,new = fﬂ';w (7;H)Ksar,ofd = 097?”‘;(]“}) (1 7)
Told (1 - r mzw)

Based on these new parameters, assuming that residual saturation in Equation 11 remains the

same fraction of porosity and that the pore size distribution index remains the same, the water

content G,.,1n the vadose zone for the altered medium is calculated as 0.18 in the wet case
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and 0.17 in the dry case, respectively. An alternative viewpoint on the evolution of K, is
that if the overall saturated hydraulic conductivity is dominated by fractures, then
isovolumetric weathering of matrix blocks will produce no change in fracture apertures
(White et al. 2001; Pandey and Rajaram, 2016), and hence no change in the overall saturated
hydraulic conductivity. It is also interesting to note that Katsura et al. (2006) found no
apparent relationship between gand K, for a few different weathered granite sites, with actual
K4 values ranging from about 0.08 to 0.8 m/day. Based on the above considerations, we
consider two other end members: the second sensitivity analysis simulation in Figure 5b
shows the effect of usingg,.,, and 6., but leaving K;,unchanged, while Figure 5c shows the
effect of altering all three properties. The altered K, from equation (17) above is in fact
higher than the field measurement reported by Katsura et al. (2006) at their study site.

We find that the pattern of weathering is indeed dominated by the recharge rate. By
comparing the wet base case in Figure 3f and the cases in Figures 5b and 5c, one can see that
the essence of the wet case -- i.e. that feldspars are deeply weathered -- is retained over a
reasonably wide range of hydraulic properties (K, and ¢ and 6) meant to bracket
unweathered and deeply weathered cases. The conductivity, K, largely controls the
geometry of the water table. The high conductivity in the cases shown in Figures 5a and 5¢
results in a low-relief water table. But the similarity of the weathered profiles in Figures 5b
and 5Sc, despite a factor of 20 difference in K4, suggests that the weathered profile is largely
controlled by the input of water from recharge prescribed at the surface, and hence climate,
rather than hydraulic properties. Comparing the profile of the wet case in Figure 3f with that
in Figure 5b suggests that the weathering profile behavior is slightly sensitive to g and 6. The
much higher porosity and water content in the case presented in Figure Sareduces the
advective solute velocity and results in a profile that is in-between the wet and dry base cases

(Figure 3c,f). Dry cases (not shown here) in which similar ranges of hydraulic properties
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were explored show little to no change: the weathering pattern remains surface-parallel and

thin, as in Figure 3c.

3.3 Sensitivity of 2D model results to recharge: intermediate cases

Here we explore the sensitivity of the steady state weathering patterns within the
interfluve to the choice of water recharge rate Uy. While our exploration is not meant to be
exhaustive, we ran several cases of water delivery that are intermediate between our dry (Uj
=0.02 m/yr) and wet (Uy = 0.12 m/yr) cases, while keeping the hydraulic properties the same
for all cases. We find that the transition from thin surface-parallel weathering pattern to deep
weathering occurs over a relatively narrow range of recharge (Fig. 6). As the recharge rate
increases from the dry end-member value, the weathering front gets deeper while retaining an
essentially 1D character. Further increases in recharge rate lead to penetration of the
weathering front below the water table near the stream, while retaining the 1D character
upslope (closer to the ridge) where the water table is deeper. As the recharge rate is
increased even further, the location of the transition between the 2D and 1D behaviors
progressively moves upslope because the travel times through the vadose zone become short
enough for weathering to penetrate below the water table, eventually leading to nearly
complete weathering as in the wet end-member. We chose the recharge rates considered in
Figure 6 specifically to highlight patterns that were something of a hybrid between the 1D
and 2D behaviors. When recharge is increased further, to 0.05 m/yr (not shown), the pattern
is virtually indistinguishable from the wet base case: weathering throughout the interfluve
penetrates to the base of the groundwater flow system. Wet-looking profiles can indeed arise
in relatively dry conditions. For recharge rates lower than 0.03 m/yr, the pattern is similar to
the dry base case, but the depth of the weathering front declines as the recharge rate is

reduced.
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3.4 1D exploration of rate of weathering front propagation

Our 2D models illustrate that the velocity of the weathering front, identified by the
sharp gradient in reaction extent, is much lower in the dry case than in the wet case (Figure
3). It1s the ratio of the weathering front velocity, wy, to the erosion (or exhumation) rate e
that serves as a key control on the development of the weathering profile. We further
illuminate this point with a 1D model that allows us to focus on controls on weathering front
propagation into fresh rock over time.

In a 1D stationary column of rock subjected to a steady supply of water at the top of

the column at the recharge rate of U, and water content &, with reactive transport described by

equation (15), the weathering front velocity 1s given by:

U/ U(C )

‘Hz‘f: 0 q E_OL ‘;9" (18)
1+£ 7 07
e,

Here the solute velocity in equation (13) is represented as Uy/f, a constant in this one-
dimensional system. The water contenté is equivalent to the effective porosity for saturated
flow conditions. The weathering front speed is scaled by the solute velocity U,/@, modulated
by a very small factor (in parentheses) that reflects the ratio of the saturated concentration of
reactants in the fluid to the mineral concentration of the solid phase. For example, in the wet
case, Ug=0.12 m/yr, P, = 3x10° moles/n?’, Ceq=02 mole/m’, and 6 = 0.1, we find that the
rate of weathering front advance 1s 80 m/Myr. The factor converting recharge rate to
weathering front advance rate is therefore indeed small, here of order 10™.

In the 1D column simulations, a steady erosion rate at the surface (30 m/Myr, as in
our 2D simulations) governs a vertical advection speed of rock through the column. We
present three simulations (Figure 7). The first two differ only in the rate of recharge: dry case
Uy=0.02 m/yr; wet case Uy=0.12 m/yr. The third simulation repeats the wet case simulation,

but expands the depth of the model system from 30 m to 90 m. In these 1D models, fresh
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rock is introduced into the bottom of the domain at a steady rate fixed by the denudation rate
of 30 m/Myr. This contrasts with the 2D models, in which fresh rock is allowed to weather
only when it encounters the base of thegroundwater flow system, i.e. once its elevation is
greater than that of the base of the channel,zy.

The resulting profiles demonstrate the profound influence of recharge rate on the
pattern of weathering. As in the 2D simulations, dry case weathering is constrained to a thin
near-surface zone (Figure 7a), whereas wet case weathering extends through the entire
modeled depth (Figure 7b). Note that unlike the figures from our 2D simulations, in which
the model domain was fixed and the ground surface lowered through time, in the 1D
simulations shown in Figure 7 the model domain moves down with the ground surface.
These simulations therefore reveal the temporal variations in thickness of the weathered zone
(equivalently, the rock enters the base of the system at a prescribed rate of lowering of the
landscape). The weathered zone in the dry case (Figure 7a) exhibits a relatively low reaction
extent (i.e., significant fresh plagioclase remains in the weathered zone), and the thickness of
the weathered zone does not change significantly over the 1000 kyr model run; a steady
weathering boundary layer has evolved at the top of the system. In the wet case (Figure 7b),
the weathering front sharpens over time as the region in which plagioclase is almost fully
depleted thickens over time. The weathering front finally reaches near the bottom of the
moving 30-m model domain depth and then exhibits near steady behavior to the end 1000 kyr
model run, shown by successive reaction extent profiles plotting on top of each other. At this
point, water traveling downward through the rock encounters essentially no plagioclase until
it nears the basal boundary to the water system. A weathering boundary layer evolves at the
base of the system. Extending the model depth in the wet case by three-fold (Figure 7¢)
effectively removes the role of a base to the system, given that we only run the model for 1

million years. In the absence of a base to the hydrologic system, the weathering front
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continues to advance downward without producing a steady state. Similar behavior was
noted by Lebedeva&Brantley (2010; 2013) in their models of regolith production and
hillslope evolution based on assuming one-dimensional vertical flow.

The difference between dry and wet cases is well captured by the ratio of two speeds:
weathering front advance rate and exhumation rate: wye, as also noted by Lebedeva&
Brantley (2010). The importance of a similar dimensionless parameter was also highlighted
by Braun et al. (2016), whose analysis considers only flow and weathering below the water
table (although their model appears to relate a vertical weathering front propagation velocity
to a horizontal groundwater flow velocity). In all of the cases considered here, the
exhumation rate e = 30 m/Myr. In the dry case, the weathering front speed is 13 m/Myr, and
the ratio is therefore 0.43, well less than 1. In the wet case, the reaction front speed is 80
m/Myr, and the ratio is therefore 2.7, well more than 1. The final depth of the reaction front
in Figure 7¢ is ~50 m, and corresponds to 80 m of weathering front advance, minus 30 m of
exhumation over the 1000 kyr simulation.

The contrast in wet case results shown in Figures 7b and c illustrates the importance
of the bottom boundary condition when wye> 1. If the base of the system is very deep, as in
Figure 7¢, the weathering front simply proceeds through the rock in a one-dimensional model
and produces neither a steady-state profile nor regolith thickness (similar to Lebedeva&
Brantley, 2010). Importantly, however, if the base of the system is encountered at shallower
depths, a steady state does develop, with a basal boundary layer of weathering underlying a
thick regolith. The 2D results illustrate that in reality the base of the system is dictated by the
location of the channels adjacent to a hillslope; these serve as drains for the groundwater, to
which lateralgroundwater flow is steered. While a 1D view captures the behavior of the 2D
dry case very well, it fails in the wet case, as weathering takes place along flowlines that are

diverted hyperbolically toward horizontal flow at the channels that serve as the water drains
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for the hillslope. This is especially the case during the transient phase as the landscape is far
from topographic and weathering steady state (Figures 3 and 4). Thus, our 2D modeling
approach that incorporates both vertical flow in the vadose zone and a horizontal component
of flow below the water table produces fundamentally different behavior compared to a 1D
model at high recharge rates, demonstrating that a steady-state regolith profile can develop

even in these cases due to the influence of lateral groundwater flow toward a channel.

4 Discussion

Our models produce distinctly different patterns of weathering across the hillslope in
the dry and wet cases we tested, and we identify a metric for the transition from one behavior
to the other. The weathering front in the dry case proceeds vertically (Figure 3a-c, 4a-d),
confined to a thin layer near the surface. The dry case behavior is captured adequately by a
one-dimensional vertical model (Figure 7a). In contrast, rapid travel times in the wet case
propagate active weathering below the water table (Figure 3d-f, 4e-h), and the pattern across
the hillslope is not captured by the one-dimensional vertical flow and reactive transport
models shown in Figures 7b and 7c. The 2D wet case weathering front becomes pegged at
the base of the groundwater system, where horizontal water flow (Figure 2b) focuses
weathering reactions in relatively unweathered rock. We have found that the results are
insensitive to the length of the hillslope, L; the basic patterns we have presented are
unchanged.

Under a steady climate/hydrology and a constant rate of stream incision, steady state
topography and critical zone architecture develop in both the wet and dry cases, when viewed
in a coordinate system that lowers with the stream. The surface topographies in both cases
are identical because we have not included explicit dependence on the degree of weathering
in either soil production w, or the soil transport rate (. In particular, our coupled model of

erosion, hydrology and weathering produces a deep flat-floored pattern of highly weathered
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material that is therefore deep below the interfluve and shallow adjacent to the channel in the
wet case, which contrasts with the relatively thin surface-parallel weathered zone in the dry
case. While the floor of the groundwater flowfield is flat with a base at the bottom of the
channel in our simple model, the groundwater flow domain may in fact extend below the base
of'the channel (e.g., Banks et al., 2009; Ameli et al., 2016). More detailed models that
account for deep groundwater circulation in the sense of Toth(1962) should lead to a
weathered zone that could become bowed downward below the interfluve. As in both the wet
case in our 2D models and the 1D profile in a bounded system (Figure 7b), the pattern should
display a weathering boundary layer at the base of the groundwater system, no matter what
geometry the base of the system takes on. We note as well that once these more complex
numerical solutions to the flowfield are enacted, weathering reactions may occur beneath the
channel itself in some cases. This would allow us to explore the degree to which weathering
preparation of the rock could influence the rate of channel incision. We will incorporate
these realistic features in future simulations.

The depth of the weathering zone reflects the competition between downward
weathering front advance controlled by water flow, and the apparent upward motion of the
rock relative to the ground surface controlled by the erosion rate. The dramatic differences in
the patterns and degree of weathering within the hillscape hillslopes in different landscapes
can be captured by the ratio of two rates: the rate of weathering front advance, and the rate of
incision, wye. In the dry case, much of the rock remains unweathered, and a thin weathered
layer develops parallel to the surface. In the wet case, weathering goes to completion within
much of the hillslope, leaving only a thin weathering boundary layer at the base of the system
where rock first enters the weathering system from below. This is seen in the 2D simulations
(Figures 3 & 4), and itsessence may be captured by imposing a floor to the system through

which fresh rock rises in the 1D model (compare Figures 7b and c).
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Quantitative interpretation of the 1D results using the ratio of weathering front
propagation speed to exhumation rate, wye, transfers broadly to the 2D cases. The 2D dry
base case corresponds to wy/e = 0.43, whereas the 2D wet base case corresponds to wye = 2.7.
In the dry case a weathering boundary layer evolves at the top of the system; in the wet case a
weathering boundary layer evolves at the base of the system (Figure 3). At some ratio,
presumably near unity, we expect a switch in behavior from surface parallel to deep
weathering. Indeed this occurs. In Figure 5a, the transitional case shown corresponds to a
ratio wye = 0.94, and the transitional cases in Figure 6 correspond to wy/e ratios of 0.7 to 0.95.
In all of these cases in which the weathering rate is slightly less than the exhumation rate, a
portion of the interfluve near the crest behaves as a dry case in which the weathering front
advance is outpaced by the surface lowering rate, as we expect when w/<e; whereas the outer
edge of the hillslope near the channel experiences 2D effects of convergent water flow
through the rock mass, promoting a behavior more akin to the wet case. These cases both
emphasize the importance of the ratio wye as a discriminator of weathering patterns, and
further illustrate the importance of the 2D flowfield.

Our models have shown that in wet cases in which the weathering front advances at a
rate that exceeds the channel incision rate, considerable weathering can take place below the
water table. This contrasts with assumptions made in past work (e.g., Rempe and Dietrich,
2014), in which mineral weathering reactions were restricted to the vadose zone. While this is
appropriate in our dry case simulations, in our wet case the high groundwater flow speeds and
the low concentrations of remaining primary minerals in the upper portion of the hillslope
assure that mineral weathering reactions can indeed proceed well below the water table.

Our modeling framework involves many simplifications. While the assumption of a
steady state climate and hydrology over the 1000-kyr simulations is clearly unrealistic, it

allows evaluation of the differing behavior in wet versus dry climates. To retain analytical
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simplicity, we have also not incorporated the dynamic influence of weathering-driven
changes in porosity and permeability into flow and reactive transport calculations. Rather,
our model assumes a constant effective hydraulic conductivity for the entire hillslope. If the
hydraulic conductivity decreases with depth as expected during weathering, the behavior
obtained in the wetter cases may be modified by the restriction of the saturated groundwater
flow paths to shallower depths. However, in the drier cases, as not much weathering occurs
in the saturated groundwater flow, the behavior is not expected to be significantly influenced
by evolution of the permeability field.One could imagine a model strategy in which the
hydraulic conductivity structure would evolve with a growing length scale over which the
conductivity declines with depth (effectively moving from one to another case illustrated in
Ameli etal., 2016). We have, however, shown in Figures 5b and ¢ an end-member case in
which the hydraulic conductivity and the porosity were given high values corresponding to
fully weathered conditions. That these simulations showed no fundamental difference from
our base case runs implies that a simulation in which the hydraulic conductivity is allowed to
evolve is likely to yield similar results. We also note that if the overall system permeability is
initially dominated by fractures, as is likely the case in granitic terrain that includes both the
Calhoun (wet) and Boulder Creek (dry) CZO sites that inspired these analyses, one should
not expect the saturated hydraulic conductivity to evolve greatly over time due to weathering.
This is because alteration by weathering occurs primarily in the rock matrix that does not
contribute significantly to saturated hydraulic conductivity, and isovolumetric weathering
implies that matrix block volumes are preserved and fracture apertures are thus not altered
significantly (Pandey and Rajaram, 2016). Taken together, these arguments support the
claim that the chief driver of the difference between wet and dry cases is the recharge rate.
We acknowledge that there is limited understanding of how unsaturated flow properties are

altered by weathering. As evident from the simulation results shown in Figure 5a, the water
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content in the vadose zone, which regulates the advective solute velocity and that of the
weathering front, does exercise some control on the weathering pattern. If the porosity and
water content are significantly altered by weathering in a manner that is not accurately
captured by isovolumetric calculations we have employed, the weathering front velocity is
expected to evolve with time even under a steady recharge forcing. There are significant
additional complexities involved in unsaturated flow through fractured rock, such as film
flow on fracture surfaces. Additional sensitivity analyses in future work, and explicit
incorporation of evolution of the hydraulic properties of the rock mass as it is weatheredare
clearly warranted.

We have also assumed that the weathering reactions are simple, bimolecular reactions
between a weathering agent and a primary mineral. Such an approach follows closely that of
many other teams (e.g., Ortoleva et al., 1987; Brantley and Lebedeva, 2011; Lebedeva and
Brantley, 2010; 2013, and Brantley et al., 2017). However, because these models do not
explicitly represent the roles of either dissolved oxygen or carbon-dioxide (carbonic acid) on
weathering rates, they cannot address the role of a variable water table, which would result
inregulation of weathering rates by wetting-drying cycles. At low water contents, dissolved
gas concentrations will typically be sustained by gas transfer and dissolution across air-water
interfaces.

The rule we have employed for the lowering of the bedrock interface (eq. 4), often
called the soil production rule, is simplistic. It depends exponentially upon the local thickness
of the soil, and not on any other environmental variable. While there is debate about the
shape of the dependence on soil thickness, we ought to expect the entrainment of rock into
the mobile regolith layer to depend as well upon the degree of damage of that rock. Such a

feedback is not enacted in the present model as we lack both a metric for this susceptibility to
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entrainment as well as a mathematical representation of the processes by which rock is
entrained. This is a frontier in geomorphology.

A characteristic of CZ architecture seen in some locations,in which the weathered
zone is neither surface-parallel, nor consistently as deep as the bounding channels, is not
captured with the models presented here. Such a tapered architecture with deeper weathering
near the crest has been documented in the Oregon Coast Range (Anderson et al., 2002),
northern California (Salve et al., 2012), and in the Mount Lofty Ranges, south Australia
(Banks et al., 2009). Our steady state model results do not producesuch downslope tapering
patterns of weathering. In contrast, Lebedeva and Brantley (2013) produce such a pattern
that reflects their choice of the geomorphic rule set. Anderson et al. (2002) suggested erosion
by periodic landslides plays a role in the downslope thinning of weathering layers, a process
not incorporated in our models. Exploration of this case therefore requires extension of the
geomorphic rule set to embrace both soil and bedrock mass wasting mechanisms.

Rempe and Dietrich (2014) espouse a model of critical zone development in which
weathering does not occur until the rock emerges above the water table. This means that the
weathered zone is bounded by the surface above and the groundwater table below, which
automatically therefore tapers. Rempe and Dietrich assume that the groundwater in the rock
below the water table is saturated with respect to the primary minerals, preventing reactions
from occurring there. The rock in their model is therefore assumed to be fresh when it
emerges above the water table. Our modeling approach naturally calculates weathering
reaction rates in the shallow subsurface, based on a reactive transport equation. In our dry
end member case, no weathering occurs below the water table; but in the wet end-member
case it does. We believe that one cannot generally assert that weathering does or does not

occur below the water table. It should depend on the reaction kinetics and recharge rate.
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These together govern whether the water is saturated with respect to the minerals present
(C<Ceq in equation 12) at any place and at any time in the flowfield.

We argue that subsurface critical zone architectures that our models produce appear to
mimic those deduced from the seismic velocity structure at the Calhoun CZO and Boulder
Creek CZO sites, in wet and dry climates, respectively (St. Clair et al., 2015). It has been
suggested that the dramatic differences between the deeply weathered interfluves in South
Carolina (Calhoun CZ0O) and Maryland, and the shallow surface-parallel interfaces in
Colorado (Gordon Gulch in Boulder Creek CZO) can be attributed to the regional far-field
stress (St. Claire et al., 2015; Moon et al., 2017). In this conceptual model, far-field
compressive stresses oriented normal to ridgelines, as in the South Carolina site, open
fractures that promote deep weathering within the interfluve, leading to a “bowtie” pattern in
which the interface between fresh rock and weathered rock is deep and is shaped like a
subdued mirror image of the surface topography. The authors argue that at the site in
Colorado, where far-field compressive stresses are absent, fractures do not open, and the

fresh rock interface remains essentially surface-parallel.

Our results present an alternative to this conceptual model in which the differences in
weathering patterns are attributable to climate rather than tectonic stress. There are, however,
undoubtedly feedbacks between farfield stress, landscape curvature and fracturing of the rock
(St. Claire et al., 2016; Moon et al., 2017). These feedbacks would allow the porosity, water
retention curve, relative permeability and water content in the vadose zone to evolve, as well
as the saturated hydraulic conductivity below the water table. The influences of the degree of
weathering of the bedrock on soil production, thereby modifying equation 4, and of the clay
content on the soil transport rate, modifying equation 5, should also be included. Only when
these feedbacks have been incorporated can we fully explore how the degree of weathering

influences the topographic shape of the landscape, and how the two co-evolve. Our hope in
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this work has been to establish the basic backdrop against which such future efforts can be

compared.

Finally, it must be acknowledged that history matters in the evolution of a landscape
and itsweathering. It is not only the present state of stress in a landscape that matters, but the
history of stress to which a rock mass has been subjected, that governs the density and
orientation of the fracture networks through which reactive water travels (e.g., Molnar et al.,
2007). And given the pace at which a landscape evolves, with time scales of order million
years to replace the rock volume in an interfluve, the hillslopes will have been exposed to
many cycles of climate that ought to pace not only the rate of water delivery to the
subsurface, but will modulate the reaction rates involved intheevolution of the weathering
profile. This long-term geologic and climatic setting also governs the incision history of the
bounding channels that will inevitably differ from one landscape to another. Together these
historical effects make it difficult to isolate the role of climate in establishing the pattern of
weathering in any particular landscape. We may nonetheless conclude that all else being
equal, the pattern of weathering in a landscape will sensitively reflect the water recharge rate

to the landscape.

5 Conclusions

Notwithstanding the simplifications noted above, our coupled model of erosion, hydrology,
reactive transport and weathering incorporates the dominant processes controlling the co-
evolution of an interfluve and the critical zone within it. The difference between the critical
zone architectures obtained for two end-member cases that differ only in the imposed
recharge mimics that documented in the seismic velocity fields believed to be a proxy for
degree of weathering (St. Clair et al., 2015). The pattern depends sensitively on the ratio of
weathering front advance to erosion rate. While our modeling results suggest that differences

in climate/hydrology alone can yield dramatically different weathering fields, the frontier lies
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in incorporation of feedbacks that allow the permeability field to evolve as both weathering

and stress-related fracturing proceed.
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0 Distance from divide, x L

FIGURE 1 Schematic of hillslope model, with elevations of ground surface, z;, mobile
regolith-bedrock interface, z,, water table, z,,, and unweathered rock, z,, noted. Infiltration
rate, U,, and hydraulic conductivity, K, govern the water table (blue dashed curve). Water
flowpaths (blue arrows) and travel times through the hydrologic system will control the
pattern of mineral weathering in the rock. Rock particles transformed into soil (thickness H)
travel downslope (brown arrows) toward the channel. The channel (with water depth 4.)
serves as the drain for groundwater, and incises into rock at a rate e. As the bottom of the
channel governs the base of the water flow system within the hillslope, the rate of channel
lowering paces the delivery of fresh rock into the weathering system from the base, z;, at the
rate e. At steady state, the lowering rate of all interfaces is equal to the incision rate of the

channel.
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FIGURE 2 Water parcel trajectories and travel times within the interfluve. a) Dry case,
recharge rate = 0.02 m/yr. b) Wet case, recharge rate = 0.12 m/yr. All other parameters are
the same. Hydraulic conductivity is uniform at K = 0.05 m/d. The surface topography (black
line) is a steady state parabolic form expected for channel lowering rate of 30 m/Myr, and
soil diffusivity of k=k/p, = 0.01 m*/yr; the topography has the same shape and relief as the

final forms in Figure 3. Dashed blue line depicts water table.
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FIGURE 3 Snapshots at 50, 250 and 1000 kyr of reaction extent, 1-(P/Py), across the
landscape (left two frames) and of a 1D vertical profile of plagioclase-kaolinite reaction
extent taken at x = 20 m in the landscape (extreme right). Colors correspond to reaction
extent [0 1] shown in colorbar. a-c) dry case; d-f) wet case.In all, initial topography is
straight with slope of 0.25, and becomes parabolic. Water table (dashed blue curve) lowers
with the bounding channel (black bar at right) at a rate of 30 m/Myr. Animations of dry case

and wet case are available in Supporting Information as movies MS1 and MS2, respectively.
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FIGURE 4 Weathering rate fields at 0, 50, 250 and 1000 kyr for same runs shown in Figure

3: a-d) dry case; e-h) wet case.
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FIGURE 5 Sensitivity of 1000 kyr wet case simulations to choice of hydraulic properties, to
be compared with base wet case in Figure 3f with small porosity, water content and saturated
hydraulic conductivity corresponding to fractured granite. a) Parameters suggested by a high
porosity end-member discussed in Katsura et al. (2006): K, = 0.8 m/d, porosity ¢=0.35, and
water content €= 0.28. b) Same K;,, = 0.05 m/d as in base case (Fig. 3f) but using ¢,.,, and
O, described in text. ¢) Same as (b) but using Ksu; new Grew and 6,.,,. Right panels: 1D
vertical profiles of reaction extent [1-(P/P,)] in each case, taken at a location 20 m from

drainage divide.
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FIGURE 6 Transitional cases with water recharge rates Ujof a) 0.03 m/yr, b) 0.035 m/yr,
and ¢) 0.04 m/yr. Hydraulic parameters same as base case in Figure 3. Right panel: 1D
vertical profile of reaction extent, taken at 20 m from drainage divide. These cases
demonstrate that the transitional behavior between the dry case (0.02 m/yr) and wet case

(0.12 m/yr) end-members occurs over a narrow range of recharge rates.
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FIGURE 7 1D models of weathering in a) dry case, 30 m model domain, b) wet case, 30 m
model domain, and c) wet case, 90 m model domain. In each panel, twenty profiles are
shown, recording at 50 kyr intervals over the 1000 kyr run, with the final 1000 kyr profile
shown in black. Left columns show the evolution of concentration of weathering products in
the fluid (C), normalized by the equilibrium concentration (C,,). Middle columns show
reaction extent, 0 being fresh rock, and 1 being complete alteration of plagioclase. Right
columns illustrate the instantaneous reaction rate. All cases employ a fixed 8 =0.1. See
Movies MS3, MS4 and MS5 in Supporting Information for animations of a), b) and c),

respectively.

This article is protected by copyright. All rights reserved.



