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ARTICLE INFO ABSTRACT
Keywords: For decades, the computational multiphase flow community has grappled with mass loss in the
Multiphase flows level set method. Numerous solutions have been proposed, from fixing the reinitialization step to

Brinkman penalization method
Lagrange multipliers
Wave-structure interaction

combining the level set method with other conservative schemes. However, our work reveals a
more fundamental culprit: the smooth Heaviside and delta functions inherent to the standard
formulation. Even if reinitialization is done exactly, i.e., the zero contour interface remains
stationary, the use of smooth functions lead to violation of mass conservation. We propose a novel
approach using variational analysis to incorporate a mass conservation constraint. This introduces
a Lagrange multiplier that enforces overall mass balance. Notably, as the delta function sharpens,
i.e., approaches the Dirac delta limit, the Lagrange multiplier approaches zero. However, the exact
Lagrange multiplier method disrupts the signed distance property of the level set function. This
motivates us to develop an approximate version of the Lagrange multiplier that preserves both
overall mass and signed distance property of the level set function. Our framework even recovers
existing mass-conserving level set methods, revealing some inconsistencies in prior analyses. We
extend this approach to three-phase flows for fluid-structure interaction (FSI) simulations. We
present variational equations in both immersed and non-immersed forms, demonstrating the
convergence of the former formulation to the latter when the body delta function sharpens.
Rigorous test problems confirm that the FSI dynamics produced by our simple, easy-to-implement
immersed formulation with the approximate Lagrange multiplier method are accurate and match
state-of-the-art solvers.

1. Introduction

Following Sussman and colleagues’ seminal work [1] in the early 1990s, the level set method for modeling multiphase flows
gained popularity. As an alternative to the volume of fluid (VOF) method that was prevalent at the time, it offered many advantages.
It provides a continuous representation of the interface, accurate computation of geometric quantities such as the curvature and
normal of the interface, as well as ease of implementation, especially in three dimensions. The level set method lends itself naturally
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to finite element [2-4] and higher order discretization schemes [5] because it is based on partial differential equations. VOF, on the
other hand, is mostly limited to codes using second order finite difference/volume schemes. Level set method produces spurious mass
gain/loss of phases over time, which is its main disadvantage.

There has been extensive research on the mass loss issue associated with the level set method. The main culprit has been identified
as the level set reinitialization equation, which restores the signed distance function (SDF) property. The SDF property is disrupted by
the advection of the level set function. Many fixes have been proposed in the literature to limit the motion of the interface (represented
as the zero contour of the level set) during reinitialization. Solomenko et al. [6] compare many of these fixes proposed in the literature
for the reinitialization equation on benchmarking problems. While some fixes perform better than others, the level set method still
loses a substantial amount of mass over time, particularly as complex motions occur at the interface.

Another approach involves hybridizing the level set method with mass-conserving schemes like VOF [7] (or its advanced variant,
the moment of fluid (MOF) method [8-10]) or Lagrangian particles [11]. These methods track the interface using both the level set
function and a conservative method, which corrects the former for mass loss. However, such hybrid methods increase complexity,
computational cost, and lose the original simplicity of the level set method.

We revisit the root cause of mass loss in the level set method. While reinitialization can contribute, our findings show that the
primary culprit lies in the use of smooth Heaviside and delta functions within the standard formulation. Even if reinitialization is done
exactly, i.e., the zero contour interface remains stationary, the standard level set method violates the mass conservation principle.
Based on this insight, we propose a novel approach - incorporating a mass conservation constraint into the level set equation using
variational analysis. This approach introduces a Lagrange multiplier to enforce mass/volume conservation within the two-phase level
set framework. As the smooth delta function becomes sharper, the Lagrange multiplier approaches zero. However, the exact Lagrange
multiplier method disrupts the signed distance property to conserve mass. This motivates us to develop an approximate Lagrange
multiplier method that preserves both properties. Although they are derived differently, exact and approximate Lagrange multipliers
are related. Furthermore, our framework can be used to derive existing mass-conserving two-phase level set methods [12,2], revealing
some inconsistencies in the previous analyses [12].

We extend our variational analysis to three-phase flows, enabling fluid-structure interaction (FSI) simulations in two-fluid systems
using the fictitious domain Brinkman penalization (FD/BP) technique. We present variational equations for three-phase flows in both
non-immersed and immersed forms. As the diffuse body delta function in the immersed formulation sharpens, it converges to the non-
immersed form. In this case, both formulations lead to identical exact and approximate Lagrange multipliers. To assess the immersed
formulation’s practical performance compared to the non-immersed one, we design rigorous test problems for three-phase flows. The
immersed formulation is tested using the FD/BP method, while the non-immersed approach utilizes inherently mass-conserving tech-
niques such as the geometric VOF technique with moving unstructured grids and cut-cell methods, and particle-based hydrodynamics
methods. We demonstrate that our (simple to implement) immersed formulation in conjunction with the (approximate) Lagrange
multiplier method produces FSI dynamics that match very well with the other state-of-the-art solvers.

2. Mathematical framework

We begin by stating the continuous equations of motion for the multiphase flow system. This includes a continuous description
of the level-set interface tracking method and its reasons for mass loss in the context of two phase flows. Next, a new variational
analysis is presented, which introduces a Lagrange multiplier to impose mass/volume conservation constraints with the level set
method. Additionally, we extend the two phase variational analysis to three phase flows, which allows us to simulate fluid structure
interaction (FSI) in the presence of two fluids using the fictitious domain Brinkman penalization (FD/BP) technique. Variational
equations for three-phase flows are presented in non-immersed and immersed forms.

2.1. Continuous equations of motion

We use the single fluid formulation [13] for multiphase flows, which considers a single viscous incompressible fluid with spatially
and temporally varying density p(x,f) and viscosity u(x,?) in a fixed region of space Q C R?, where d = 3 represents a three-
dimensional region in space. The equations of motion for an incompressible fluid are given by the Navier-Stokes equations, which in
conservative form read as

% +V-(pux, ) Qux,1))==Vpx,0)+ V- [u(Vux,0)+ Vux, 0]+, +f+pg, ®
V-u(x,1)=0. ®)

Eq. (1) describes the momentum of the system and Eq. (2) expresses the incompressibility of various phases present in the system.
In the above equations, u(x, ) and p(x, ) denote the Eulerian velocity and pressure fields, respectively, x = (x, y,z) € R3, f st denotes
the continuous surface tension force along the gas-liquid interface, and f, is the Brinkman penalty term that imposes a rigid body
velocity in the solid domain. For two phase problems the f. term is absent from Eq. (1). The specific forms of f and f. will be
provided later in Sec. 3.3. The acceleration due to gravity is directed towards the negative z-direction, g = (0,0, —g).

2.2. Interface tracking

The interface 0QF (r) between two fluids is captured implicitly by the zero-contour of the level set function ¢(x, ), which denotes the
distance of a fixed location x € Q from the time-evolving interface with a sign. At time ¢, fluid-1 and fluid-2 occupy non-overlapping
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Fig. 1. Schematic of the computational domain Q for two phase flows depicting the time evolving interface 0QF(). The variation of the two-fluid interface dQF is
illustrated by the red dashed line. For two phase flows Q, (f) U Q,(f) = Q. (For interpretation of the colors in the figure(s), the reader is referred to the web version of
this article.)

regions Q, (1) and Q, (1), respectively, such that Q, () UQ,(7) = Q; see Fig. 1. In our sign convection, ¢ > 0 in Q(7) and ¢ < 0 in £, (7).
In the absence of mass transfer across the interface, the interface moves with the local fluid velocity u(x, 7), which can be described
by an advection equation of the form

o

= +u-Vo=0. 3)

The density and viscosity in the computational domain is set using the signed distance function ¢(x, 1)

() =p H(P)+py (1 - H(9)), 4

(@)= u H(@) + iy (1 - H(P)), 5

in which p, and p,, and y; and p,, are the density and viscosity of fluid-1 and fluid-2, respectively. H(¢) is a smoothed Heaviside
function, which allows material properties to vary smoothly over n., grid cells for numerical stability; see Eqs. (70) and (71). The
derivative of the smoothed Heaviside function produces a smoothed delta function 6(¢).

It is well known that the level set field does not maintain the signed distance property after advection [1,14]. Although this fact is
widely known, its proof is not readily available in the literature (to our knowledge). The following derivation shows that ¢’s signed
distance property is lost at the continuous level under advection. This is not purely a numerical artifact.

By taking gradient of Eq. (3) we get

\%
e +V@-V¢)=0,
ot
ov
f—>a—t¢+Vu-V¢+u-V(V¢)=0. 6)
Defining W = V¢ in Eq. (6), and taking a dot product with ¥ on both sides, we obtain
v, [%+Vu-‘l’+u-v‘l’] =0,
‘—»‘I‘-%+‘I‘~V‘I‘~u=—‘P-Vu-‘I‘. 7)

Using the relations ¥ - 0¥ /0t =
transport equation for |V¢|
|Vl -V¢-Vu-V¢

T+U'V(|V¢|)=W- ®

%‘)(\g;w) =|V¢| @ and ¥ - V¥ -u= %‘Ih‘l‘) =|Velu- V(|V¢|), and simplifying further yields a

The right hand side of Eq. (8) has a non-zero value if the symmetric part of the velocity gradient tensor, S = %(Vu + VuT), is not
zero. When the velocity field is a rigid body motion (translation and rotation), the right hand side of Eq. (8) will be zero, and ¢ will
preserve its signed distance property under advection. However, in general, an advective transport of ¢ disrupts its signed distance
property.

Retaining the signed distance property is numerically advantageous as the advected ¢ is used to prescribe various material prop-
erties for the one-fluid model and calculate geometric quantities like the interface curvature and surface normals. To regain the
signed distance property of ¢, a reinitialization step is typically performed after the advection step. The reinitialization step involves
time-advancing the Hamilton-Jacobi equation to steady state

9¢

T

+sgn(d) (IVp| - 1) =0. 9



K. Khedkar, A.C. Mamaghani, P. Ghysels et al. Journal of Computational Physics 520 (2025) 113495

Here, ¢ denotes the level set field before reinitialization and 7 is the pseudo time used for time-marching Eq. (9). It is widely believed
that the reinitialization step leads to mass loss because it artificially shifts the zero-contour or the two phase interface dQF. In the
next section, we show that is not entirely correct: the level set method would still lead to mass loss even if the interface remains static
during the reinitialization step.

2.3. Precise reason for mass loss with the standard level set method

It is helpful to note down the Leibniz integral rule and Reynolds transport theorem (RTT) for performing differentiation under the
integral sign for a general integrand f before working out the details of mass loss. We use both these rules several times in this and
other sections. The Leibniz integral rule reads as

d
Leibniz rule for a moving domain: % / fdv= / a—{ dyv + / f (ug-m) dA, (10a)
40 V(1) A(1)

Leibniz rule for a static domain: % / fdv= / % dv, (10b)
% %

in which n and ug are the outward unit normal vector and velocity of the surface .A() enclosing the time-varying domain V(¢),
respectively. When the domain is stationary V(¢) =V, Eq. (10a) becomes Eq. (10b). Note that the region V(¢) is a geometric region
that moves with a kinematic velocity ug, which in general is different from the fluid/material velocity u. The Leibniz integral rule
should not be confused with the Reynolds transport theorem. The two are related, but different because the latter uses a material
control volume instead of a geometric one. A material control volume is defined as the one whose surface moves with the fluid/material
velocity u. Thus, a material control volume is a special case of a geometric volume. It is more restrictive because the amount of matter
contained inside it cannot change over time as long as the fluid at every point within the volume moves with material velocity u
governed by the conservation laws (mass and momentum). In general, a geometric control volume does not conserve the amount of
matter within itself. The two theorems/rules are related to each other as

0
RTT for a material volume: % /f dy = / 6_{ dy + /f (u-n)dA. (11)
V() 40] A(1)

Comparing Eq. (11) to (10a) it can be seen that the RTT is a Leibniz integral rule applied to a material control volume (whose surface
moves with the material velocity) to express the rate of change of a conserved quantity. In this work, we leverage both the RTT
and the Leibniz integral rule to express the rate of change of conserved and non-conserved quantities, respectively. This distinction
clarifies the context and avoids potential confusion, as the terms RTT and Leibniz integral rule are sometimes used interchangeably
in the literature.

To see why the standard level set method leads to mass loss, consider the rate of change of mass (which is a conserved quantity)
contained within a closed domain Q

4 / pav=14 / (p H@) + py(1 — H@))} V., (12a)
Q Q
0
= (01 - 1) / 562 av, (12b)
Q
= (o1 - 1) / S~k - V) dV, (120)
Q

in which we used the mixture model of density (Eq. (4)), RTT (Eq. (11)) with zero material velocity at the domain boundary, and
the level set advection equation (Eq. (3)) in arriving at Eq. (12c). During the reinitialization process, the contours of the level set

function surrounding the interface dQF move with velocity u™nit = sgn(d;)% and adjust themselves to satisfy the Eikonal property

V| = 1. Overall ¢ gets advected with a combination of u and u'®"*, which is denoted by i in Eq. (12c).

To ensure mass conservation, the term on the right hand side (RHS) of Eq. (12c¢) must equal zero. This is possible if and only if
() 8(¢b) is the Dirac/sharp delta function and (ii) u*t = 0 for QF. In this case /[, §(¢)(@- V¢p) dV = [, zu-|VendS= [, ,ru-nds
represents the net normal (advective) velocity of the interface. For a closed domain, this surface integral is zero. We prove this identity
at the end of this section. However, if 6 is smooth, which is almost always the case in numerical simulations, the RHS of Eq. (12c)
is non-zero, even when 0QF stays stationary during the reinitialization process. Thus, the smooth Heaviside and delta functions are
the “main culprits” that lead to spurious mass loss/gain in the level set method from continuous equations point of view. This also
explains why previous methods that have solely aimed to “fix” the reinitialization equation have not yielded satisfactory results for
curbing the mass loss with the level set method.

Eq. (12¢) helps explain why level set method continues to lose/gain mass over time. To see this integrate Eq. (12c) over a time
period At =t; —t;. A straightforward integration shows that the spurious mass AM gained/lost over a period At is proportional to
the interfacial region displacement:
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(a) A closed interface (b) An open interface

Fig. 2. Two possible configurations of a two-phase interface dQF in a closed domain Q.

AM =(p, —pz)//6(¢>)(—ﬁ-v¢) dv dr,
Ar Q
=(p - l’z)/ / ()~ - |Vg|n) dV dr,
Ar Q

=—(p —Pz)//(s((ﬁ)ﬁn dv dr. a3
At Q

In numerical experiments, it is commonly observed that problems with large interface motion perform poorly in terms of mass
conservation. The culprit is the smeared delta function that picks up the “residual” displacement around dQF. In Sec. 5.1 we devise
a special test problem that verifies Eq. (13).

To prove that /()QF u - n dS =0 holds for a two-phase interface, consider Fig. 2, which depicts two possible configurations of the
interface dQF in a closed domain Q. An application of the Gauss-divergence theorem to a closed interface (shown in Fig. 2(a)) results
in /agF u-ndS= /QF V -u dV. The identity is proved by the fact that velocity u is divergence-free. An open interface is only possible
if its two ends touch the domain boundary; see Fig. 2(b). Applying the Gauss-divergence theorem to the integrand V - u defined over
the domain and interface bounded region QF proves the identity.

2.4. Conserving mass for two phase flows with the standard level set method: a variational/constraint formulation
To conserve mass with the standard level set method we need to explicitly add in a constraint to the level set advection equation.

A variational approach is followed that introduces a Lagrange multiplier that enforces mass conservation. The mass of fluid-1 and its
rate of change can be computed from ¢ as

Ml(t)=/P1H(¢) av, (14a)
Q
dM, _d B o¢
a —E/PlH(d’) dV—/P15(¢)E dv. (14b)
Q Q

Here, we made use of the RTT in deriving Eq. (14b). If the mass of fluid-1 is conserved then M;(1)= M ? V t, in which M ? is the
initial mass of fluid-1. For simplicity we have assumed that the domain is closed and there is no inflow and outflow of the phases.
Thus, conserving mass of fluid-1 is equivalent to imposing a constraint on ¢ of the form

A M)
C(d) =/ P1H(¢)—7 dv=0, (15)

Q

in which V' = fg dV is the volume of the computational domain.
The dynamical equation of the level set function ¢ in strong and weak form reads as

Strong form: S(¢p) é %=%+ﬁ~v¢=0, atvVxeQ, (16a)
a0 A P 2 1o v 2 1,003
Weak form:  W(¢,p) = /[E+u-v¢] Spdv=0, pc H(Q?, Vépe H(QP. (16b)
Q
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The strong form of the level set Eq. (16a) considers the motion of ¢ due to both advection and reinitialization velocity fields (cf.
Sec. 2.3). For the purposes of this derivation, it is convenient to consider that @ is known a priori using which ¢ can be computed
(Eq. (16a)). This assumption is consistent with how incompressible multiphase flow simulations work in practice—level set (or for
that matter VOF) advection and reinitialization are decoupled from momentum and continuity equations through operator splitting.
The weak form of the equation is obtained by multiplying the strong form with variation? in ¢ (also referred to as test function) and
integrating it over the domain. Neither the strong nor the weak form of the equation guarantees mass conservation. In other words,
U is such that mass conservation is not guaranteed by the resulting ¢ field, which in turn is used to determine the density field.
However, overall mass conservation constraint can be included through the use of a Lagrange multiplier 4;. Adding this constraint
does not change 1 but it should modify the equation for ¢. To derive the modified equation for ¢, we define the Lagrangian L of the
constraint C(¢) and take its variation denoted by 52

MO
LA, ¢) 2 A / <p1H<¢)—7‘> av, 1, € L*Q)° (17a)
Q
. A . M? . .
SL(A,P) = 5/11/ pIH(¢)—7 dv + Al/p15(¢)a¢ dv, 64, € LX Q). (17b)
Q Q

Adding the variation of the Lagrangian of the constraint to the weak form of the level set Eq. (16b) yields the overall weak form of
the constrained level set function ¢

T(6¢.64,) 2 /[%m.w
Q

MO
5¢ dv+/11/p15(¢)$¢ dV+z§Al/(p1H(¢)—7]> dv=0,
Q Q

Vépe HI(Q), 64, € LA(Q)’. (18)

Collecting terms in 1, and ¢, and equating them to zero separately, yields the original constraint (Eq. (15)) and a new constrained
dynamical equation for ¢ that aims to conserve the mass of fluid-1, respectively. The latter equation reads as
9 o
a—(f +1-Vo=—41,p6(¢). 19)
The value of the Lagrange multiplier 4, is obtained by substituting % =—11- V¢ — A,p,6(¢) into Eq. (14b) and setting dt% =0. This
yields
1

dM )
a =/P15(¢) (—U’V¢—}~1P15(¢)) dv=0,
Q

= = Jo 8(@)(@ - V)dv
) B e —
Jo 1 8($)dV
Note that Eq. (20) is not an explicitly solvable equation for A,. This is because the ¢ field used on the right hand side of the equation
depends on the value of 4, itself as seen in Eq. (19). Thus, a fully implicit numerical implementation would require iterations. Due
to the decoupling of level set advection from the incompressible Navier-Stokes equation, @ should remain fixed while iterating for

4. This means momentum, advection, and reinitialization equations are not solved during iterations.
Proceeding analogously, one can conserve the mass of fluid-2 M, = /Q po(1 — H(¢)) dV by imposing a constraint of the form

(20)

C(p) = Jopr (1 — H(¢)) - Mg /V dV = 0 with the help of Lagrange multiplier 4, € L?(Q)’. In this case the dynamical equation for
the level set reads as

5PV = haprd(@). 1)

The Lagrange multiplier 4, is obtained analogously as

Jo 8(p)@ - Vo) dV
2 = —-——e—e—eme——————
_/Q 9252(¢) dv
From Eqgs. (19)-(22), it is easy to verify that —A,p,; = 4,p,. In light of this, we can see that Eqs. (19) and (21) are essentially the

same, which in expanded form reads as

0 B V) dV
or T Vo=ho@)= Jo82(d) dV b

(22)

(23)

2 We use the symbol 4 to denote variation of a quantity and 6 to denote the Dirac/smooth delta function in this work.
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Physically speaking, for two phase flows, conserving the mass of phase-1 leads to mass conservation for the other phase automatically.
Thus, imposing a single constraint suffices.

It is instructive to analyze Eq. (23) in, both, the continuous differential equation form (with a sharp delta) and the discrete form.
In the RHS of Eq. (23) g is a constant. When § is the Dirac/sharp delta function then f — 0. This is because f’s numerator tends to
zero, while its denominator fg 62 dV — 0. As analyzed in Sec. 2.3, the integral term in the numerator of §, fg S(p)(- Vop) dV =
/agF u-|VendS= /agF u - n dS represents the net normal (advective) velocity of the interface. For a closed domain, this is zero.
Thus, from a continuous point of view (when 6 is sharp) g, 4;, and 4, are zero. However, the RHS of Eq. (23) is #6(¢), which has
a zero times infinity form. It is seen from Eq. (23) that f6(¢) ~ %5(0), implying that f6(¢) = 0. At the discrete level f is non-zero
because neither its denominator nor its numerator evaluate to zero due to the finite width of the smooth delta function.

It is also informative to see how the non-linear Eq. (23) would be implemented in practice. The most natural way to implement
a constrained equation is to employ some sort of operator-splitting technique. For example, in the first step, the level set field is
advected. In the second step ¢ is reinitialized to restore its signed distance property, and in the final third step, ¢ is corrected (for
mass loss errors) by evaluating the RHS of Eq. (23). It is easy to see that the third step essentially disrupts the signed distance property
of ¢ near the interface because the corrective term has a non-constant gradient magnitude, i.e., |V(85(¢))| varies spatially. The exact
Lagrange multiplier destroys the signed distance property of ¢ at the cost of conserving mass. This motivates the development of an
approximate Lagrange multiplier that leads to both mass-conservation and signed distance retention for ¢. We discuss the approximate
Lagrange multiplier technique in Sec. 2.7.

2.5. Overall versus pointwise mass conservation

The Lagrange multiplier approach of Eq. (23) conserves mass in the domain discretely (i.e., when delta function is smooth and
uMt £ 0) in an integral sense. This can be proved as follows

d d
T pdV=a/{mH(¢)+ﬂz(1—H(¢))} av
Q Q

e 9%
=(p; ﬂz)/5(¢) Y dv
Q

Jo (@)l - V) dV }

=(p; — —i-V
(1= p2) 9/ S@{ -t Vo +6(@) TREOXT

= (1= ) / —5(¢)ii- Vop dV + / 5(@)i- Vv )
Q Q

=0. (24)

In proving Eq. (24) mass of both phases is used. This is different from the derivation of 4; or A, in the previous section which
involved only one phase. Although Eq. (23) conserves mass in an integral sense, it does not guarantee pointwise mass conservation.
To demonstrate this consider the pointwise conservation of mass equation

P4y w=2su-vp
= (1 — p)5(@) (% tu- v¢>
=(p; — p2)3(@) (- -V + f5(¢) +u- V)
= (9 = P6@) (U~ ] - Vb + f3(h). (25)

Eq. (25) can be analyzed for two cases — the continuous form (with sharp 6 and an exact reinitialization step for ¢) and the discrete
form (with a smooth delta). In either case the RHS of Eq. (25) is zero wherever § is zero. Thus, only at the interfacial region (sharp
or smooth) needs to be checked.

If the reinitialization step is exact then the ¢ = 0 interface will not move in this step, implying u = i on the interface. Additionally,
if 6 is sharp then f6(¢) =0, as discussed above. Furthermore to understand pointwise mass conservation at the interface in this case,
integrate Eq. (25) over a pillbox at point on the ¢ = 0 contour. The integral of the RHS of Eq. (25) over the pillbox will be zero
because both u — 1 and f6(¢) are zero in this case. This implies that the jump of pu - n across the interface is zero which confirms
pointwise mass conservation on the interface (note that integral of the time derivative term is zero since the volume of the pillbox is
Z€ero).

In the smeared/smoothed interfacial region case Eq. (25) suggests that mass is generated/lost in the interfacial region due to: (i)
the motion of level set contours at a velocity different than the material velocity, i.e., @t # u; and (ii) the Lagrange multiplier. The
latter term counteracts the effects of reinitialization and the smooth delta function to conserve mass in an average/integral sense, as
shown in Eq. (24). Thus, Eq. (25) highlights the limitation of the level set method to achieve pointwise or local mass conservation
with a smooth § function. This is because there will always be errors associated with 1 # u in the smeared interface. In other words,
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a signed distance function based on level set reinitialization is fundamentally incompatible with pointwise mass conservation in the
discrete case. However, for many practical applications, including those considered in this work, integral/global mass conservation
is sufficient. For problems requiring local mass conservation, a different interface tracking method (e.g., geometric VOF) would be
necessary. Another implication of the lack of pointwise mass conservation in the level set method is that a fully coupled (fully implicit)
system that arises from the discretization of incompressible Navier-Stokes and level set equations will require future investigation to
check for solvability and consistency. The operator-splitting approach is more “forgiving.”

2.6. Conserving mass is the same as conserving volume for incompressible flows

Though it appears obvious that conserving mass and volume are equivalent for an incompressible fluid, a recent paper by Wen et
al. [12] on a mass-preserving level set method has claimed otherwise. Later in Sec. 2.8 we show where specifically the authors went
wrong. We demonstrate in this section that we will obtain the same dynamical equation for the level set method as we did in the
previous section if we impose constraints on conserving the volume of the two phases instead of mass.

Specially, consider V| as the volume of fluid-1 (¢ > 0 region) in the domain Q that needs to be conserved. V| and its rate of change
can be obtained from ¢ as

= / H(¢) av, (26a)
Q
av; _d _ 9
= / H($) dV= / 8(p) - AV. (26b)
Q Q

We follow the same procedure outlined in Sec. 2.4 to derive the equations for conserving the volume of fluid-1 by imposing a

constraint of the form C(qb)é /Q H(¢) dV - VIO =0. Here, Vlo is the initial volume of fluid-1 in the domain. The dynamical equation
for ¢ in this case reads as

Vg =-16($) (272)
— /60 i- V) dv
@@V o)
Jo8(@) dv

We could also impose a constraint of the form C(¢) é /ﬂ(l — H(¢))dV — V20 =0 to conserve the volume of fluid-2 (¢ < 0 region).
In this case the dynamical equation for ¢ reads as

(j)—(f +u-Vo=1,6), (28a)
é u-Ve) dv
dy= fg(qﬁ)(u—qﬁ) (28b)

Jo 82(@#) AV

Comparing Eqgs. (27a)-(28b), we can observe the relation —4; = 4,. This implies that Eqgs. (27a) and (28a) are the same. For
two-phase flows, if we satisfy volume conservation for one fluid, the other fluid’s volume is automatically conserved. Moreover,
substituting A5 in Eq. (27a) or A, in Eq. (28a), we obtain the same dynamical equation for ¢ as written in Eq. (23).

2.7. Towards an approximate Lagrange multiplier method to prevent mass loss with the standard level set method

With the exact Lagrange multipliers 4,-4,, mass can be conserved discretely, but there are two “issues”:

1. Near the interface, the level set function does not remain a signed distance function. As discussed near the end of Sec. 2.4, this
is due to the RHS of Eq. (23), which is of the form f5(¢). As a corrective term, this disrupts the signed distance property of ¢
derived from the reinitialization equation. As a result, the Lagrange multiplier “undoes” the reinitialization equation.

2. Computing f, specifically its numerator fQ —6(¢p)a - Ve dV is not straightforward or convenient.

Despite these challenges, implementing the exact Lagrange multiplier approach is still feasible. With respect to the first issue, although
the “quality” of the mixture model given by Egs. (4) and (5) gets deteriorated, it is unlikely that the effect will be significant because
the Lagrange multiplier magnitude will not be very large (mass loss per time step will be small especially for resolved simulations).
In other words, ¢ is unlikely to deviate too much from a signed distance function. Nonetheless, when computing geometric quantities
such as the normal to the interface, care must be exercised: V¢ must be explicitly normalized by its magnitude to obtain the unit
normal n to the interface. The second issue can be addressed by an indirect estimation of f. This approach is suggested in Wen
et al. [12], where a similar integral term also appears. The dimension of this integral is rate of volume change—in Wen et al. the
dimension is rate of mass change. The authors in [12] approximated the integral as (M, (1) — M ?) /At, in which M (¢) represents the
mass of fluid-1, which is estimated from the reinitialized level set function at time ¢ and At is the current time step size. In Sec. 2.8
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we critically analyze Wen et al’s mass-conserving technique using our variational framework. Next, we present an alternative method
that circumvents both issues while conserving mass with the standard level set method.

Consider the reinitialized level set function ¢ that is obtained by solving the reinitialization Eq. (9) at time 7. At this stage ¢ is a
signed distance function that does not satisfy the mass constraint C(¢) of Eq. (15). We seek a spatially uniform correction ¢ for the
reinitialized level set ¢ such that

C($+e)=f(e)=/plﬂ(¢3+s) dv—M? =0. (29)
Q
The spatially uniform correction & guarantees that the corrected level set ¢» = ¢ + ¢ is a mass-conserving signed distance function. It

will be seen below that the correction ¢ is proportional to an approximate Lagrange multiplier that enforces mass conservation with
the level set method through a predictor-corrector type of a scheme

d—9" .

+1i-
3

At V(f) =0, [predictor step] (30a)

-9 -0 _Ae

At At Ar

The equation set (30) can be thought of as a representation of a “continuous” equation of the form
¢

o de
i Vo= —. 1
o THVe=g @31)

To relate the informal Eq. (31) and the formal Eq. (23), we first consider an intuitive argument and then present a mathematical
derivation. Note that the “forcing” that induces a shift in the contour levels of ¢ is the RHS of Eq. (31). This term is taken to be
uniform in the entire domain leading to the same correction to every contour level. The corresponding RHS of the formal Eq. (23)
is pé(¢p), where f is uniform everywhere. However, the §(¢) term makes the “forcing” in the formal equation non-uniform in the
domain. If one picks a contour level, say ¢ = 0, then the “forcing” does have the same value on that entire contour and this will lead to
the same correction to ¢ on that contour. Similarly, each contour level has its own constant value of correction to ¢. This correction
is maximum on ¢ = 0 contour and decreases away from it until it is zero outside the smeared interfacial region where 6(¢) = 0. Since,
in the formal method of Eq. (23) each contour level is corrected by a different amount, the distance function property is lost. The
only way to preserve the distance function property of ¢ is to correct all contour levels by the same amount. This is the assumption
made in the informal approach of Eq. (31). Thus, Eq. (31) would arise from Eq. (23) under the assumption that ‘;—‘: = pé(¢,,), which
means that the correction of an appropriately chosen ¢,, contour in the formal approach is uniformly applied in the entire domain
to obtain the informal approach.

ASSY

[corrector step] (30b)

We now proceed with the mathematical derivation by obtaining an expression for the rate of change of correction %. This can
be obtained by differentiating Eq. (29) with respect to time
df(e) / . 9§  de
= -4 4+ = = 2
ar p16(¢p+¢) E + ” dv=0, (32a)
Q
N .
‘—»/p15(¢+e)a—(f dV=—/p15(¢+s)% dv, (32b)
Q Q
Lde _ Jod@+O@-VH AV [o6@+e)E-Vid+e)dV [, 5@ V) dV 320
dr Jod(@+e) v Jod(+e)av Jo8(d) AV

In Eq. (32a) we used the Leibniz rule to carry out the differentiation of the non-conserved quantity f(¢) defined over the static region
Q. Eq. (32¢) is arrived at by using the relations Vd=V(p+e)and p =P +e. Comparing the right hand sides of Egs. (23) and (31),
we see that

de _ Jod@)-Ve)dv Jo 8(@)i- V) dV

= =5, e =5(¢,) 33)
& emav O G e av PP

Egs. (23) and (31) are therefore similar with a slight difference in f and ﬂ~ the latter is an approximation to f# in which one of the
smooth delta function terms (in the denominator) is evaluated at the m™ contour. A uniform value is used with the approximate
method to correct all ¢ contours. This correction corresponds to the shift/correction in the m™ contour of ¢ in the exact case. We
demonstrate this by taking a commonly used smooth delta function in the level set literature

A A

5(¢)=L+Lcos<%> L>/5(x)dx=1 and /52(x)dx=%, (34)

in which A denotes the half-width of the interfacial region. The m'™ contour of ¢ can be identified as follows:

_de
Bo(d,,) = )

- =By = p=F (35)
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. Jo8(@)@-Vd)dV [, 6()(@ - V) dV

= (35b)
Jo 8% (@) av 8(m) [ 6() AV
Jo 0% (@) dV
S8(g,) = ——— (350)
() [ 5) dv C
1 1 (7dy\ _ 3
L)ﬂ-i_ﬁcos(T)_E (35d)
S =+ % . (35€)

The uniform correction applied by the approximate Lagrange multiplier corresponds to the exact correction at the contour A/3
distance away from the interface.
Computing ¢ that preserves mass for the level set method is a simple root-finding problem, f(¢) = 0, for which we can use Newton’s
method:
daf
S(erp1) = Sfegg) + R (€41 — Ep)- (36)

€k

Setting f(g,,1) =0 in the equation above yields

_ f(&k)

df
de

Erpl =& s (37a)

33

Jopi Hb+ey) dV— M)
Jor18(@+e) dV

_ JoH@+e)dV-M)/p,

T [@tepav

~ JoH(+e)dv-1)

T [btendv

Here, k represents the (Newton) iteration counter. With k = 0, we start with a zero correction, i.e., £, = 0 and iterate until mass is
conserved to machine accuracy. The correction value £ will remain the same even when we impose a volume conservation constraint.
This can be seen in the steps leading up to Eq. (37b).

SAggy ==

(37b)

Summary of exact vs. approximate Lagrange multiplier approaches: The inexact approach overcomes the two problems of the

exact Lagrange multiplier equation, but its main drawback is that it is post-hoc in nature; Eq. (31) is formally not a continuous
equation. The inexact technique, however, closely mimics the exact Lagrange multiplier approach (implemented via operator split-
ting). Another key difference between exact and approximate methods lies in how they adjust the level set contours to achieve mass
balance. The exact approach prioritizes the zero-contour (interface), moving it the most. This movement gradually diminishes for
contours farther away from the interface, with those outside the interfacial region remaining entirely static. In contrast, the approxi-
mate Lagrange multiplier approach applies a uniform adjustment across all contours throughout the domain. This acts as a long-range
correction mechanism.

2.8. Comparison with other mass-preserving level set methods

Although there are many techniques available in the literature for conserving mass using the level set method, we highlight
two studies that have applied continuous formulations in place of pure numerical ones (i.e., combining level set with volume of
fluid/moment of fluid methods, particle level set methods, etc.) to address mass loss problems. The conservative level set (CLS)
method [15] is a continuous formulation, but we exclude it from this discussion since, despite its name, it also leads to mass loss—for
example, see the dam break problem simulated in Parameswaran and Mandal [16] with CLS wherein mass losses up to 50% are
reported (refer Fig. 22 of their work).

2.8.1. Mass preserving formulation of Wen et al.

A recent work by Wen et al. [12] describes a method of conserving mass with the standard level set method by including an
additional source term in the equation. The source term form is selected ad-hoc with a free parameter #, whose value is determined
through fluid-1’s mass balance. In addition, the authors used a non-standard definition of mass in their derivation, which results in
several inconsistencies. In this section, we present Wen et al.’s mass-preserving level set method based on the variational framework
of Sec. 2.4. In our derivation, we will continue to use their mass definition to obtain a similar level set equation as in [12]. Their
equation reads as

Vo =3IV, (38a)

10
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Jo L@uy dV
n= .
Jo L@)56($)|Ve| dV
Here, L(¢) = 6(¢) [2(;7 1—P)H () + p2] (see Eq. (26) in [12]) and Mg TEpresents the “discretization error” in approximating —i - V¢.
Though the authors did not justify the form of the RHS of Eq. (38a), it resembles the RHS of our Eq. (23). Note that for level set

methods, |V¢| =1 thanks to the reinitialization process. Therefore, the use of |[V¢| in Egs. (38) is redundant.
In [12], # is arrived at by defining mass of fluid-1 as

(38b)

M@= [ st av. (39)
Q
which is different from the standard definition of mass used in Eq. (15). The implications of defining M, through Eq. (39) will be
discussed later. For now we will continue using Eq. (39) to derive Wen et al.’s Eq. (38a) utilizing our variational framework. The rate
of change of mass for fluid-1 can be computed using RTT as

dMl_d

& —dt/p(¢)H(¢) dv,

Q

0 0
- / [H(qa)% +p(¢>$ av,

7]
= / [2(01 = p2)H($) + s 5<¢>a—'f av,
Q
- 99
= / L(¢) > dv. (40)
Q

The strong and weak form of the level set equation remains the same as the equation set (16). Based on the definition of mass of
fluid-1, a constraint of the form

MO
Clg) = / <p<¢>H<¢)— 7‘) dv=0, (41)

Q

is imposed with the help of the Lagrange multiplier I' € L?(Q)3. Following the derivation steps of Sec. 2.4 we obtain an equation for
the mass-conserving level set field

2 4 Vo=-TL@), (422)
— [ L(®) -
o ~Ja L)@V dV. )

Jo LX) AV

The Lagrange multiplier I" is obtained by substituting d¢/0t = —T'L(¢p) — it - V¢ from Eq. (42a) into Eq. (40) and setting dc% =0.
Overall, Eq. (42a) reads as

L(¢) - V) dV
% +i- Vo= L(p) Ja L@ V) AV f(di(z( 5 Z:i . (43)
Q

Aside from the (redundant) |V¢| terms, Eq. (43) is similar, but not the same as Eq. (38a). Accordingly, Wen et al.’s Eq. (38a) does
not follow the constraint formulation. Additionally, the discretization error He has not been quantified in [12]. If Hep = 0 for some
advective scheme, then # = 0. In this case Eq. (38a) reverts back to the standard level set equation, which does not conserve mass.
The interpretation of u, as a discretization error is therefore not correct. Furthermore, the use of a non-standard definition of mass
also leads to several inconsistencies. The inconsistencies can best be described by determining the constrained level equation that
aims to conserve the mass of fluid-2 M,(¢) = /g p(p)[1 — H(¢)] dV. Following the same procedure as above, we can derive fluid-2’s
mass-conserving equation, which reads as

0 Jo Lu(@)(@ - V) dV
+1 V""L*("’)—/QLg@)dv :

ot
Here, L.(¢) =[(p; —2p,) +2(p; — p1)H(¢)16(¢h). Note that Eq. (44) differs from Eq. (43). Each fluid has its own governing equation.
As part of their numerical experiments, Wen et al. (arbitrarily) chose the level set equation to preserve fluid-1’s mass. The only
way to conserve both fluids’ masses simultaneously with this approach is to have L(¢) = L,(¢). This condition simplifies to yield
4(p; — po)H () = p; — 3p,. Considering that the RHS is constant, and the LHS varies spatially, this is a contradiction. There is also an
unphysical condition p; = —p, at the interface where ¢ =0 and H(¢p=0)=1/2.

(44)

11
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While Wen et al’s method is inconsistent, their numerical results for two-phase flows match well with existing literature. We
attribute this fortunate match to the fact that for well-resolved simulations, # (or the Lagrange multipliers) do not cause a substantial
change in ¢.

2.8.2. Mass preserving formulation of Kees et al.

Next, we describe the mass-conserving level set approach of Kees et al. [2] that can be considered an extension of the approximate
Lagrange multiplier approach of Sec. 2.7. Their approach uses an advected volume fraction field Hasa target field to modify the
reinitialized level set function $ directly to correct for spurious mass loss/gain. Their mass-preserving level set approach can be
described by the following equations:

volume fraction advection: ¢3a_1t1 +V. (uﬁ )=0, (45a)
. o ;
level set advection: o +u-V¢=0, (45b)
N o (o
level set reinitialization: — +sgn(¢) <|V¢| - 1) =0, (45¢)
T
level set mass correction: szs(x) = H($+ £(x)) — H with Ve(x)-n=0 on 0Q. (45d)

Assuming no numerical diffusion errors, advecting fluid-1’s volume fraction H in a closed domain yields fQ H@)dv = Vlo. The main
idea behind the mass conserving approach of Kees et al. [2] is to solve (the nonlinear reaction-diffusion) Eq. (45d) with homogenous
Neumann boundary conditions for a spatially varying level set correction field £(x). Integrating Eq. (45d) over the computational
domain Q reveals the constraint that Eq. (45d) imposes

/H(q§+e(x)) dv-/ﬁ dV:y/Vze(x) dav,
Q Q

Q

<—>/H(q§+e(x))dV—/ﬁ dV:y/Vs(x)-ndS:O,
Q Q

0Q

%/H(¢3+e(X)) dv=/ﬁdv=V1°. (46)
Q Q

Eq. (46) defines essentially the same constraint as Eq. (29) with the difference that the corrective field ¢ is allowed to vary spatially.
In their work, Kees et al. mention “y is a parameter that penalizes the deviation of £(x) from a global constant.” In their numerical
experiments, the authors take a large value of the penalty parameter y. According to their results (see Figs. 5 and 6, and Table 1),
€ remains essentially constant throughout the domain. In practice, Kees et al.’s approach is the same as the approximate Lagrange
multiplier approach introduced in Sec. 2.7. The approximate Lagrange multiplier method is computationally more efficient than Kees
et al.’s approach because it does not require maintaining an additional advective field H. 1t also avoids inverting a large system of
equations. The need for the latter arises due to the presence of a Laplacian operator in Eq. (45d).

2.9. Extension to three phase flows

In this section, we extend mass conserving level set techniques for two-phase flows, i.e., exact and approximate Lagrange multiplier
methods, to three-phase flows, by including a (moving) solid phase in the domain; see Fig. 3(a). Fluid-structure interactions are
modeled using the fictitious domain Brinkman Penalization (FD/BP) method, which is an immersed boundary method. The FD/BP
method solves a single momentum equation in the entire computational domain €, including the immersed solid region 5 (¢) C Q.
The momentum of the solid body is accounted for by the penalty term f.(x,?) in the momentum Eq. (1), whose form reads as

f.(x,1) = @ (up(x,) —u(x,0). (47)
The penalty term f. ensures that the velocity inside the structure region Q5(¢) is a rigid body velocity u,(x,?). uy, is determined by
hydrodynamic and gravity forces acting on the body [17]. An indicator function y(x,) tracks the location of a solid body within Q. »
is non-zero only within Q;(#). The Brinkman penalization method treats the solid body as a porous region with vanishing permeability
Kk < 1. At the fluid-solid interface, the penalty force f_ can also be treated differently in the normal and tangential directions. This
possibility is explored in Sec. 2.9.4.

The interface dQ5(7) between fluid and solid domains is tracked by a level set function {(x,7): £ > 0 in QF(r), ¢ <0 in Q;(1), and
¢ =0 on 0Q5(¢). The solid level set is advected using

s

E+u~VC=0. 48)

In what follows next, we assume that the solid domain does not loose mass/volume due to the motion/advection of {(x,?) within
Q, and all mass/volume issues stem from the level set function ¢(x, t) which defines the interface dQF (¢) between the two fluid phases.

12
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(a) Non-immersed formulation (b) Immersed formulation

Fig. 3. Schematic of the computational domain Q for three phase flows considered in (a) non-immersed and (b) immersed formulations. The variation of the two-fluid
interface 0QF is illustrated by the red dashed line.

2.9.1. Conserving mass/volume for three phase flows - non-immersed formulation

Exact Lagrange multiplier approach: We first present the non-immersed formulation, in which the level set function ¢(x, t) does not

exist within the structure region. ¢(x, ) is assumed to satisfy appropriate boundary conditions on dQ and dQ5(¢). The non-immersed
scenario is akin to a deforming/moving mesh that has a hole (to represents the body) inside it. We aim to conserve volume V; of
fluid-1, which can be expressed in terms of ¢ as

V= / H(¢) dv. (49)
QF (1)
The rate change of volume V| (a conserved quantity) can be expressed using the RTT Eq. (11) as
av;

- %0 :
o= / 5(¢)= AV + / H($)(ug - 1) dS, (50)

QF (1) Q5 (1)

In Eq. (50) n represents a unit normal vector to the fluid-solid interface that points away from the fluid and into the solid. The no-slip
condition on fluid-structure interface implies u = ug; = u, (9Q5(1), 7).

The strong and weak form of the dynamical equation for ¢(x,7), S(¢) and W(¢), respectively, the volume constraint C(¢), the
Lagrangian of the constraint and its variation, £L(A[, ¢) and 5£(A1,¢), respectively, in the time-varying fluid domain QF (¢) read as

S(¢) 2 %m-w:o, atVxeQf@), (51a)
W(p,5¢) 4 / [% +ﬁ~V¢] Spdv, pe H'(QF()), Vépe HI(QF 1)), (51b)
QF (1)
A VP
C(p) = / H(¢p) - 2 dv=0, (51c)
QF (1)
VO
LAL@) = A / <H(¢)—71> av, A, e L* Q1) (51d)
QF (1)
: 2 4 s
LA, P) = bA, / H(qf;)—7 dV+A, / 5@ dv, SA, € LHQF (). (51e)
QF (1) QF (1)

Note that in Eq. (51e) the variation in the movement of the fluid domain QF (1) is not included. This is because the solid interface
moves with the material velocity field. As noted earlier we are assuming that the velocity field is known (operator splitting with an
explicit level set approach). The effect of domain variation would have to be probed if the velocity field was also an unknown. In that
case, probing the effect of variation in the velocity field would cause variation in the movement of the fluid domain which in turn
would lead to an extra term in the variation of the Lagrangian of the volume conservation constraint. The total variation, including
the effect of variation in the domain movement on the Lagrangian of the constraint, would be:

VO
St"talE(A],d)) = ,§£(A1,¢) + Al / <H(¢) - 71> (Vsdt -n) dS,
0Q5(1)

13
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in which vy is the variation in velocity. The last term in the equation above arises due to variation in velocity (and the corresponding
variation in domain movement) and is similar to that in the Leibniz theorem. If it is assumed that the velocity field is known a priori
when solving for ¢, then the last term is dropped because v; is zero.

Adding variation of the Lagrangian SL(A 1- @) to the weak form W(¢, 5), collecting terms in SAI and §¢, and equating them to
zero separately, yields the original constraint (Eq. (51c)) and a new dynamical equation for ¢ that reads as

9 i V= —A,5(), (52a)

ot
_ - /QF(,) 5(¢)(ﬁ : V¢) dv + /()QS(,) H(¢)(us . Il) ds
! Jor 84(¢) AV '

(52b)

The value of the Lagrange multiplier A, is obtained by substituting % =—1- V¢ — A6(¢) into Eq. (50) and setting ddlr' =0.
Proceeding analogously, we can conserve the volume of fluid-2 V, = fgp(t)(l — H(¢)) dV by imposing a constraint of the form

C (¢)§ Jor o —H@) - 1120 /V dV =0 with the help of Lagrange multiplier A, € L*(Q)3. In this case the dynamical equation for the
level set reads as

L ) (53a)

ot
Jar o 6@ - V) AV — [0, H(@)(us - m) dS
Jar 6%(¢) AV '

h =

(53b)

In arriving at the RHS of Eq. (53b), we used % =0 and the relation f b0s (;)(“s -n) dS = fg23 V - u,, dV = 0. The latter holds because
u, is a volume-preserving rigid body velocity field.

Comparing the two level set equation sets (52) and (53), we observe the relation —A| = A,. Therefore, Egs. (52a) and (53a) are
the same, given by

F) Jore 8() - V) AV — [ H($)(ug - n) dS
a_¢ +ii- Vo = ad(g) = —2 0 : 8(¢). (54)
1 /_QF(,) 6 (d)) av
Thus, conserving volume of fluid-1 automatically conserves the volume of fluid-2, even in the moving domain QF (¢). Furthermore, it
is straightforward to show that the equation for ¢ remains the same (as Eq. (54)), if we impose mass conservation constraints instead
of volume ones. We omit the derivation steps for brevity.

Approximate Lagrange multiplier approach: Here we follow the derivation procedure of Sec. 2.7 to derive an approximate La-

grange multiplier to conserve mass/volume of the two fluid phases in the moving domain 0QF (7). Consider the reinitialized level set
function $ at time ¢ that is a signed distance function, but it does not satisfy the constraint Eq. (51c) yet. We seek a spatially uniform
correction ¢ that corrects $ to p= dA> + £ while maintaining its signed distance property |V¢| = |V($ + ¢€)| = 1. This is achieved by
finding the root of the nonlinear equation

Cp+e)=f(e)= / H(p+e)dv-V=0, (55)
QF(n)

using Newton’s method. The correction at the k" Newton iteration becomes

(&)
Ek+1 =€k — ar £ > (56a)
acle,
v H+e,) dV— V0
SN =—f k) L (56b)

Jor 8+ &) AV

which is iterated till the relative error (A = f(g,)/ Vlo) drops to machine accuracy. To show the similarity between the exact and
d

approximate Lagrange multiplier approaches for three phase flows, we need an expression for level set correction per unit time d—j

instead of the total one: €. This can be obtained by differentiating f(¢), which is a non conserved quantity defined over a moving
domain, with respect to time using the Leibniz integral rule

YO _ [ siee (2, & NPT
i / 6(¢+e)< i dt) dv + / H(p+¢)(ug-n)dS=0, (57a)
QF(1) 0Q5(1)
_de _Jor 8(d+e)ii- V(d+e) di/ = Jyas H(+ &)ug - m) dS , 75)
dr Jor (@ +e) av
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de  Jor 5@ - V) AV — [ H(¢)(ug - n)dS
o= =
dr 8(P) fop 5() AV

8() = 8(dyy)- (57¢)

Here, again it can be seen that the RHS of Eq. (54) is similar to ‘:l—f with a slight difference in « and @: the latter is an approximation
to a in which one of the smooth delta function terms (in the denominator) is evaluated at the m™ contour. Overall, there is no spatial
variation in the correction and ¢ retains its signed distance property. Moreover, the root finding technique avoids calculating the
numerator of a or @.

2.9.2. Conserving mass/volume for three phase flows - immersed formulation

For non-immersed formulations with Cartesian grids, significant bookkeeping and stencil modifications are required to avoid
solving the level set equation inside the (moving) structure domain Q5. With unstructured grids, when a solid body moves, the mesh
can deform significantly, causing several problems. An alternate approach is to use an immersed formulation and allow the two-fluid
interface to pass through the solid body as shown in Fig. 3(b). The implementation of the level set method is greatly simplified
as a result. Because the two phases existing inside the solid body are fictitious, care must be taken when imposing constraints. To
calculate the actual volume (or mass) of the three phases, we introduce a second level set function ¢ (outlined in Sec. 2.9), which
can be expressed as follows:

Vi= / H(@)H() dv, (58a)
Q

V= /(1 - H(p)H(©) dv, (58b)
Q

V3= /(1 - H(%)) dv. (58¢)
Q

In Egs. (58a) and (58b) the inclusion of H({) term ensures that the fluid volume is considered only outside the body. We will assume
that the solid volume V3 remains conserved, and the issue of mass/volume loss pertains to only fluids 1 and 2.

Using the RTT (Eq. (11)), the time derivatives of V| and V, (conserved quantities) in the closed and stationary computational
domain Q are obtained as:

av, o o¢

T —/ [5(¢)H(§)E + H(d%(()g] av, (59a)
Q

av, o o¢

?_/ [_5(¢)H(§)E +(1_H(¢))5(C)E] dv. (59b)
Q

The strong and weak form of the level set equation remains the same as Eq. (51a) and Eq. (51b), respectively, with the difference
that they are now defined over the entire (static) domain Q. That is ¢ € H'(Q)? and S5p e HY(Q). Working with the constraint of
conserving fluid-1 volume, the Lagrangian of the constraint and its variation reads as

A VP
LAAs, ) = Ag / H@HE - - | av, As € LA(Q)Y, (60a)
Q
s A s " 2 2 2003
oL(A3,¢) = 6/\3/ H(qb)H(g)—V dV+A3/5(¢)H(§)5¢ dv, oA; € L(Q). (60b)
Q Q

Adding variation of the Lagrangian to the weak form, collecting terms in 5A3 and ¢, and equating them to zero separately, yield
the original constraint and a new dynamical equation for ¢ that reads as

D Vg =-ASPHE), (61a)
— [y 3@ HE)@ - V) AV = [, HASEO(u- VE) AV
A= , (61b)
Jo®@H(O) dV
o, S BHEE VD) &Vt iy HPo, 085 o
: Jo®@HO) dv

The value of the Lagrange multiplier A; in Eq. (61b) is obtained by substituting % =—-1- V¢ - A3;6(¢p)H(() from Eq. (61a) and
0 /ot = —u - V¢ from Eq. (48) into Eq. (59a) and setting % = 0. If the body delta function §(¢) is sharp, then the expression
for A; in Eq. (61b) can be further simplified to Eq. (61c) by using the relation [, H(¢)5({)(u - V¢) = IBQS(Z) H(p)(ug - VE) dS =
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/z)Qs(t) H(¢p)(ug - ny) dS = — /agzs(r) H(¢)(ug - n) dS. Here, ng = —n is the outward unit normal to the solid surface, which can be
obtained from the signed distance function ¢ as n, = V{/|V{| = V{.

Proceeding analogously, we can conserve the volume of fluid-2 with the help of the Lagrange multiplier A, € L?>(Q)3. In this case
the level set equation and the value of the Lagrange multiplier reads as

% +ii- V=A@ HQ), (622)
SOYHEO)(@- V) dV — [,(1 — H(p))s -V d
- Jo S@HE)(@ - V) dV — [( (@)3(O)(u- V) V’ (62b)
Jo B2 (@H2(E) dV
Ay = JoS@H)(@ - V) dV — /ms(,) H(¢)(ug - n) dS‘ (620)
Jo 82D HAC) dV

Comparing equations sets (61) and (62), we observe the relation —A, = A;. Therefore, the level set equations (61a) and (62a) are the
same. More importantly, the immersed formulation of the mass/volume conserving level set equation converges to the non-immersed
one as the smeared body delta function 6({) becomes sharp. This can be observed by comparing equation sets (52) and (53), and
equation sets (61) and (62). Outside the solid region where H({) = 1, these equations are exactly the same. The equations remain
the same if we impose mass conservation constraints instead of volume ones. The derivation steps are omitted for brevity.

Approximate Lagrange multiplier approach: Here we derive an approximate Lagrange multiplier to conserve mass/volume of the

two fluid phases in an immersed sense. The nonlinear equation to solve for the spatially uniform correction ¢ in this case is

Ch+e=fie)= / H@+eHE© dV—-V0=0 (63)
Q

Eq. (63) can be solved to machine accuracy using Newton’s method. As done before, the connection between the approximate and
exact Lagrange multipliers emerges through de | Differentiating the non-conserved quantity f(¢) defined over a static domain Q with
respect to time (using the Leibniz integral rule) yields

de  Jod@+OHOM - V(G +6) AV + [ H(d+)6(C)(ug - VOV

de _ ~ (642)
dr [0 8 +e)H(E) AV

e s - /o 8@ HO@- V) AV =[5, H@)u, - m) dS o o
dr e 8 H () [o S(PH () dV e

Comparing Egs. (62c) and (64b), it can be seen that A is approximately equal to the exact Lagrange multiplier A,: the former is
obtained by evaluating one of the smooth delta function terms and one of the smooth Heaviside function terms (in the denominator)
at the m™M and n™ contour, respectively. Overall, there is no spatial variation in the correction and ¢ retains its signed distance
property.

Enforcing the constraint defined by Eq. (63) using Newton’s method ensures that the volume of phase-1 (defined by Eq. (58a)) is
preserved to machine accuracy. Since the sum of the volumes for all three phases (Egs. (58a) - (58c)) equals the total volume of the
domain, this constraint guarantees a key property for closed domains: if the volume of phase-1 is conserved to machine precision, the
combined volumes of phase-2 and phase-3 will also be conserved to machine precision irrespective of the smeared body Heaviside
function. The numerical simulations of Sec. 5 confirm this property.

2.9.3. Contact angle conditions

Material triple points are the points (or lines in 3D) where the two-fluid interface dQF intersects the solid surface 0QS. Under
equilibrium/static conditions, 0QF pins at 0QS at an angle 6, according to the Young-Laplace equation. A dynamic contact angle 64
condition is better suited for transient conditions. For problems at the capillary length scale, the contact angle condition is relevant.
The capillary length scale® in an air-water system is about 2.7 mm. The contact angle condition is not necessary for many fluid-
structure problems in ocean engineering, since the relevant length scales are much larger than capillary ones.

If a specific contact angle 6 needs to be imposed at the triple points, an equation similar to the reinitialization equation Eq. (9)
can be used. This idea is proposed by Jettestuen et al. [18] who suggest using an equation of the form

Z—f +5gn(£) (V- Vg —cos(0)| V|| VE]) = 0. (65)

As with the reinitialization equation, the contact angle Eq. (65) is also solved till steady state to obtain the desired geometric relation
between the fluid and solid level sets at the triple points

Ve Vo
—_ . = 0). 66
Ve el (66)

3 The capillary length scale can be estimated as /, o , / —>—

(p=pg)8
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Eq. (65) implies that the level set function ¢ moves with a velocity u™ = sgn(¢) (Vg“ — cos(é) ).4 Overall ¢ moves with a

Vel
combination of fluid velocity u, reinitialization velocity u and contact angle imposing velocity u®®, If we denote the overall
velocity by W, then the analysis presented in Sec. 2.9.1 still applies. The terms involving ii are replaced by . Additionally, it can be
seen that Ay and A, will disrupt the signed distance property of ¢, as well as change the contact angle at the triple points. In contrast,
the approximate Lagrange multiplier approach will respect the contact angle condition since the shifted contours of ¢ retain their
original geometric shape.

Due to the length scales of FSI problems consider in this work, we do not consider the contact angle condition. This will be
examined with appropriate problems in a future study.

reinit

2.9.4. Differential treatment of the Brinkman penalty force

In the Brinkman penalty method the permeability of the body needs to be low x < | to represent a non-porous body. In practice,
while x value is small, it does not approach machine zero. This implies that the no-slip condition on the fluid-solid interface is only
partially enforced. The approach of x to machine zero poses two issues:

1. the system of equations becomes stiff to solve; and
2. a no-slip condition in the tangential direction implies stress singularity at the material triple points.

Our recent paper [19] describes a preconditioning strategy that overcomes the numerical stiffness issue of the Brinkman penal-
ization method: the fluid solver converges rapidly regardless of k. Therefore, issue #1 is not a concern with our implementation.
The second issue is unavoidable, and one must allow for tangential slip at the triple points. This is necessary for the solid to move
across/pierce the two fluid interfaces. The classical no-slip condition at the material triple point breaks down as discussed in Huh and
Scriven [20]. A question naturally arises in light of issue #2 for the Brinkman penalization method: is it possible to impose different
amounts of slip in the normal and tangential directions? For example, no slip in the normal direction and some slip in the tangential
direction. Using numerical experiments, this section explores this possibility.

A three phase FSI problem is simulated in which a rectangular block is released from a small height above the air-water interface.
Detailed information on the problem setup is provided in Sec. 5.2.1, where we focus on the mass loss issues with the level set method.
We focus here on the dynamics of the block and the air-water interface as a function of differential slip. This case is studied by
splitting the Brinkman penalty force, described in Eq. (47) into normal and tangential components as

f,(x.1)= X0 (X 1) [
in which K, and ICt are the normal and tangential penalty factors, respectively, and ny is the unit normal to the solid surface. The
splitting of the Brinkman force into normal and tangential components is done in the fluid-solid interfacial zone. Inside the body,
the penalty force reverts to its original form. When K, =1 and K, = 1, Eq. (67) reverts back to Eq. (47). We impose a no-normal
penetration condition by increasing the normal penalty factor to K, = 50. The tangential penalty factor is kept at X, = 1. The large
value of the normal penalty factor restricts the air-water interface within the solid body. Fig. 4 displays very unphysical FSI dynamics
in this case, where the block appears to “ride the waves.” After being released, the rectangular block bounces to a higher elevation
and continues to rise.

Fig. 19 of Sec. 5.2.1 shows physically correct dynamics when both K, and K, are set to 1. The air-water interface is thus allowed
to enter the rectangle block. As long as the mass/volume conservation constraint (of the actual fluid) is maintained, it is not a problem
for the fluid to penetrate into the solid region. It corresponds to the immersed formulation of the mass-preserving level set method.

K,(u,(x,1) —u(x,1)) - (ng @ ng) + L (u,(x, 1) —u(x, 1)) - (I — (ng ®ns))] (67)

3. Discretization
3.1. Spatial discretization

The continuous equations of motion for the incompressible multiphase flow system written in Egs. (1) and (2) are discretized on a
locally refined staggered Cartesian grid. The coarsest grid level covers the entire domain Q with N, X N, X N, rectangular cells. The
cell size in x, y, and z directions is Ax, Ay, and Az, respectively. Unless stated otherwise, a uniform grid spacing Ax=Ay=Az=his
used for all simulations in this work. Without any loss of generality, the lower left corner of the domain is taken as the origin (0,0, 0).

Thecenterofthecellhasapositionx,-,j’k = ((i+ %)Ax,(j + %)Ay,(k+ %)Az) fori=0,...,N,—-1,j=0,... ,Ny—l,andk=0, ...,N,—
1. The cell face location that is half a grid cell away from x; ; ; in the x-directionisatx,_; k= (iAx, G+ %)A v, (k+ %)Az). Similarly,
3 5
for the location of a cell face that is half a grid cell away from X; ; , in the y-directions is X, 1= ((i + %)Ax, JjAy, (k+ %)Az)
J=3

and in the z-direction it is X, il = ((i + %)Ax, G+ %)Ay, kAz). Fig. 5(a) illustrates the staggered arrangement of the variables
IR

on a 2D grid. The simulation time at time step » is denoted by ¢". The scalar quantities: level set functions, pressure, and the
material properties (density and viscosity) are approximated at cell centers and are denoted ¢7, | ~ ¢ (x (X; o 1) {e~e (Xijse1")s

4 This additional motion also relaxes the no-slip condition on the fluid-solid interface.
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(b) t = 0.13679 s

(c) t = 0.136794 s (d) t = 0.13717 s

Fig. 4. Three phase fluid-structure interaction of a rectangular block when the air-water interface is not allowed to enter the solid body (K, =50, K, = 1).

B Rp (X o 1) Pl (X;j4-1") and W~ (X;  x-1"), respectively. See also Fig. 5(b). Scalar quantities are interpolated onto

the required degrees of freedom when required; see Nangia et al. [21] for further details. The vector velocity is approximated on the
cell face as u;'_ 1 ~u (Xi_ % e "), U:‘l,j— 1y U xi,j_ % © zn) s w:j,k_ | Rw xi,j,k_ % s tn). The body force terms in the momentum
equation are alzso approximated at the cellzfaces. Second-order finite dffferences are used for all spatial derivatives. For the ease of
readability, the discretized version of the differential operators are denoted with a & subscript, e.g., V = V,,. For further details on
the spatial discretization and boundary conditions on adaptively refined meshes, refer our prior works [21-23].

3.2. Density and viscosity specification

Smooth Heaviside functions are used to vary material properties at the fluid-fluid and fluid-solid interfaces dQF(¢) and 9Q5(¢),
respectively. A given material property J, say density or viscosity, is set in the computational domain by first calculating the flowing
phase property as

~flow _ ~ ~ 7y flow
Sk =3 +(Jg —J,)Hi,j,k, (68)

and later correcting 371°% to account for the solid body by

~full flow _ gybody
Sk =3s + (\sl_,j,k \ss)H,.’j’k . (69)

Here, S is the final scalar material property (density or viscosity) field throughout Q. For the transition specified by Egs. (68)
and (69), the usual numerical Heaviside functions are used:
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1 n
— Az Vi1
(a) 2D staggered Cartesian grid (b) A single grid cell

Fig. 5. Schematic representation of a 2D staggered Cartesian grid. (a) A staggered grid coordinate system, and (b) a single grid cell with velocity components u and v
approximated at the cell faces (—) and scalars pressure p and level set function ¢ approximated at the cell center (s) at n" time step.

0, d)[j k < "Meells h,
ryfl 1

H’Jm]/cv §<1+n uh¢l_]k+ (n Hh¢1/k>)’ |¢1/k| cells (70)
1, otherwise.
0, gij k < eells h,

rybody _ J 1 1 1 3

Hije =12 (1 * ek Sijuc+ 2 sin < Neells h ik )) o NG jal Sneensh (71)
1 otherwise.

All simulations performed in this study use ns = 1 for two-phase flows and n,; = 2 (for fluid-solid and fluid-fluid interfaces)
for three-phase flows.

3.3. Temporal discretization

We employ a fixed-point iteration time stepping scheme with e cycles per time step to evolve quantities from time level "
to time level #"*! =" 4+ At. Superscript k denotes the cycle number for the fixed-point iteration. At the beginning of each time step,
the solutions from the previous time step are used to initialize cycle k = 0: u"*'0 =u", p”+%’0 72, g0 = g and (10 = ¢n,
Initial conditions are prescribed for physical quantities at the initial time n = 0. A larger number of cycles in the simulation allows
a larger, more stable time step size. In this work, we limit nye; =2 for 2D cases and n¢ycjes = 1 for 3D cases to reduce linear solver
computational costs.

3.3.1. Level set advection
We evolve the two level set/signed distance functions ¢ and ¢ using a standard explicit advection scheme as follows

n+l.k+1 _ 4n 1

¢ - ¢ +0 (un+%,k’¢n+§,k> =0, 72)
n+1k+1 _ #n 1 1

¢ v ¢ +0 (un+§,k,§n+5,k) =0, (73)

in which Q(., ) denotes the cubic upwind interpolation (CUI) approximation to the linear advection terms on cell centers. Let ot
denote the level set function following an advection procedure after time stepping through the interval [¢","*!]. We aim to reinitialize
it to obtain a signed distance function. As proposed by Sussman et al. [1], this can be achieved by computing a steady-state solution to
the Hamilton-Jacobi Eq. (9). The spatial gradients involved in the Hamilton-Jacobi equation are typically discretized using high-order
essentially non-oscillatory (ENO) or weighted ENO (WENO) schemes.

With the solid body geometries considered in this study, we are able to reset the solid level set function ¢ analytically. The
analytical resonstruction preserves the mass/volume of the body while not distorting {’s signed distance property following the
linear advection Eq. (73).

3.3.2. Multiphase incompressible Navier-Stokes solution
The multiphase incompressible Navier-Stokes Egs. (1) and (2) is discretized in conservative form as

vn+1,k+1un+1,k+| _ n+ Lkt

P pu” 1.k Py ey et Lk+1 1 k+1 3
v +CM =y, P (L) 2T gt g g gL g , 74
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V. un+l,k+1 =0, (75)

in which C"*1¥ is the discrete version of the convective term V - (m, @u). A consistent mass/momentum transport scheme is used to

compute the density p"*'**! and mass flux m , = pu approximations, ensuring numerical stability even under high density contrasts.

Our prior works [21,17] provide a detailed description of the consistent mass/momentum transport scheme. The viscous strain rate
1

. s . . . S nt+35.k+1 1 n+1k+1 n| . . n+l

in Eq. (74) is calculated using the Crank-Nicolson approximation: (L u“) 2 =3 [(L”u) + (L ”u) ], in which (L ”) =

n+1,k+1

Vi - [;4”“ (Vu + VuT)nJr ] The newest approximation to viscosity u is obtained using the two-stage process described by

Egs. (68) and (69). To avoid generating spurious currents due to large density variations near the fluid-solid interface [22], the
gravitational body force term gog = pfl°"g is calculated using the flow density field; see also Eq. (68).

3.3.3. Fluid-structure coupling
The Brinkman penalization term f, written in Eq. (47) is treated implicitly in the momentum equation

fg+l,k+1 _x (uZH’kH _un+1,k+1). (76)
K

The indicator function ¥ is defined using the body Heaviside function (Eq. (71)) as 7 =1 — Fibody, ¥ =1 inside the solid region and
zero outside. The rigid body velocity u, is expressed as the sum of translational U, and rotational W, velocities:

u,=U, + W, x (x - Xcom)» 77)

in which Xy is the center of mass position of the body. The rigid body velocity is obtained by integrating Newton’s second law of
motion

ULk _n
M, ———= =F" 4 Mg, (78)

n+Lk+1ypgn+lk+1 _ ynygyn

L, WIA, LW! — Mk (79)

in which M, is the mass of the body, I, is its moment of inertia tensor, and F is the net hydrodynamic force, M is the net hydrodynamic
torque and Mg is the net gravitational force acting on the body. Eqgs. (78) and (79) are integrated using a forward-Euler scheme to

n+1,k+1 n+1,k+1
U; , Wi

compute and ng;;[kﬂ. Only the vertical degree of freedom is considered free in the simulations presented in this

work.

3.3.4. Solution methodology: projection preconditioner for the fully coupled Brinkman penalized Stokes system

1
To find the velocity, u"*!¥*!  and pressure, p”+§’k+l, at time step n + 1, we solve Egs. (74) and (75) simultaneously. The discrete

form of momentum and continuity equations in matrix form reads as
Mx=b
A G||xy|_[fu
EaIMEHI
The operator M on the left-hand side of Eq. (80) is the time-dependent, incompressible staggered Stokes operator with an additional
Brinkman penalty term in the (1,1) block. We call it the Brinkman penalized Stokes operator or Stokes-BP operator for short [19].

Matrix A = éb"”’k“ + é)?"“’k“ - lLlu"Jfl’kJrl represents the discretization of the temporal, Brinkman penalty force and viscous
terms, x,, and x,, are the velocity u"***! and pressure p"*!**! degrees of freedom, and f, is the right hand side of the momentum
equation
1 1 ; n+1,k+1 n+l P
f,= <Epn+ EL”n>un+ <_> wreE kg gt g 1)
K

. . o ~ ~body . . . - .
Within matrix A, p""**! and 7" =1 - H are diagonal matrices of face-centered densities and body characteristic function

corresponding to each velocity degree of freedom, respectively. The surface tension force f acting on 0QF is modeled using the
continuous surface tension formulation [24,25]. The continuous surface tension force reads as

f, =cY($)VB, (82)
in which ¢ is the uniform surface tension coefficient and Y(¢) is the curvature of the interface computed from the level set function

1 ~
Y((i))"J'i’kJ'1 =-V-. (% ) In Eq. (82), B(¢) represents a mollified Heaviside function that ensures that the surface tension force
acts only near the two fluid interface. The immersed formulation of the level set equation implies that a fictitious surface tension also
exists within the solid region. This however does not affect the momentum of the body; the fictious surface tension force is absent

from the RHS of Eq. (78).
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Solving Eq. (80) iteratively becomes challenging when the body permeability x < 1. This difficulty arises because a very large
penalty term makes the system of equations very stiff. To address this issue, we recently proposed an effective preconditioning strategy
for solving Eq. (80) using an FGMRES solver. This work adopts the same strategy. For a detailed explanation of the preconditioning
method and its performance with very low values of «, please refer to [19].

4. Software implementation

The numerical algorithms described in this work are implemented within the IBAMR library [26], which is an open-source C++
software, enabling simulation of CFD and immersed boundary-like methods on adaptively refined grids. The code is hosted on GitHub
at https://github.com/IBAMR/IBAMR. IBAMR relies on SAMRAI [27,28] for Cartesian grid management and the AMR framework.
Solver support in IBAMR is provided by the PETSc library [29-31].

5. Results and discussion

In this section, several two-phase and three-phase flow problems are simulated to demonstrate the effectiveness of the approximate
Lagrange multiplier technique. We selected the approximate Lagrange multiplier approach (henceforth called the mass loss fix)
because of its simplicity, its ability to retain the signed distance property of the level set function, and its close relationship to the
exact Lagrange multiplier approach, particularly if the latter method is implemented as an operator splitting technique. For three
phase flows, two stringent test problems are devised to demonstrate that (i) imposing the mass conservation constraint is essential for
the level set method to obtain correct dynamics; and (ii) the immersed formulation of the level set equation produces dynamics that
agree very well with non-immersed and conservative methods such as moving unstructured grid-based methods, cut-cell methods,
and particle-based methods.

5.1. Two-phase flow problems

5.1.1. Vortex in a box problem

Vortex in a box is a standard two-phase flow problem used in the literature [32] to test interface tracking/capturing methods’
ability to resolve thin filaments. In this problem, a circular interface is stretched over time due to an imposed velocity field of the
form

u=-2 sinz(ﬂx) sin(rzry) cos(rwy),
v =2sin(zx)cos(xx) sin2(7ry).

The computational domain consists of a unit square with extents Q € [0, 1]%. A circular interface with a radius of 0.15 has its initial
centroid at (0.5, 0.75). The origin is taken to be the lower left corner. The circular interface gets stretched into a very long and thin
filament due to the imposed velocity field, which over time wraps around itself. Fig. 6 compares the interfacial dynamics with and
without the mass loss fix at time instances t = 4, 6, and 8. The domain is discretized into N X N = 128 x 128 grid cells and a uniform
time-step size of At = h/10 is employed. As can be observed in the figure, a significant amount of mass is lost by the standard level
set method compared to the mass loss fix method.

Figs. 7(a), 7(c) and 7(e) show the normalized value of the uniform correction £ /4 as a function of time. The normalized correction
values are in the order of 102, which means that the contours of the level set field ¢ are shifted at a sub-grid level. To quantify
the amount of fluid lost/gained over time, we plot the relative change in the volume of fluid enclosed by the interface, AV /V, =
V(t)/V, — 1. Figs. 7(b), 7(d) and 7(f) show the relative volume change for grid sizes 32x32, 64x64, and 128x128. For all grids, the
relative change in volume is close to machine precision. In order to solve f(¢) = 0 to machine precision, it usually takes 2-3 Newton
iterations.

Next, we will examine a somewhat different but closely related problem known as the reverse vortex test problem [32,33]. After
rotating counterclockwise for t = 4, the initially circular interface stretches into a thin filament before rotating clockwise to return to
its original shape at t =T = 8. In this case, velocity is a function of time, and is written as

u = =2 sin*(xx) sin(xy) cos(zy) cos (”?t ) ,

v =2sin(zx)cos(zx) sin2(7ry) cos (ﬂ% ) .

Fig. 8 compares the final shape of the interface at t = T for different grid sizes, with finer grids performing better. For the coarse
mesh resolution (32 X 32) considered here, the mass fix method yields a “full” circle than the standard approach, which shrinks the
interface. The latter occurs because of the substantial volume loss with the standard level set method. In order to compare the two
methods quantitatively, we estimate the geometric and volume errors as E, and E,, respectively, at the end of the process:

E - Jo|H@,1=T)~ H($,1=0)| dV

. 84
£ Jo H(p.1=0)dV &4
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t=38

No mass
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Fig. 6. Time evolution of the interface for the vortex in a box problem using a 128x128 uniform mesh.

Table 1

Comparison of relative geometric E, and volume E,, errors at the final time instant using standard
level set method and level set method with mass loss fix for the reverse vortex problem. Three grid

sizes are considered.

Errors  Method 32%32 64 x 64 128 x 128 256 x 256

E no mass loss fix ~ 5.6274x 107" 1.9812x 107" 6.5218x 1072 9.1636 x 1073
e mass loss fix 47861 x 107" 2.0243x 107" 6.3858x 1072 9.6954 x 1073

E no mass loss fix ~ 4.8166x 107" 23117x1072  2.9920x 102 1.0634 x 1073
v mass loss fix < x10710 2% 10710 <x10710 2x 10710

B | [oH(p,1=T)dV— [, H(¢,1=0) dV|
B Jo H($.1=0)dV

Table 1 compares relative geometric and volume errors at different grids with and without mass loss fix. The circular interface recovers
well for grids 64 x 64 and 128 X 128, and geometric errors are comparable between the two approaches. Significant differences are
observed in relative volume errors, however. The mass loss fix method conserves the volume enclosed by the interface to machine
precision.

Finally, we simulate the reverse vortex case using the standard level set method (without mass loss fix) for a reduced time period
of T = 4. The grid size is 256 x 256. The interface rotates counterclockwise until # = 2, at which point it reverses motion. By reducing
the time period, the interface does not thin out excessively and break. During the second half of the period, the interface follows a
“reversible” path. Fig. 9 illustrates the relative volume change of the fluid enclosed by the interface over time. As can be seen from
the figure, the level set method exhibits a very low volume error at t = T = 4 (specifically AV /V, = 2.04 x 1073). Based on this, we
can confirm Eq. (13). It is generally not possible to find time intervals At where mass loss errors are low with the standard level set
method. Many practical problems have a two-phase interface that breaks, making it impossible to follow a reversible path to achieve
a net zero normal displacement.

(85)

\

5.1.2. Bubble rise problem

In this section, we simulate the rise of a two-dimensional bubble in water due to buoyancy, which tests the coupling between the
level set method and the flow solver. The density and viscosity of air (bubble) are p, = 1 kg/m> and u, = 0.1 Pa-s. Water density
and viscosity are p,, = 1000 kg/m> and y,, = 10 Pa-s, respectively. At t = 0 s, the bubble’s center is located at (0.5, 0.5) m and its
diameter is D = 0.5 m; see Fig. 10. There are two important non-dimensional numbers for this problem, the Reynolds number and
the E6tvos number, which are defined as

~ g2 D32

Hw

Here, g is the acceleration due to gravity and o is the surface tension coefficient. The specific values of the non-dimensional numbers
for the simulated case are Re =35 and Eo = 125. The computational domain is discretized into uniform cells using a grid size of
N, X N, =256x512. A uniform time-step size of At = 1073 s is used. As the bubble rises its y-center of mass position is obtained as

pugD?

Re and Eo= (86)
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Fig. 7. Vortex in a box problem simulated using different grid sizes. The normalized correction (¢/h) as a function of time is shown in (a), (c) and (e). The relative
error in volume (AV /V;) as a function of time is shown in (b), (d) and (f).

JoyH(=¢) dV
JoH(=¢)dv '

Fig. 11 compares the evolution of the bubble interface with and without the mass loss fix technique at non-dimensional time
instances T = 1, 2, 3, 4, and 5. Time is non-dimensionalized using 7., = D/U,, in which Ug = \/g_D represents the velocity scale.
The bubble starts to rise significantly around T" = 1 and forms rounded lower ends. Due to the large deformation of the bubble, the
rounded ends break into smaller bubbles. In the absence of the mass loss fix, small bubbles quickly disappear. Mass is lost as a result.
The pinched bubbles stay in the domain longer when the mass loss fix is applied.

Fig. 12 compares the bubble shape achieved with the mass loss fix with the benchmarking numerical solution of Aland and
Voigt [34] at T = 3, who used Cahn-Hilliard phase field method for capturing the two-phase interface. The two are in excellent
agreement. Fig. 13 shows the evolution of the vertical coordinate of the bubble center of mass over time. The results of yqy
obtained with and without the mass fix approach are compared with those of Hysing et al. [35]. Results are in agreement. It also
shows that level set correction £ does not affect the momentum of the system. This can be understood from Fig. 14(a) which shows

Ycom = 87)
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Fig. 8. Results for the reverse vortex test problem. Comparison of the final interface shape with the exact solution using standard level set method and level set method
with mass loss fix. Three grid sizes are considered: 8(a) 32 x 32, 8(b) 64 x 64 and 8(c) 128 x 128.

x10~3

Fig. 9. Relative change in volume of the fluid enclosed by the interface for the reverse vortex problem using the standard level set method. The grid size is 256 X 256
and the time period is T =4.

Air
bubble

2D |

Fig. 10. Schematic of the bubble rise problem.

the normalized value of & over time. The values are in the order of 1073, As a result, the level set contours are shifted at a sub-grid
level per time step. Performing mass corrections frequently is crucial to achieving sub-grid level changes in ¢. Otherwise, an abrupt
shift in the contours can change the system’s momentum. Additionally, Fig. 14(b) illustrates the relative change in bubble and water
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Fig. 11. Evolution of the bubble interface with and without the mass loss fix technique at non-dimensional time instances T = 1, 2, 3, 4, and 5.
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Fig. 12. Comparison of the bubble shape using the mass loss fix method with the benchmarking numerical solution of Aland and Voigt [34] at T =3.

—_
[N]

No mass loss fix
—— Mass loss fix

—
o
T

v Hysing et al.

=
oo

=
=

Vertical COM position [m]

Fig. 13. Temporal evolution of the vertical coordinate of the bubble center of mass.
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Fig. 14. (a) Temporal evolution of the normalized shift in the level set contours and (b) relative change in volumes of air and water phases.

volumes. Volume changes are close to machine accuracy. In summary, this example demonstrates that the approximate Lagrange
multiplier method conserves mass to machine precision without affecting momentum.

5.2. Fluid-structure interaction cases

We test the performance of the approximate Lagrange multiplier method on problems involving rigid bodies interacting with
two-fluid interfaces in this section. The FSI problems discussed here are relevant to ocean engineering. To accurately account for
buoyancy forces in these FSI problems, we conserve the heavier fluid volume. The volume of the union of complementary phases
(light fluid and solid) is also conserved.

5.2.1. Floating rectangular block problem

Ocean engineering problems in the literature typically consider wider domains when studying fluid-structure interactions [22,36,
37,171. There is little change in the mean water level when a solid body interacts with the air-water interface in these large domains.
Thus, spurious mass/volume losses do not significantly affect FSI dynamics. To exaggerate the effects of mass loss errors, we consider
a relatively large rectangular block interacting with water inside a relatively small tank. The solid’s density is half that of water
and it is released from a small distance above the air-water interface. Fig. 15 shows the problem setup schematic. Since the domain
is narrow, the water level rises appreciably at equilibrium. The rectangle will be half submerged at equilibrium if the domain is
very wide. With narrow domains, this is not the case. Using conservation of mass and Archimedes’ principles, the exact equilibrium
position of the rectangle and air-water interface can be found analytically. Appendix A provides the derivation.

The height and width of the rectangular block are H = 0.75 m and W =2H, and its initial centroid is located at (1.4H, 1.8H)
within a closed square domain of extents 2.8 H X 2.8 H. The origin is considered to be at the lower left corner. Initially, the water level
is set at y=1.2H. The density and viscosity of water are p,, = 1000 kg/m? and Py = 1073 Pa-s. For air, these values are pa=1 m?
and p, = 1.8 x 107> Pa-s. The solid density is p; = 500 kg/m?> and its fictitious viscosity® is the same as water, i.e., s = y,,. The block
is allowed to heave freely on the air-water interface and its remaining degrees of freedom are locked. The equilibrium positions of the
block and air-water interface can be analyzed analytically, however transient dynamics have not been investigated in the literature.
To compare our transient FD/BP results, we examined the same problem using other numerical codes. These include: (i) ANSYS
Fluent [38] that uses the geometric volume of fluid (VOF) method with moving unstructured grids; (ii) CONVERGE CFD [39] that
uses geometric VOF with Cartesian cut-cells; and (iii) DualSPHysics [40] that employs smooth particle hydrodynamics. The latter is
a mesh-free Lagrangian method, while the other two are Eulerian methods. Our fictitious domain approach differs from the other
numerical techniques in that we allow the air-water interface to pass through the immersed solid, whereas the others do not. Mass and
volume conservation are not critical in these methods, since they are inherently mass-conserving. However, the FD/BP approach in
conjunction with the approximate Lagrange multiplier approach is much easier to implement than Cartesian cut-cells and/or moving
meshes. All four numerical codes do not consider the contact angle condition at the material triple points.

To obtain respective converged FSI solutions, a grid convergence study is conducted with each of the four numerical codes. In
all four codes, adaptive time-stepping is used. Table 2 lists the grid cell size 4 and the maximum time step size At,,. The time-step
size of the simulation is adjusted as the rectangular block hits the water surface. Fig. 16 shows the block’s center of mass position
over time as a function of grid size. Fig. 17 shows a comparison of the converged results from the four solvers. The FD/BP method
produces very similar heaving dynamics as the other three solvers. An overly damped motion is predicted by DualSPHysics at a later
time, which is different from the predictions from the other three methods. Table 3 compares the equilibrium vertical center of mass
position of the block with the analytical solution. As can be observed, all codes predict the block’s equilibrium position correctly.

5 The fictitious viscosity in the solid domain does not affect the FSI dynamics.
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Fig. 15. Schematic of the floating rectangular block problem.

Table 2

Grid convergence test parameters 4 (m), and At (s) for the floating rectangular block problem.
Grid Present CONVERGE CFD ANSYS Fluent DualSPHysics

h Atpax h At ok h At ok h At g
Coarse 7.5x107* 7.5%107° 1x1073 1x10™*  1x1073 1x1073 2x1073  1x1072
Medium  5x107* 5%107° 7.5%107*  1x107°  7.5x107*  1x1072 1x107%  1x1072
Fine 3.75x10™*  3.75x107°  5x107* 1x10*  5x107 7.5x10%  5x10™*  1x1072
Table 3

Vertical center of mass position of the rectangle at equilibrium using FD/BP method (present
work), CONVERGE CFD, ANSYS Fluent, DualSPHysics, and analysis.

Grid Present ~ CONVERGE CFD  ANSYS Fluent = DualSPHysics  Analytical
Coarse 0.1166 0.1168 0.1169 0.1208

Medium  0.1167 0.1167 0.1168 0.1199 0.1167
Fine 0.1167 0.1168 0.1169 0.1184

Fig. 19 illustrates the converged fluid-structure interaction and mesh around the bottom right corner of the block at = 0.06 s
and t = 0.15 s with four numerical techniques. In both time instances, the three Eulerian codes produce qualitatively the same wave
dynamics. In contrast to other predictions, DualSPHysics predicts an “inverted” wave near the block at # = 0.06 s. This potentially
unphysical behavior might be attributed to artificial gaps arising from SPH kernel interactions between the water and solid material
points of the rectangular block and tank walls (as illustrated in Fig. 19). The DualSPHysics simulation was configured based on
accompanying online examples and guidelines provided in the software’s user guide for ocean engineering problems. Further, Fig. 18
illustrates the fictitious air-water interface passing through the body using the present solver. The air-water interface begins to
penetrate the solid body around t = 4.5 s and completely penetrates it around ¢ =25 s. Fig. 18 contrasts sharply with Fig. 4, which
prevents the interface from entering the body. k ~ At/p,, and K, = K, =1 are used to obtain physically correct dynamics. We have
also proposed these penalty parameters in our previous works [17,41,42,19].

Next, we examine the importance of conserving water mass/volume for this problem using the FD/BP method. Fig. 20 shows how
the block heaves with and without the mass loss fix (using a medium grid resolution). Without the mass loss fix method, the block
settles at a different location. This corresponds to the initial water level position y = 1.2H. This could be explained as follows. The
original level set method without the mass loss fix conserves (under grid refinement) the sum total of water volume outside and inside
the solid body. Without a volume conservation constraint, there is no distinction between real and fictitious fluids. By imposing a
volume conservation constraint on the actual fluid, the approximate Lagrange multiplier method corrects the level set field at each
time step. This can be observed from Fig. 21(a), which shows the normalized value of the correction as a function of time. Normalized
correction values are in the order of 1073, which is considerably smaller than the cell size 4 = 0.0005 m. FSI dynamics are not affected
by this subgrid level shift.

Fig. 21(b) shows the relative volume change for air, water and solid phases over time when the mass loss fix method is applied.
The target fluid volume, in this case water, is conserved to machine precision. In addition, the sum of volumes of the remaining
phases, i.e., air and block, is also conserved to machine accuracy.

5.2.2. Floating cylinder problem

In this section, we simulate a case similar to the previous Sec. 5.2.1, but with a different solid geometry, a cylinder of radius
R = 0.06 m. In comparison to the rectangular geometry, the cylindrical geometry leads to a nontrivial relationship between the
submerged volume and the water level rise at equilibrium conditions. The steady state version of the problem is solved analytically
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Fig. 16. Time evolution of the vertical center of mass position of the block at various grid sizes using (a) the FD/BP method (present work), (b) CONVERGE CFD, (c)
ANSYS Fluent, and (d) DualSPHysics.
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Fig. 17. Comparison of the converged dynamics of the floating rectangular block using different numerical codes.

in the Appendix B. This example tests the accuracy of the approximate Lagrange multiplier method when dealing with complex
geometries.

The schematic of the problem setup is shown in Fig. 22. Initially, the cylinder center is located at (1.75R,2R) inside a closed box
of size (3.5R,4R). y = 1.5R is the initial water level. In this case, the cylinder can heave only vertically while the other degrees of
freedom are locked. A grid convergence study is conducted on three uniform grid sizes of 280 x 320 (coarse), 420 X 480 (medium),
and 560 x 640 (fine), corresponding to cell sizes of 4 =103 m, 7.5x 10~* m and 5 x 10~* m, respectively. 7,,,,. for these grids is set to
be the same as in the floating rectangular block problem (see Table 3). The mass loss fix method is used for all simulations. Fig. 23(a)
compares the temporal evolution of the vertical center of mass position of the cylinder for the three grids. Considering our results, we
conclude that medium grid resolution is sufficient. In order to validate the transient dynamics of the heaving cylinder, CONVERGE
CFD software is used to simulate the same problem. Fig. 23(b) presents a comparison of the two numerical codes’ heaving dynamics.
The CONVERGE CFD simulation is conducted on a mesh with cell size of 2 = 0.00075 m and ,,,, = 107> s. Table 4 shows the final
equilibrium position of the cylinder’s center of mass and compares it with the analytical solution. Under grid refinement, the present
solver’s final equilibrium position approaches the analytical value. CONVERGE CFD also predicts the cylinder’s final equilibrium
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(a) t=45s (b)t=25s

Fig. 18. Air-water interface passing through the floating rectangular block at (a) t =4.5 s, and (b) ¢ = 25 s using the FD/BP method.

Present = CONVERGE CFD ANSYS Fluent DualSPHysics

Fig. 19. Fluid-structure interaction of a rectangular block impacting the air-water interface at 1 = 0.06 s and 7 = 0.15 s using the FD/BP method with mass loss fix,
CONVERGE CFD, ANSYS Fluent and DualSPHysics.

position correctly. Fig. 24 illustrates the wave dynamics due to cylinder impact at ¢t = 0.01, t =0.32, and ¢ = 1 s using the FD/BP
method.

In addition, we compare the dynamics of the cylinder with and without the mass loss fix. The results are shown in Fig. 25. In the
absence of the mass loss fix method, the cylinder exhibits highly irregular heaving dynamics and settles in the wrong equilibrium
position (which is close to the initial water level). Fig. 26(a) shows the normalized value of the correction applied to the level set
function in the mass fix approach. Subgrid level corrections are observed. Finally, Fig. 26(b) shows that water phase volume is
conserved to machine precision for this problem as well.
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Fig. 20. Temporal evolution of the vertical center of mass of the rectangular block with and without the mass loss fix.
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Fig. 21. Time evolution of (a) the normalized correction to the level set function, and (b) the relative volume change for air, water and solid phases for the floating
rectangular block problem. A medium grid resolution is used here.
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Fig. 22. Schematic of the floating cylinder problem.

5.2.3. Free fall of a 2D wedge

Here we present a numerical investigation of the standard benchmark problem in the ocean engineering literature: the free fall of
a 2D wedge impacting the air-water interface in a wide water tank, as described in [43,44,22]. The schematic of the problem setup
is illustrated in Fig. 27. The computational domain’s extents are Q = [0, I0L] X [0,2.5L], in which L = 1.2 m represents the largest
side of the wedge. The wedge has an angle of 6 = 25° and is initially positioned with its lowermost vertex at (L/2,2.3) m within the
domain. The initial water depth is d = 1 m. Water density is p,, 1000 kg/m?> and viscosity is u,, = 1073 Pa-s. For air, these values are
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Fig. 23. (a) Temporal evolution of the cylinder’s vertical center of mass with three grids. (b) Comparison of the heaving dynamics of the cylinder using CONVERGE
CFD software and the FD/BP method (present work).

Table 4

Vertical center of mass position of the cylinder at equilib-
rium using the FD/BP method (present work), CONVERGE
CFD, and analysis.

Grid Present ~ CONVERGE CFD  Analytical
Coarse 0.1179 -

Medium  0.1178 0.1162 0.1169
Fine 0.1175 -

t=0.1s t=0.32s t=1s

Fig. 24. Fluid-structure interaction of the floating cylinder at different time instants using the FD/BP method (present work).
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Fig. 25. Temporal evolution of the cylinder’s vertical center of mass with and without mass loss fix.
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Fig. 26. Time evolution of (a) the normalized correction to the level set function, and (b) the relative volume change for air, water and solid phases for the floating

cylinder problem.
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Fig. 27. Schematic of the 2D wedge problem.
Table 5
Grid convergence test parameters for the
free falling problem.
Grid h (m) Aty (5)
Coarse 0.01 6.25x107°
Medium  0.005 3.125x10°
Fine 0.0025  1.5652x107°
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Fig. 28. Time evolution of (a) vertical center of mass position and (b) vertical velocity of a freely falling 2D wedge at different mesh resolutions.

pa = 1.2 kg/m? and p, = 1.8 X 10~ Pa-s. The wedge has a density of p; = 466.6 kg/m> and its fictitious viscosity is set equal to that
of water. The wedge is free to heave vertically, while all other degrees of freedom are constrained.

A grid convergence study is conducted for this problem using three uniform grid sizes listed in Table 5. Figs. 28(a) and 28(b)
compare the vertical center of mass position and velocity at different mesh resolutions. From the plots, it can be seen that FSI dynamics
can be resolved with a medium grid resolution. We compare the converged results with those from the prior numerical [44] and
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Fig. 29. Comparison of (a) vertical center of mass position and (b) vertical velocity with 3D volume of fluid simulations of Pathak et al. [44] and experiments of
Yettou et al. [43].
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Fig. 30. FSI dynamics of a free falling 2D wedge impacting the air-water interface: (left) density and (right) vorticity (in the range -100 to 100 s™!) plots.

experimental [43] studies in Fig. 29. There is good agreement between the dynamics. Additionally, Fig. 30 illustrates the wave and
vortex dynamics that occur as a consequence of the FSI.

Given the large computational domain used for this benchmark problem, we hypothesize that maintaining a constant water volume
is not essential for capturing the correct fluid-structure interaction dynamics of the wedge impact. This is because the water level rise
is expected to be negligible, even at equilibrium. To verify this, we compare the wedge’s heave motion with and without the mass loss
fix method. As shown in Fig. 31, the dynamics remain identical. Consequently, mass-conservative schemes, such as cut-cell methods
or geometric volume of fluid (which are also more challenging to implement), offer less advantage for these types of problems. Their
strengths are more evident in problems like those discussed in Secs. 5.2.1 and 5.2.2. Finally, Figs. 32(a) and 32(b) illustrate the
normalized correction and relative volume change for different phases, respectively, when the mass-loss fix is applied.

5.2.4. Wave energy converter (WEC) problem

This section presents a numerical investigation of wave-structure interaction (WSI) for a three-dimensional wave energy converter
(WEC). We focus on the dynamics of a 1:20 scaled down model of a converter studied for optimal control in Cretel et al. [45]. Unlike
Cretel et al., who employed the boundary element method for WSI resolution, we simulate the converter’s heaving response due to
incoming waves in a (long) numerical wave tank (NWT). All boundaries of the tank are modeled as stationary walls, except for the
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Fig. 33. Schematic of the 3D vertical cylinder heaving at air-water interface.

top boundary which is considered to be open (zero pressure boundary condition). The schematic of the wave tank with the converter

is depicted in Fig. 33.

The computational domain is of extents Q = [0,3.1454] x [0,2.2d] % [0, 12Rcyl] m, in which 4 is the wavelength of the incoming
waves, d =2 m is the mean depth of water in the tank and R.,; =0.25 m is the radius of the cylinder. The cylinder has a length
of L, =0.8 m and its density is half that of water. The domain origin is located at the lower left corner. First-order Stokes waves
(regular waves) with height H = 0.1 m and period 7, = 1.5652 s are generated in the wave generation zone. These waves have a
wavelength to water depth ratio that classifies them as deep water waves. The Stokes waves satisfy the dispersion relation, which

reads as

w? = gk tanh(xd)
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Table 6
Grid refinement parameters used for the WEC problem.

Parameters Coarse Medium Fine

Prep 4 4 4

14 2 2 2

N, 60 120 180

N, 15 30 45

N, 22 44 66

Axy= Ay, =Az, (m) 0.2 0.1 0.0667
Ax=Ay=Az(m) 0.05 0.025 0.0166
Aty (8) 51073 25%x107°  1.5x1073

(a) Locally refined Cartesian grid (b) A WEC heaving under the action of regular waves

Fig. 34. (a) Locally refined Cartesian grid and (b) WSI of a 3D WEC heaving due to regular water waves in the NWT at 1 =129 s.

in which, @ =2z /7, is the wave frequency, g =9.81 m/s? is the acceleration due to gravity, and k =27/ is the wave number. The
water waves propagate in the positive x direction, interact with the device, and encounter a wave damping zone on the right side of
the tank (Fig. 33). The wave generation zone prevents waves reflected from the device from interfering with the left boundary. The
wave damping zone on the right of the domain prevents waves reflected from the right boundary from traveling into the tank and
affecting the device dynamics. The wave generation zone width is A and that of the wave damping zone is 1.54. These dimensions
are selected based on authors’ experience in modeling wave energy converter devices in NWTs; see [37,41,42]. The wave generation
and damping zones utilize the relaxation method [46] to smoothly generate and absorb waves, respectively. Similarly, a vorticity
damping zone is implemented at the top boundary using an additional force term in the momentum equation to suppress vortices
generated by the device interaction. For more details on the numerical wave tank implementation see our previous works [41,42].

Initially, the center of mass position of the vertical cylinder is at (4 + 5R.y,d,6Ry;). The density and viscosity of water are
pw = 1025 kg/m? and p,, = 103 Pa-s, and that of air are p, = 1.225 kg/m? and u, = 1.8 x 1073 Pa-s. To accurately resolve the device
dynamics, a grid convergence study is conducted. Three grid sizes are considered: coarse, medium, and fine as listed in Table 6. The
computational grid is made up of a hierarchy of ¢ grid levels. There are N, X N, X N cells in the entire computational domain Q at
the coarsest level. The coarsest grid level is then locally refined (£ — 1) times using an integer refinement ratio of 7,.;. This refinement
is done so that the air-water interface and WEC device are always on the finest grid level. The grid spacing on the finest level is
calculated as Ax = Axo/nr"’;l, Ay= Ayo/nfe;l, and Az = Azo/nri;l, in which Ax,, Ay,, and Az, are the grid spacings in the three
directions on the coarsest level. Fig. 34(a) shows the locally refined Cartesian grid with two grid levels, and Fig. 34(b) illustrates the
wave structure interaction at a representative time instant # = 12.9 s. The vertical displacement and velocity evolution of the cylinder
for the three grids are compared in Figs. 35(a) and 35(b). We compare these solutions to those generated by an in-house boundary
element method code. For more details on the BEM solver, see [42]. As can be observed, a medium grid resolution is sufficient to
resolve the WSI accurately. Results later in the section are based on medium grid resolution.

Because the domain is large, we anticipate that the mass loss fix method is not crucial to obtaining the correct WSI dynamics
for the WEC device in this problem as well. Figs. 36(a) and 36(b) compare the vertical center of mass position and velocity of the
cylinder over time with and without the mass fix. The results confirm that WEC dynamics remain the same with or without the fix.

6. Conclusions

In this work we critically analyzed the reasons for mass loss with the standard level set method. It is primarily due to the use
of smoothed Heaviside and delta functions. However, level set reinitialization errors can still contribute to mass loss, and existing
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Fig. 35. Temporal evolution of (a) vertical displacement and (b) vertical velocity of the cylinder for three grid sizes: Coarse, Medium, and Fine on first order water
waves of H =0.1 m and 7, = 1.5652 s compared with the BEM simulation results.
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Fig. 36. Temporal evolution of (a) vertical displacement and (b) vertical velocity of the cylinder with or without the mass loss fix.

fixes can help address these (secondary) issues. To prevent mass loss, we proposed a novel variational approach that introduces a
Lagrange multiplier within the standard level set method. This variational analysis was applied to both two-phase (two fluids) and
three-phase (two fluids and one solid) flows. The exact Lagrange multiplier ensures mass conservation but disrupts the signed distance
property of the level set function. To address this, we developed approximate Lagrange multipliers that achieve both properties. In
the context of three-phase flows, we also presented an immersed formulation of the level set equation. This allows us to simulate
fluid-structure interaction (FSI) problems using the fictitious domain Brinkman penalization method. It was demonstrated that the
differential treatment of the Brinkman penalty leads to incorrect FSI dynamics, wherein the two-fluid interface is artificially repelled
by the solid surface.

Mass/volume conservation constraints considered here are in integral form. Eq. (25) suggests that pointwise mass conservation is
not possible with the level set technique. This is because there will always be errors associated with 1 # u. This means that a signed
distance function based on level set reinitialization is fundamentally incompatible with pointwise mass conservation. However, for
many practical applications, including those in this work, integral/average mass conservation is sufficient. For problems requiring
local mass conservation, a different interface tracking method would be necessary.
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Appendix A. Analytical calculations for the floating rectangular block problem

Consider a rectangular block of dimensions W X H = 2H X H released from a small height above the air-water interface as
depicted in Fig. 15. In equilibrium (hydrostatic conditions) the block settles as shown in Fig. A.37. The water level rises by an amount
of A from its initial level. The amount of displaced water is shown by hashed lines in the figure. Its volume (2V,) is equal to the
volume of the submerged part of the block (V) below the initial water level, which is shown by the dashed line in Fig. A.37. Equating
these volumes gives a relation

Vi=2xV,

W xaH =2XAXW,,

aH XW
SA=———0 Al
W, (A1)
At equilibrium the weight of the rectangle is balanced by the buoyancy force, which yields the condition
psXW XHXg=p, Xx(A+aH)XW Xg,
XH—p, XA
Ga= Ps Pw ) (A.2)
pw X H
Substituting Eq. (A.1) into Eq. (A.2) and rearranging the terms, we get
a=— b (A.3)

w
w14 3557)
For a very wide domain, i.e., when W, — co, we get the well-known result o, = 2.

Pw
Substituting problem specific parameters of Sec. 5.2.1, we get @ =0.1428 and A = 0.02678 m. The position of the new water level
from the bottom of the containeris r=A+1.2H = 0.1167 m.

(H — aH)

2l

1.2H

Fig. A.37. Equilibrium conditions for the floating rectangular block problem.
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Bl

1.5R

Fig. B.38. Equilibrium conditions for the floating cylinder problem.

Fig. B.39. Sub-geometries derived from Fig. B.38 for the analytical calculation of rise in the water level for the floating cylinder problem.

Appendix B. Analytical calculations for the floating cylinder problem

Consider a cylinder of radius R released from a small height above the air-water interface as depicted in Fig. 22. In equilibrium
(hydrostatic conditions) the cylinder settles as shown in Fig. B.38. To compute the amount of water level rise 6 we first use the volume
conservation principle to equate

V=21 + 1), (B.1)

in which, V; is the volume of the submerged part of the cylinder below the initial water level (horizontal dotted line) as illustrated
in Fig. B.38. At equilibrium, the weight of the cylinder is balanced by the buoyancy force, which gives the condition

0 2
stﬂszgz[(ﬁ)XﬂRZ—R?XSinez X pw&
2z
& 0, —sing, = 25 (B.2)
Pw

The following geometric relations are derived using Fig. B.39, which are used to calculate volume V3,
A
CG=RXsin| — ),
2
6,
PG=Rxcos| — |,
2
0, 2 1
SV;=—XaR - =X2XCGX PG
2z 2
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2
=& (0, -siney). (B.3)
volume V)
AJ = Rsin (2
=Rsin| = ),
)
0
f—>V1:<W—Rsin<72>>6, (B.4)
and volume 7V,
2
v, = % X sin 65, (B.5)
VS=%><A><EC, (B.6)

R CIRC)
“t((2)-n(3).

1
0= 36, -0,). (B.8)
SV,=V, e 2
= 4+I/5— g X R

R . 1 ;R
=7XSIH03+EXAXEC—T. (B.9)

The rise in the water level can be expressed in terms of the angles 6, and 6, as

0 [Z)
A=Rcos<71>—Rcos<72). (B.10)

Finally, Eq. (B.1) simplifies to yield

V3=2(V, +V,)

2 0 2 6, R?
o R?(e1 —sing)=2 [(W—Rsin (%)) A+ %sint% + % - 2= B.11)

Substituting (B.2), (B.7), (B.8) and (B.10) into Eq. (B.11) along with the problem specific parameters of Sec. 5.2.2, we get 6, =
126.66°, A = 0.02692 m and r=0.1169 m.

Data availability
All codes used in this work are made open-source. The link to the code repository is provided in Sec. 4 of the article.
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