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A B S T R A C T

In this paper, we formulate a continuum theory of solidification within the context of finite-
strain coupled thermoelasticity. We aim to fill a gap in the existing literature, as the existing
studies on solidification typically decouple the thermal problem (the classical Stefan’s problem)
from the elasticity problem, and often limit themselves to linear elasticity with small strains.
Treating solidification as an accretion problem, with the growth velocity correlated with the
jump in the heat flux across the boundary, it presents an initial boundary-value problem (IBVP)
over a domain whose boundary location is a priori unknown. This IBVP is solved numerically for
the specific example of radially inward solidification in a spherical container. Several parametric
studies are conducted to compare the numerical results with the rigid cases in the literature
and gain insights into the role of elastic deformations in solidification.

1. Introduction

Various types of phase changes are observed in our surroundings, ranging from the freezing of seas (Stefan, 1891) and the
polymerization of proteins within living cells (Fedosejevs and Schneider, 2022; Jiang et al., 2015) to the ongoing solidification
process in the Earth’s core (Buffett et al., 1992, 1996, 1993; Labrosse et al., 1997, 2007). In engineering, phase transitions are highly
relevant in various contexts, including concrete solidification (Bažant et al., 1997), the shape memory effect observed in polymers
and alloys (Zarek et al., 2016; Elahinia et al., 2016), cryopreservation (Mazur, 1970; Coussy, 2005), as well as the applications
of phase change materials in thermal energy storage and photonics (Pielichowska and Pielichowski, 2014; Wuttig et al., 2017).
Several theoretical studies comprehensively categorize all such phase transition phenomena that are observed in Nature (Landau,
1936; Jaeger, 1998; Binder, 1987; Stanley, 1971). Without going into too much detail, we specify that in this work our focus is on
the liquid-to-solid phase transition, which is classified as a first-order phase transition. These transitions are characterized by a finite
discontinuity in the first derivative of the free energy with respect to a specific thermodynamic variable. In the case of solidification,
this discontinuity manifests as a change in density, which can be heuristically related to the derivative of free energy with respect to
pressure. Such transitions involve the release of latent heat while the temperature remains constant. This latent heat release causes
a jump in the heat flux across the moving boundary, which is typically known as Stefan’s condition.

The term Stefan’s problem broadly refers to the family of mathematical models describing physical processes involving heat
transfer, diffusion, and latent heat, which feature a moving boundary with an a priori unknown location. The earliest known work
in this field was a study conducted by Lamé and Clapeyron (1831) on the cooling of a half-space filled with a homogeneous liquid at
its solidification temperature. They demonstrated that the thickness of the solidified crust is proportional to the square root of time.
However, it was when Stefan (1891) published his work on the formation of ice in polar seas that this type of problem caught the
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attention of many researchers, and the field was named after him. The history of what is now known as Stefan’s problem has been
meticulously compiled in several texts (Rubinšteı̆n, 1971; Rubinstein, 1979; Danilyuk, 1985; Vuik, 1993; Visintin, 2008; Gupta,
2017), all of which provide extensive and comprehensive bibliographies on the subject matter. Therefore, we do not attempt to
provide a historical survey here.

Over the past century, research on Stefan-type problems has predominantly fallen into the following categories: mathematical
modeling of natural and engineering processes involving moving interfaces (Horvay, 1962; Chambre, 1956; Crank and Gupta, 1972),
investigations into the existence and uniqueness of solutions (Rubinstein, 1947; Evans et al., 1951; Douglas, 1957; Oleı̆nik, 1960),
development of efficient numerical techniques for solutions of problems with an unknown moving boundary (Lotkin, 1960; Melamed,
1958; Budak et al., 1965; Fasano and Primicerio, 1979), and generalizations such as extensions to higher dimensions.

Motivation of this study. Solidification plays a vital role in several manufacturing processes that constitute the backbone of modern-
day industries, such as traditional casting (Kou, 2015), injection molding (Isayev and Crouthamel, 1984; Yang and Zhiwei, 2009),
selective laser sintering (Mercelis and Kruth, 2006), vat photopolymerization (Deore et al., 2021; Bachmann et al., 2021), and
ice-templating (Shao et al., 2020). However, within the setting of fully nonlinear and coupled thermoelasticity, there is a scarcity
of studies addressing the mathematical modeling of deformations and stresses during the solidification process. Such modeling is
important for the design and analysis of manufacturing processes involving solidification, where molten materials cool to ambient
emperatures. The substantial temperature drop in this process can result in severe part distortion and the development of high
esidual stresses. It is equally important to obtain the continuous evolution of thermal stresses and deformations throughout the
anufacturing process to assess the potential occurrence of mechanical instabilities and failures (DebRoy et al., 2018). Residual

tresses play a vital role, as they dictate how manufactured components respond to external stimuli, including service loads (Withers
nd Bhadeshia, 2001b). Excessive residual and thermal stresses can give rise to issues such as layer delamination during deposition
nd the formation of cracks as the part cools down (DebRoy et al., 2018). Moreover, thermal contraction can distort parts made
hrough these processes, affecting their geometric tolerance (Klingbeil et al., 2002). While many methods exist for measuring thermal
tresses during fabrication or residual stresses post-fabrication, they typically measure the values at specific locations due to the cost
nd time constraints (Withers and Bhadeshia, 2001a). Thus, understanding the continuous evolution of thermal stresses and residual
tress distribution, whether through numerical or analytical tools (Mukherjee et al., 2017b), is critical for designing manufacturing
rocesses to mitigate geometric inaccuracies, instabilities, and failures (Mukherjee et al., 2017a).

The aim of the present work is to analyze stress and deformation during solidification and their residual effects in a nonlinear
hermoelastic framework. As new layers are deposited onto the surface of a solidifying body, it gives rise to an accretion problem.
ccretion (or boundary growth (Epstein, 2010)) refers to the growth of a deformable body through the addition of material points
n its boundary. Drawing inspiration from Eckart (1948) and Kondo (1949), a natural approach to modeling accreting bodies is to
reat them as time-dependent Riemannian manifolds. The Riemannian metric for the new material points depends on the state of

deformation at that point during the accretion process. If the source of anelasticity in the problem is time-independent, the metric at
each point remains constant after attachment. However, in the case of thermoelastic accretion, this metric is temperature-dependent
and therefore evolves with time at each material point. The geometric theory of accretion was initially formulated by Sozio and
Yavari (2017) for surface growth in cylindrical and spherical bodies. Several theoretical results related to accretion boundary-value
roblems were discussed in (Sozio and Yavari, 2019). This theory was later extended by Pradhan and Yavari (2023) to include
blation, which refers to the removal of material points from the boundary. Accretion of circular cylindrical bars under finite
xtension and torsion has been explored in studies by Yavari et al. (2023) and Yavari and Pradhan (2022). Further, Sozio et al. (2020)
ormulated a thermoelastic accretion boundary-value problem using the geometric theory of thermoelasticity proposed by Ozakin
nd Yavari (2010) and Sadik and Yavari (2017a). In their work, Sozio et al. (2020) modeled the effects of heat conduction and
hermal expansion in an infinite cylinder and a 2D block undergoing accretion through the addition of hot molten layers. However,
he effect of phase transition was not taken into consideration, and the accretion surface velocity was assumed to be externally
ontrolled. In this paper, we model accretion induced by solidification as a Stefan’s problem, where the accretion velocity is a priori
nknown. We take into account the effects of latent heat released during solidification, and the accretion velocity is related to the

heat flux through Stefan’s condition.

Existing literature. One of the earliest studies of solidification that focused on mechanical stresses was conducted by Rongved (1954),
who examined the residual stresses generated during the quenching of glass spheres. He modeled the viscoelastic behavior of glass
imilar to that of a Maxwell material with temperature-dependent viscosity and provided an explicit solution for transient thermal
tresses in a compressible sphere. Weiner and Boley (1963) studied the one-dimensional growth of an elastic/perfectly-plastic slab

that started solidifying as the surface temperature of a molten liquid pool at one end was dropped below the melting point. The
liquid melt was assumed to be at a fixed temperature initially. The time evolution and spatial variation of temperature in both
phases were considered. They utilized Neumann’s solution (Carslaw and Jaeger, 1959, p. 283) for the temperature field and the
ocation of the moving boundary in one-dimensional phase change problems. The slab was assumed to have vanishing stress at the
oving interface and was constrained against bending. Their problem was inspired by the early stages of solidification during the

metal casting process where temperatures are close to the melting point. Their findings revealed that plastic flow can initiate right
from the beginning on both the casting and solidification surfaces. Moreover, they observed that the stresses at the casting surface
were compressive.

Chambre (1956) conducted one of the earliest studies on the dynamics of liquid-to-solid phase change, considering the density
changes induced during solidification. He considered the convective motion in the fluid near the interface, arising from the large
density jumps across it, and modeled it using the incompressible Navier–Stokes equations at constant pressure. Further, he assumed
2 
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the solid to be rigid and have infinite thermal conductivity so that it remained at the constant solidification temperature throughout
the process. However, in the present work, we neglect inertial effects in both the solid and the liquid phases, while still considering
 moderate density change across the solidification interface.

Tien and Koump (1969) studied the thermal stresses developed during the solidification of an elastic beam with a temperature-
dependent Young’s modulus. Richmond and Tien (1971) considered a nonlinear viscoelastic model with a temperature-dependent

oung’s modulus and viscosity to study the early stages of solidification inside a rectangular mold with a uniform non-steady
surface temperature and pressure. In particular, they computed the stresses and deformations in the solidifying skin for slow cooling
processes and calculated the time required for the formation of air gap between the mold and the skin. O’Neill (1983) used a
boundary integral element method to study moving boundaries in phase change heat transfer problems. The analysis was limited to
problems with a very low Stefan’s number, meaning that the heat capacity effects were negligible compared to the latent heat effects.
In such cases, the temperature profiles within the individual phases remain relatively constant over time. They investigated the
radial freezing around a pipe with a thin initial frozen layer surrounded by the unfrozen liquid initially at the freezing temperature.
The temperature history of the surface of the pipe was considered to be known and was assumed to decrease with time. They
examined the evolution of the freezing front radius until it became considerably large compared to the pipe radius. They compared
their numerical solution with the semi-analytical solution for phase change around an annulus with an infinitesimally small radius.
Although the semi-analytical solution considered the transient heat equation in both phases while the numerical solution considered
the steady state heat equation only in the frozen state, there was still good agreement between the two. They also studied the radial
ablation of a pre-existing frozen layer around the same pipe, melting due to a specified impinging surface flux. Furthermore, they
studied radially-asymmetric freezing around a cold pipe passing eccentrically through a drum containing fluid and compared their
numerical solution with experimental results. However, they did not consider stresses due to solidification and heat transfer.

Heinlein et al. (1986) investigated solidification stresses generated during 1D solidification of aluminum bars using the boundary
element method. An aluminum bar is assumed to be solidifying as it is chilled at one end where the temperature is given as a function
of time. The other end of the bar is the moving solidification front, which is exposed to the hydrostatic pressure exerted by the liquid
aluminum. They solved the 1D transient heat equation by modifying the boundary integrals prescribed in (O’Neill, 1983). For the
elastic analysis, they worked in the setting of small strains and linear elasticity theory. They assumed an additive decomposition of
the total strain into elastic, thermal and other non-elastic strains. Zabaras and Mukherjee (1987) analyzed the motion of the phase-
change interface in 2D problems. They considered the inward solidification of a liquid melt initially at its melting temperature inside
a square cavity whose surface is suddenly cooled down and maintained at a colder temperature. They used the boundary element
method to solve the transient heat equation. Zabaras et al. (1990) studied the evolution of deformations and thermal stresses induced
during radially inward solidification of a hypoelastic–viscoplastic circular cylinder. They used finite elements that continuously move
and deform to analyze boundary-value problems with an evolving domain. They assumed an additive decomposition of the strain
rate into elastic and non-elastic components with a hydrostatic state of stress at the solidification interface. Zabaras et al. (1991)
examined the residual stresses generated during axially-symmetric solidification of cylinders for different cooling conditions using
the same FEM formulation.

Inspired by applications in cryobiology, Rubinsky et al. (1980) and Rabin and Steif (1998) examined the stresses generated during
inward freezing of a sphere. The stresses induced due to the freezing of water in a biological material can be a source of damage in
an organ. Rubinsky et al. (1980) considered a homogeneous spherical organ, initially near its freezing temperature, which is frozen
by the application of a constant cooling rate on its outer surface. They modeled ice as a perfectly elastic medium and computed the
temperature and stress distributions. Rabin and Steif (1998) considered an inviscid liquid initially at its solidification temperature
occupying a spherical domain whose outer surface is subsequently cooled and forcibly maintained at a fixed temperature. They
regarded the frozen portion as an elastic/perfectly-plastic material, and conducted parametric studies to examine the mechanical
stresses within the solid and the hydrostatic pressure within the fluid as the freezing front advances. They showed that in materials
with physical properties resembling water, the stresses arising from thermal expansion in the solid state were notably lower in
comparison to the stresses resulting from volumetric expansion during phase transition. They demonstrated that following the
completion of the freezing process, a substantial portion of the frozen region is occupied by a plastic zone. They concluded that the
potential for tissue destruction was inevitable, regardless of the speed at which the freezing process was conducted, as long as there
was a substantial expansion associated with phase transition.

Chan and Tan (2006) conducted experiments to study the solidification of 𝑛−hexadecane inside a sphere by keeping the surface
temperature constant. They observed that the solidification front starts to propagate inward in a spherically-symmetric fashion.
Later, the phase-change interface loses its spherical symmetry and develops some irregularity/eccentricity as the shrinkage in the
solidified material causes the formation of voids. The rate of solidification is very high initially and reduces subsequently. However,
they did not consider stresses generated during the process. Numerous studies have explored the inward solidification of a spherical
liquid domain initially at its freezing temperature (Pedroso and Domoto, 1973a; Riley et al., 1974; Stewartson and Waechter, 1976;
Soward, 1980). However, their main focus was to improve the approximation of the temperature profile as the phase change interface
neared the center of the sphere. Another example of such a study is the asymptotic analysis conducted by McCue et al. (2003) who
investigated the 2D inward solidification of a melt within a rectangular domain at its fusion temperature. For a large Stefan’s number,
they computed the time required for complete solidification and observed that the phase change interface forms an exact ellipse
as it approaches the center. In none of these studies, mechanical stresses were taken into account in their analyses. Pedroso and
Domoto (1973b) studied the stresses generated during the inward solidification of spheres. The state of stress at the freezing front
was assumed to be hydrostatic, determined by the corresponding pressure in the fluid, and the stress inside the solid was modeled

using linear isotropic thermoelasticity equations. They showed that the solid is residually stressed after the inner liquid pressure
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and outer tractions were removed. They also investigated the effects of different liquid compressibility, freezing temperature, and
liquid pressure.

Abeyaratne and Knowles (1993) investigated solid–solid phase transitions in a one-dimensional domain by deriving a kinetic
elation for the motion of the phase-change interface that allowed them to be influenced by local stress states. This kinetic equation
elated the interface velocity to the thermodynamic driving force using the second law of thermodynamics. They also analyzed

the onset of thermally or mechanically induced phase transitions in thermoelastic solids via a nucleation criterion. Hodge and
Papadopoulos (2010) considered the configurations of an accreting body at discrete instances of time and analyzed the deformation

ap between these instances. This map was decomposed multiplicatively into elastic and anelastic parts for each incremental
tep, and the theory was applied to study deformations in 1D examples. They also mentioned the idea of an evolving reference
onfiguration, though their theory treated this evolution to be discrete in time. This idea was separately formulated in a much more
eneral setting by Yavari (2010) in the context of bulk growth, modeling the reference configuration as a Riemannian manifold
ith a time-dependent metric.

Tomassetti et al. (2016) studied accretion–ablation induced by diffusion. They considered a thick permeable spherical shell that
as grown on the surface of a rigid spherical substrate. The spherical shell is surrounded by a fluid medium with free particles that
iffuse into the permeable shell to reach the surface of the spherical substrate where they polymerize and attach to the spherical
hell. As this accretion occurs at the fixed inner boundary some of the particles on the outer boundary are ablated out into the fluid

medium. Accretion and ablation are governed by the following factors: strain energy of the solid shell, external mechanical power,
nd the difference in chemical potential of the particles when they are free as compared to when they are attached to the solid
hell. The driving force—a measure of deviation from thermodynamic equilibrium—is assumed to have a linear relationship with

the flux of particles at the accretion–ablation boundaries. The accretion–ablation rates are thermodynamically determined in terms
f the chemical potential of the particles and strain energy density of the shell. They studied accretion–ablation in a treadmilling
egime and simply considered the steady state solution of the diffusion equation. A more general analysis would take into account
he time-evolution of particle flux and stresses in the solid due to transient diffusion.

Inspired by Brown and Goodman (1963), Zurlo and Truskinovsky (2017) studied accretion by analyzing the incremental
eformation and stress and their accumulation over time. The deformation increment is the velocity of a point integrated over
ime, and the Cauchy stress increment is the stress rate of the point integrated over time. The balance of linear momentum in this
ncremental theory requires the time derivative of the Cauchy stress to be divergence-free in the absence of body forces. They studied
ccretion in hollow cylindrical tubes manufactured by winding infinitesimally thin layers under extremely small tangential loads
nd analyzed the conditions under which a single cut renders a residually-stressed tube stress-free. Further, Zurlo and Truskinovsky
2018) calculated growth-induced inelastic strain in 1D examples, such as a growing bar attached to a Winkler foundation. The
ormulation of Zurlo and Truskinovsky (2017, 2018) was based on linear elasticity, which was subsequently generalized to finite
eformations in (Truskinovsky and Zurlo, 2019). Truskinovsky and Zurlo (2019) studied stress distributions in various examples
f radial accretion. These included a hollow sphere where the outer growth surface is exposed to controlled pressure, and the
ases of outward and inward accretion through a rigid spherical surface. They also modeled 2D disks manufactured by winding
nfinitesimally-thin layers through accretion, and illustrated the 3D shapes that alleviate the residual stresses in such structures.

Ganghoffer and Goda (2018) studied accretion in the framework of irreversible thermodynamics and configurational forces.
hey distinguished between accretion and surface growth: simple material deposition on a boundary is referred to as pure
ccretion, while pure surface growth involves isolated growth on a particular surface, where material points in the layer are
ot conserved as the layer regenerates within itself, causing incompatibility with other layers. They identified the driving forces
ncorporating mechanical, chemical, and thermal effects for both accretion and surface growth phenomena. Inspired by fluid-
tructure interactions, Naghibzadeh et al. (2021) studied accretion in a Eulerian framework, bypassing the explicit identification

of a reference configuration. They worked with an evolution equation for the elastic part of the deformation gradient (i.e.,
𝑒
𝐅 in

𝐅 =
𝑒
𝐅
𝑎
𝐅), which was their sole kinematic descriptor besides the velocity field. However,

𝑎
𝐅 was assumed to be constant over time for

a given particle. Later, in (Naghibzadeh et al., 2022), they recovered several results of Sozio and Yavari (2017) and extended their
theory to include ablation.

Abeyaratne et al. (2022a) studied the stability of a pre-stressed elastic half space accreting due to steady-state diffusion of free
articles from the other half space. They reported that such surface growth of a half space with surface tension is not always stable
f the accretion interface is traction-free. Abeyaratne et al. (2022b) examined the stability of a similar prestressed elastic half space
ccreting by diffusion, while the other half space containing the free particles is assumed to be compliant and provide some resistance
o growth.

Fekry (2023) examined the evolution of stresses in a thermoviscoelastic cylinder manufactured via the process of selective
aser melting. He modeled the process of additive manufacturing as the accretion of discrete layers on the cylindrical boundary.
urthermore, Lychev and Fekry (2023a,b) studied the evolution of temperature and stress, as well as residual stresses and distortions
n a thermoelastic cylindrical bar manufactured by lateral sintering. In the context of small strains and temperature gradients, they
ormulated discrete accretion as a recursive problem in terms of strain and stress increments. However, the effects of latent heat
uring solidification was not considered in these works.

Rejovitzky et al. (2015) formulated a continuum theory to study the stresses generated during the deposition of solid electrolyte
nterphase layers, which play a significant role in the degradation of Li-ion batteries. Based on the experimental results of Smith

et al. (2011), they assumed the thickness of the accumulated layer to be proportional to the square root of time, thus avoiding
the complexity of obtaining it through the use of the diffusion equation and reaction kinetics. They modeled the electrolyte as a
linear elastic material with a small Young’s modulus and vanishing Poisson’s ratio. The state of the attaching layers at the time
4 
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of deposition was considered as the stress-free reference configuration for the points within it. The deformation gradient of the
attaching layer, relative to this configuration, was then decomposed multiplicatively into growth and elastic parts, with the growth
part corresponding to the inelastic deformation induced within each layer during attachment. They demonstrated the capability of
their formulation by simulating the evolution of Cauchy stress in the deposited layers during charging and discharging cycles on
deformable spheroidal anodes.

Polymerization is an example where phase transformation occurs as the result of an exothermic reaction converting a partially
cured gel to fully cured polymer. Kumar et al. (2021) provided analytical estimates for the velocity of the reaction front propagating
steadily in a 1D adiabatic domain. Kumar et al. (2022) studied the evolution of mechanical stresses and large deformations that are
induced due to phase transformation by polymerization. Their thermo-chemo-mechanical model involves a coupled system of the
following equations: the balance of linear momentum, the transient heat equation and the reaction kinetics, where the unknowns are
the deformation field, the temperature field, and the degree of cure. The reaction kinetics are assumed to be unaffected by mechanical
deformations based on experimental observations. Since the polymerization reaction is extremely exothermic and fast, no mechanical
effects on the reaction kinetics were observed. However, a clear thermo-mechanical coupling is evident in their formulation. They
considered the example of a 2D adiabatic domain and observed that the reaction interface travels at an almost constant speed. Li
and Cohen (2024) examined the propagation of reaction fronts in the process of polymerization, where a minimal energy input
transforms monomers at a soft gel-like state to a stiffer solid polymer. They used the same polymer as Kumar et al. (2022), but
cured to a higher degree in its initial state, making the front speed more sensitive to deformations and heat loss. In a slender
one-dimensional body under axial load, they studied the influence of mechanical properties on the propagation of the reaction
front, considering the effects of thermal expansion and density changes resulting from the reaction. Using both experimental and
theoretical analyses, they demonstrated that the propagation of the reaction front can be quenched by the application of mechanical
loads, establishing a clear thermo-mechanical coupling. In particular, they observed that below a critical applied load, the reaction
front moves at an almost constant speed, but slows down abruptly above this critical load.

Problem overview. In this paper, we consider the solid and liquid phases as homogeneous, isotropic, compressible, hyperelastic
materials that are rigid heat conductors. We neglect the inertial effects in both phases. Additionally, we do not account for the
nfluence of pressure on the phase change temperature. To be specific, our study focuses on the inward solidification of a liquid
nclusion initially at its solidification temperature, trapped within a deformable solid body that is being externally cooled, with both
hases composed of the same material. For such problems, we calculate the evolution of deformation, stresses, and temperature field
nside the solid, as well as the location of the phase change front as it progresses inward. We consider the solidification process
ntil the radius of the inclusion reaches a certain small value. This is because surface stresses are known to dominate when the
nclusion size decreases beyond a certain limit (Bico et al., 2018). Since surface stresses have not been considered in this work, the
umerical solutions corresponding to very small liquid inclusions would be physically irrelevant. Furthermore, in materials where
he liquid phase is denser than the solid phase near the melting point, the pressure in the liquid inclusion induced by compressive
tresses significantly increases as the phase change front approaches the center of the sphere. Therefore, the accretion process is
erminated with a certain time margin prior to achieving full solidification. Finally, the resulting body is detached from the rigid
ontainer, drained of any remaining liquid, and then cooled to an ambient temperature. The residual stresses and distortions are
ubsequently computed for this configuration.

This paper is organized as follows. First, the general theory of thermoelastic accretion is described in Section 2. The balance
aws—including the conservation of mass, linear and angular momenta, the heat equation, and Stefan’s condition—are discussed
n Section 3. In Section 4, radially inward solidification in a cold rigid container is modeled as a thermoelastic accretion problem
ith an unknown accretion velocity, and the numerical results for the corresponding non-dimensionalized moving boundary-value
roblem are discussed in detail. Conclusions are given in Section 5

2. Thermoelastic accretion induced by phase change

This section provides a concise overview of nonlinear thermoelasticity, the mechanics of accretion and the application of Stefan’s
ondition in solidification problems. For a thorough analysis of geometric thermoelasticity, see (Ozakin and Yavari, 2010; Sadik

and Yavari, 2017a). In-depth insights into accretion mechanics are available in (Sozio and Yavari, 2019). For a comprehensive
nderstanding of the Stefan’s problem the reader is referred to the texts by Rubinšteı̆n (1971) and Gupta (2017).

Consider the phase transition of a finite quantity of liquid undergoing cooling and solidification, either within a rigid container
r as an inclusion within a deformable solid. As the liquid solidifies and attaches to the surface of the container or the deformable
olid, the solid grows via accretion. In other words, the solid undergoes accretion and the adjacent liquid undergoes ablation, while
he set of material points in the solid–liquid system as a whole remains conserved.

Let  denote the three-dimensional ambient Euclidean space, with 𝐠 representing its standard flat metric.1 Both the solid and
iquid phases assume their respective deformed configurations endowed with this ambient Euclidean metric. Those parts of the

1 𝐠 is a symmetric second-order tensor field on . An explicit representation of 𝐠 depends on the local coordinate chart. At a point 𝑥 ∈ , and in a local
chart {𝑥𝑎}, { 𝜕

𝜕 𝑥𝑎 } is a coordinate basis for the tangent space 𝑇𝑥. The corresponding basis for the cotangent space 𝑇 ∗
𝑥  is {𝑑 𝑥𝑎}. With respect to this coordinate

chart, the metric has the following representation: 𝐠 = 𝑔𝑎𝑏 𝑑 𝑥𝑎 ⊗ 𝑑 𝑥𝑏. This representation is independent of whether the metric is flat. If a Cartesian coordinate
ystem is chosen for the ambient space, then 𝐠 = 𝛿𝑎𝑏 𝑑 𝑥𝑎 ⊗ 𝑑 𝑥𝑏 = 𝑑 𝑥1 ⊗ 𝑑 𝑥1 + 𝑑 𝑥2 ⊗ 𝑑 𝑥2 + 𝑑 𝑥3 ⊗ 𝑑 𝑥3. As another example, if cylindrical coordinates {𝑟, 𝜃 , 𝑧} are
onsidered, then 𝐠 = 𝑑 𝑟 ⊗ 𝑑 𝑟 + 𝑟2 𝑑 𝜃 ⊗ 𝑑 𝜃 + 𝑑 𝑧 ⊗ 𝑑 𝑧.
5 
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solid–liquid (pair) composite body which remain unaffected by phase transformation are equipped with a temperature-dependent
metric, which is flat at the initial temperature. The individual reference configurations of the solid and liquid phases evolve as
material points are transferred from one phase to the other. The material metric for an accreting layer is a priori an unknown field
and is determined by its temperature and state of deformation at the time of attachment.

2.1. The solidifying body

Consider a solid body 0 with a liquid inclusion 0, both initially stress-free.2 The initial solid–liquid body  = 0∪0 inherits a
lat metric from the ambient Euclidean space. Assume that solidification (accretion) begins at 𝑡 = 0. Let  ⊃  denote the ambient
aterial space, which is any connected and orientable three-dimensional manifold embeddable in R3 that includes . Let the map
∶ 0 → [0,∞) assign a time of solidification (attachment) to every fluid point. The accreting solid and the ablating fluid are

dentified with their respective time-dependent material manifolds 𝑡 and 𝑡 (Fig. 1).3 They are defined as follows

𝑡 = 0 ∪ 𝜏−1[0, 𝑡] , 𝑡 = 0 ⧵ 𝜏−1[0, 𝑡) . (2.1)

ote that 𝑡 ⊔ 𝑡 = 0 ⊔ 0, although (𝑡,𝑡) ≠ (0,0). It is assumed that the differential d𝜏 never vanishes, i.e., at any moment
uring the solidification process, a smooth surface is being solidified. Let 𝛺𝑡 ⊂ 𝜕𝑡 be the accretion surface where the solidifying

material is about to attach. The level sets 𝛺𝑡 = 𝜏−1(𝑡) are assumed to be 2−manifolds, which are diffeomorphic to each other for
ll 𝑡 ≥ 0. This assumption ensures the existence of a material motion 𝛷 ∶ 𝛺0 × [0, 𝑡𝑒] → , which is a diffeomorphism such that
𝛷(𝛺0, 𝑡) = 𝛺𝑡, where 𝑡𝑒 is the time at which solidification ends. The assumption 𝑑 𝜏 ≠ 0 implies that the solidified body is a union of
smooth surfaces. Each surface has a unique time of attachment and that implies existence of a diffeomorphism 𝛷. The deformation
map 𝜑𝑡 ∶  →  is assumed to be a homeomorphism for each 𝑡, with the restrictions 𝜑𝑡|𝑡 and 𝜑𝑡|𝑡 being 𝐶1 on the respective
solid and liquid domains.

2.2. Kinematics of accretion

The kinematic quantities described in this subsection are specialized for the accreting domain (i.e., the solid portion 𝑡 in this
case) but are identical for the ablating domain (i.e., the liquid portion 𝑡 in this case). The only difference is that for the ablating
omain, the initial material metric is known; it is the flat Euclidean metric. In the case of melting, the liquid domain would be
ccreting, and the formalism presented in this subsection would directly apply to the liquid.

For an accreting solid, the deformation map 𝜑𝑡 ∶ 𝑡 →  is a 𝐶1 homeomorphism for each 𝑡. The so-called deformation gradient
𝑡 = 𝑇 𝜑𝑡 (𝑇 𝜑𝑡 is the derivative of the deformation mapping (Marsden and Hughes, 1983), and sometimes the notation 𝑑 𝜑𝑡 is used

nstead) is a two-point tensor 𝐅𝑡 ∶ 𝑇𝑋𝑡 → 𝑇𝑥𝑡, where 𝑥 = 𝜑𝑡(𝑋) and 𝑡 = 𝜑𝑡(𝑡).4 The material and spatial velocity fields are
defined as 𝐕(𝑋 , 𝑡) = 𝜕

𝜕 𝑡𝜑(𝑋 , 𝑡) and 𝐯𝑡 = 𝐕𝑡◦𝜑−1
𝑡 , respectively. More specifically, the material and spatial velocities of the solid and

luid particles are defined as

𝐕s(𝑋 , 𝑡) = 𝜕
𝜕 𝑡 𝜑

s(𝑋 , 𝑡) , 𝐯s
𝑡 = 𝐕s

𝑡◦(𝜑
s
𝑡 )
−1 , 𝐕f(𝑋 , 𝑡) = 𝜕

𝜕 𝑡 𝜑
f(𝑋 , 𝑡) , 𝐯f

𝑡 = 𝐕f
𝑡◦(𝜑

f
𝑡)
−1 , (2.3)

where 𝜑s = 𝜑|𝑡 and 𝜑f = 𝜑|𝑡 . Note that the deformation gradient 𝐅𝑡 and the spatial velocity 𝐯𝑡, defined separately for the liquid
nd for the solid, are not necessarily continuous across the solidification interface. Similarly, the material and spatial acceleration

fields are defined as 𝐀(𝑋 , 𝑡) = 𝜕
𝜕 𝑡𝐕(𝑋 , 𝑡) and 𝐀𝑡 = 𝐚𝑡◦𝜑−1

𝑡 , respectively.5

The map 𝜑̄(𝑋) = 𝜑(𝑋 , 𝜏(𝑋)) records the placement of 𝑋 at its time of attachment. In general, 𝜑̄ ∶ 0 →  is not injective.
Moreover, the frozen deformation gradient 𝐅̄(𝑋) = 𝐅𝜏(𝑋)(𝑋), which captures the deformation gradient at the time of attachment, is
not the tangent of an embedding, in general. Even when 𝜑̄ is an embedding, 𝑇 𝜑̄ is not equal to 𝐅̄. In fact 𝑇 𝜑̄ = 𝐅̄ + 𝐕̄⊗ 𝑑 𝜏 (Sozio
and Yavari, 2019). While 𝐅̄ is compatible within each individual layer 𝛺𝑡,6 it is incompatible, in general. The incompatibility of 𝐅̄
and more precisely of the accretion tensor 𝐐 that explicitly depends on 𝐅̄) is the fundamental reason behind the existence of local
nelastic distortions in accreting bodies, and hence the presence of residual stresses.

2 The effect of gravity is neglected, and hence, there is no pressure caused by the self-weight of the liquid.
3 It should be emphasized that working with only a single attachment map implies that we are not considering ablation (melting).
4 Let {𝑋𝐴} and {𝑥𝑎} be local coordinate charts on 𝑡 and 𝑡 ⊂ , respectively. The deformation gradient is represented as

𝐅 =
𝜕 𝜑𝑎
𝜕 𝑋𝐴

𝜕
𝜕 𝑥𝑎 ⊗ 𝑑 𝑋𝐴 . (2.2)

We use the flexible notations 𝜑𝑡(𝑋) = 𝜑(𝑋 , 𝑡) and 𝐅𝑡(𝑋) = 𝐅(𝑋 , 𝑡). Note that
{ 𝜕
𝜕 𝑥𝑎

}

and {𝑑 𝑋𝐴} form the bases for 𝑇𝑥𝑡 and 𝑇 ∗
𝑋𝑡, respectively. It should be

emphasized that the term ‘‘deformation gradient’’ is misleading as 𝐅 is not a gradient as it is metric independent. However, this term is commonly used in the
literature, and we have chosen to use it in this paper as well.

5 In components, 𝐴𝑎 = 𝜕 𝑉 𝑎

𝜕 𝑡 + 𝛾𝑎𝑏𝑐𝑉 𝑏𝑉 𝑐 and 𝑎𝑎 = 𝜕 𝑣𝑎
𝜕 𝑡 + 𝜕 𝑣𝑎

𝜕 𝑥𝑏 𝑣𝑏 + 𝛾𝑎𝑏𝑐𝑣𝑏𝑣𝑐 . Here, 𝛾𝑎𝑏𝑐 denote the Christoffel symbols for the Levi-Civita connection ∇𝐠,
i.e., ∇𝐠 𝜕

𝜕 𝑥𝑏
𝜕
𝜕 𝑥𝑐 = 𝛾𝑎𝑏𝑐

𝜕
𝜕 𝑥𝑎 . Similarly, the Christoffel symbols of ∇𝐆 are denoted as 𝛤𝐴

𝐵 𝐶 , i.e., ∇𝐆 𝜕
𝜕 𝑋𝐵

𝜕
𝜕 𝑋𝐶 = 𝛤𝐴

𝐵 𝐶 𝜕
𝜕 𝑋𝐴 .

6 Recall that each layer 𝛺 is a smooth surface.
𝑡
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Fig. 1. Motion of an elastic solid with a liquid inclusion.

Let 𝜔𝑡 = 𝜑𝑡(𝛺𝑡) denote the accretion surface in the deformed configuration. The growth (accretion) velocity 𝐮𝑡 is a vector field
that describes the velocity at which new material is being added onto 𝜔𝑡, i.e., −𝐮𝑡 is the velocity of accreting particles relative
o 𝜔𝑡 just before attachment.7 The material growth velocity, denoted as 𝐔𝑡, is a vector field that characterizes the time evolution

of the layers 𝛺𝑡 within the material ambient space. The vector field 𝐔𝑡 is not uniquely determined and can be selected from an
equivalence class of material growth velocities that correspond to isometric material manifolds. Let 𝐰𝑡 and 𝐖𝑡 be the spatial and
eferential depictions of the total velocity of the accretion surface 𝜔𝑡, i.e., 𝐖𝑡◦𝜑𝑡 = 𝐰𝑡. It can be shown that 𝐖𝑡 = 𝐅̄𝐔𝑡 + 𝐕𝑡, where
he term 𝐅̄𝐔𝑡 accounts for the influence of accretion.

The accretion-induced anelasticity is modeled by the accretion tensor 𝐐, which is a time-independent two-point tensor, defined
s

𝐐(𝑋) = 𝐅̄(𝑋) + [

𝐮𝜏(𝑋)(𝜑̄(𝑋)) − 𝐅̄(𝑋)𝐔𝜏(𝑋)(𝑋)
]

⊗ d𝜏(𝑋) , 𝑋 ∈ 0 . (2.4)

ince ⟨𝑑 𝜏 ,𝐔⟩ = 1, it follows that 𝐐𝐔 = 𝐮. Although the accretion tensor 𝐐 is compatible within each individual layer, it is not the
angent map of any embedding. For more details, see Sozio and Yavari (2019).

emark 2.1. Let us consider a foliation chart8 {𝛯1, 𝛯2, 𝜏} induced by the time of attachment map 𝜏 in the ambient material manifold
and a local chart {𝑥1, 𝑥2, 𝑥3} in the ambient Euclidean manifold . The accretion tensor has the following representation with

espect to the frames
{

𝜕
𝜕 𝛯1 ,

𝜕
𝜕 𝛯2 ,

𝜕
𝜕 𝜏
}

and
{

𝜕
𝜕 𝑥1 ,

𝜕
𝜕 𝑥2 ,

𝜕
𝜕 𝑥3

}

(Sozio and Yavari, 2019)

[

𝑄𝑖𝐽
]

=

⎡

⎢

⎢

⎢

⎢

⎣

𝜕 ̄𝜑1
𝜕 𝛯1

𝜕 ̄𝜑1
𝜕 𝛯2 𝑢1𝜏◦𝜑̄

𝜕 ̄𝜑2
𝜕 𝛯1

𝜕 ̄𝜑2
𝜕 𝛯2 𝑢2𝜏◦𝜑̄

𝜕 ̄𝜑3
𝜕 𝛯1

𝜕 ̄𝜑3
𝜕 𝛯2 𝑢3𝜏◦𝜑̄

⎤

⎥

⎥

⎥

⎥

⎦

. (2.5)

2.3. Material metric for thermoelastic accretion

Consider a time-dependent material manifold (𝑡,𝐆), where the metric 𝐆 measures distances corresponding to the relaxed state,
taking into account the thermal history of the body. In geometric thermoelasticity, the metric 𝐆 is a function of temperature 𝑇 (𝑋 , 𝑡),
and is given as (Sadik and Yavari, 2017a; Sozio et al., 2020)

𝐆(𝑋 , 𝑇 ) = 𝑒𝝎
⋆(𝑋 ,𝑇 )𝐆0(𝑋) 𝑒𝝎(𝑋 ,𝑇 ) , (2.6)

7 For an observer in the solid phase, solidification is an accretion process. A liquid particle that is about to solidify has velocity −𝐮𝑡 relative to the
solidification surface 𝜔𝑡. This implies that −𝐮𝑡 = 𝐯f

𝑡
|

|

|𝜔𝑡
− 𝐰, and hence 𝐮𝑡 = 𝐰𝑡 − 𝐯f

𝑡
|

|

|𝜔𝑡
, where 𝐰𝑡 is the velocity of the solidification surface. Note that

𝐖𝑡(𝑋) = 𝐅s(𝑋 , 𝜏(𝑋))𝐔𝑡(𝑋) + 𝐕s
𝑡 (𝑋), and hence, 𝐰𝑡 = 𝐅̄𝐔𝑡◦𝜑𝑡 + 𝐯s

𝑡 . Thus, 𝐮𝑡 = 𝐅̄𝐔𝑡◦𝜑𝑡 + 𝐯s
𝑡
|

|

|𝜔𝑡
− 𝐯f

𝑡
|

|

|𝜔𝑡
.

8 Let  be a 3-dimensional manifold. A 2-foliation, or a foliation of codimension 1, is an atlas of charts (𝑎 , 𝛯𝑎) where 𝑎 belongs to some index set , such
that 𝛯𝑎(𝑎) = 𝑉𝑎 × 𝐼𝑎 with 𝑉𝑎 ⊂ R2 and 𝐼𝑎 ⊂ R being open sets. The charts 𝛯𝑎 are referred to as foliation charts. Under this condition,  is partitioned into a
collection {𝛺 } of embedded submanifolds of dimension 2, known as the leaves of the foliation (Camacho and Neto, 2013).
𝑡 𝑡∈R
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where 𝝎 is a (1
1

)

-tensor characterizing thermal expansion properties in the solid and 𝐆0 is a temperature-independent metric.9 The
volumetric coefficient of thermal expansion 𝛽(𝑋 , 𝑇 ) is given by

𝛽(𝑋 , 𝑇 ) = 𝜕
𝜕 𝑇 tr𝝎(𝑋 , 𝑇 ) . (2.9)

For a time-independent reference temperature field 𝑇0(𝑋), it is assumed that 𝝎
(

𝑋 , 𝑇0(𝑋)
)

= 𝟎, and hence 𝐆
(

𝑋 , 𝑇0(𝑋)
)

= 𝐆0(𝑋). In
the thermally accreted part of the body, 𝑇0(𝑋) is assumed to be the temperature of the attached material at its time of attachment.
However, in the initial body 0, 𝑇0(𝑋) represents the initial temperature. The material metric 𝐆

(

𝑋 , 𝑇0(𝑋)
)

for the accreted portion
is calculated by pulling back the Euclidean ambient metric 𝐠 via the accretion tensor 𝐐:

𝐆
(

𝑋 , 𝑇0(𝑋)
)

= 𝐐⋆(𝑋) 𝐠
(

𝜑̄(𝑋)
)

𝐐(𝑋) . (2.10)

The temperature-dependent material metric is therefore given by

𝐆(𝑋 , 𝑇 ) = 𝑒𝝎
⋆(𝑋 ,𝑇 )𝐐⋆(𝑋) 𝐠

(

𝜑̄(𝑋)
)

𝐐(𝑋)𝑒𝝎(𝑋 ,𝑇 ) . (2.11)

Let d𝑣 and d𝑉 denote the spatial and material volume elements, respectively. They are related via the Jacobian as d𝑣 = 𝐽 d𝑉 , where

𝐽 =
√

det 𝐠
det𝐆

det 𝐅 =

√

det 𝐠
det 𝐠◦𝜑̄

det 𝐅
det𝐐

𝑒−tr𝝎 . (2.12)

Remark 2.2. For a thermally isotropic and homogeneous body, (2.6) is simplified as

𝐆(𝑋 , 𝑇 ) = 𝑒2𝜔(𝑇 )𝐆0(𝑋) , (2.13)

here the scalar 𝜔(𝑇 ) is related to the coefficient of thermal expansion 𝛼(𝑇 ) as

𝜔(𝑇 (𝑋)) = ∫

𝑇 (𝑋)

𝑇0(𝑋)
𝛼(𝜂)d𝜂 . (2.14)

he volumetric coefficient of thermal expansion in dimension three is 𝛽 = 3𝛼.

emark 2.3. Let 𝐧𝜏 and 𝐍𝜏 denote the unit normals to 𝜔𝜏 and 𝛺𝜏 , with respect to the metrics 𝐠 and 𝐆, respectively. The growth
accretion) velocities in the deformed and material configurations can be decomposed as follows

𝐮 = 𝐮∥ + 𝐮⟂ = 𝐮∥ + 𝑢𝑛 𝐧 , 𝐔 = 𝐔∥ + 𝐔⟂ = 𝐔∥ + 𝑈𝑁 𝐍 , (2.15)

here ⟨⟨𝐮∥,𝐧⟩⟩𝐠 = ⟨⟨𝐔∥,𝐍⟩⟩𝐆 = 0. Moreover, 𝐐𝐔∥ = 𝐮∥, 𝐐𝐍 = 𝐧 and 𝑈𝑁 = 𝑢𝑛◦𝜑 > 0 (Sozio and Yavari, 2019).

. Balance laws

The balance laws for the solid and liquid domains are presented here in a generic manner, without any distinction between the
phases.

3.1. Conservation of mass

Let the material and spatial mass densities be denoted by 𝜌(𝑋 , 𝑡) and 𝜚(𝑥, 𝑡), respectively. Let 𝜌0(𝑋) represent the material mass
density corresponding to the metric 𝐆0. The mass of a sub-body  ⊂ 𝑡 is calculated as

∫𝜑𝑡( )
𝜚d𝑣 = ∫

𝜌d𝑉 = ∫
𝜌0d𝑉0 , (3.1)

where d𝑉0 is the volume element corresponding to the stress-free material metric, and is related to d𝑉 as d𝑉 =
√

det𝐆
det𝐆0

d𝑉0. The

ass densities are related as 𝐽 𝜚 = 𝜌 and 𝜌0
√

det𝐆0 = 𝜌
√

det𝐆, i.e.,

𝐽 (𝑋 , 𝑡) 𝜚(𝜑(𝑋 , 𝑡), 𝑡) = 𝜌(𝑋 , 𝑡) = 𝑒− t r 𝝎(𝑋 ,𝑇 (𝑋 ,𝑡))𝜌0(𝑋) . (3.2)

9 The adjoint of deformation gradient 𝐅⋆(𝑋 , 𝑡) ∶ 𝑇 ∗
𝑥 𝑡 → 𝑇 ∗

𝑋𝑡 is defined such that

⟨𝜶,𝐅𝐖⟩ = ⟨𝐅⋆𝜶,𝐖⟩ , ∀ 𝐖 ∈ 𝑇𝑋𝑡 , 𝜶 ∈ 𝑇 ∗
𝑥 𝑡 , (2.7)

here ⟨ . , . ⟩ is the natural paring of 1-forms in 𝑇 ∗
𝑥 𝑡 with vectors in 𝑇𝑥𝑡, i.e., ⟨𝜶,𝐰⟩ = 𝛼𝑎 𝑤𝑎. 𝐅⋆ is a (1

1

)

-tensor with the following coordinate representation

𝐅⋆ =
𝜕 𝜑𝑎
𝜕 𝑋𝐴 𝑑 𝑋𝐴 ⊗ 𝜕

𝜕 𝑥𝑎 . (2.8)
.
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The material mass continuity equation is written as10

𝜌̇ + 1
2
𝜌 t r𝐆 𝐆̇ = 0 , (3.3)

while the spatial mass continuity equation reads11

𝜚̇ + 𝜚 div𝐠 𝐯 = 𝜚,𝑡 + div𝐠(𝜚𝐯) = 0 . (3.4)

Here, ( )̇ = 𝜕
𝜕 𝑡
|

|

|𝑋
( ) represents the material time derivative, while ( ),𝑡 represents the partial derivative 𝜕

𝜕 𝑡
|

|

|𝑥
( ).

3.2. Stress and strain tensors

The right and left Cauchy–Green strains are defined as 𝐂 = 𝐅𝖳𝐅 and 𝐛 = 𝐅𝐅𝖳, respectively.12 In components

𝐶𝐴𝐵 = 𝐺𝐴𝑀𝐹 𝑎𝑀 𝑔𝑎𝑏𝐹
𝑏
𝐵 , 𝑏𝑎𝑏 = 𝐹 𝑎𝐴𝐺

𝐴𝐵𝐹 𝑐𝐵 𝑔𝑐 𝑏 . (3.6)

urther, their inverses are denoted by 𝐁 = 𝐂−1 and 𝐜 = 𝐛−1, respectively. Note that 𝐂♭ is the pull-back of the spatial metric 𝐠 via the
deformation map 𝜑 (i.e. 𝐂♭ = 𝜑∗𝐠) and 𝐜♭ is the push-forward of the material metric 𝐆 via 𝜑 (i.e. 𝐜♭ = 𝜑∗𝐆).13 Moreover, 𝐛♯ = 𝜑∗(𝐆♯)
and 𝐁♯ = 𝜑∗(𝐠♯).14 In components

𝐶𝐴𝐵 = 𝑔𝑎𝑏𝐹
𝑎
𝐴𝐹

𝑏
𝐵 , 𝑐𝑎𝑏 = 𝐺𝐴𝐵𝐹

−𝐴
𝑎𝐹

−𝐵
𝑏 , 𝐵𝐴𝐵 = 𝑔𝑎𝑏𝐹−𝐴

𝑎𝐹
−𝐵

𝑏 , 𝑏𝑎𝑏 = 𝐺𝐴𝐵𝐹 𝑎𝐴𝐹
𝑏
𝐵 , (3.9)

here 𝐹−𝐴
𝑎 are the components of 𝐅−1. The principal invariants of the right Cauchy–Green strain read

𝐼1 = t r 𝐂 = t r𝐆 𝐂♭ , 𝐼2 =
1
2
(

𝐼21 − t r 𝐂2) , 𝐼3 = det 𝐂 = det 𝐂♭
det𝐆

. (3.10)

With respect to a coordinate chart {𝑋𝐴}, 𝐼1 = 𝐶𝐴𝐴 and 𝐼2 = 1
2

(

𝐼21 − 𝐶𝐴𝐵𝐶𝐵𝐴
)

. Note that
√

𝐼3 = 𝐽 =
√

det 𝐠
det𝐆 det 𝐅. The constitutive

model for hyperelastic materials is given by a free energy density function 𝑊 = 𝑊̃ (𝑋 , 𝑇 ,𝐅, 𝐠,𝐆) = 𝑊̂ (𝑋 , 𝑇 ,𝐂♭,𝐆),15 per unit
undeformed volume, i.e., volume calculated using the metric 𝐆. The Cauchy stress tensor 𝝈, the first Piola–Kirchhoff stress tensor
𝐏, and the second Piola–Kirchhoff stress tensor 𝐒 are related to the free energy function as16

𝝈 = 2
𝐽
𝜕𝑊̃
𝜕𝐠

, 𝐏 = 𝐠♯ 𝜕𝑊̃
𝜕𝐅

, 𝐒 = 2 𝜕𝑊̂
𝜕𝐂♭

. (3.12)

10 For a material tensor field 𝐊 with components 𝐾𝐴𝐵 , t r𝐆 𝐊 = 𝐾𝐴𝐵 𝐺𝐴𝐵 = 𝐆♯ ∶ 𝐊♭. Similarly, for a spatial tensor field 𝐤 with components 𝑘𝑎𝑏,
t r𝐠 𝐤 = 𝑘𝑎𝑏 𝑔𝑎𝑏 = 𝐠♯ ∶𝐤♭.

11 Note that div𝐠 𝐯 = t r𝐠 ∇𝐠𝐯, where ∇𝐠 is the Levi-Civita connection corresponding to the metric 𝐠. In a coordinate chart {𝑥𝑎}, div𝐠 𝐯 = 𝑣𝑎
|𝑎 = 𝑣𝑎,𝑎 + 𝛾𝑎𝑎𝑏 𝑣𝑏,

where 𝛾𝑎𝑏𝑐 =
1
2
𝑔𝑎𝑘

(

𝑔𝑘𝑏,𝑐 + 𝑔𝑘𝑐 ,𝑏 − 𝑔𝑏𝑐 ,𝑘) are the Christoffel symbols corresponding to the metric 𝐠.
12 The transpose of the deformation gradient 𝐅𝖳(𝑋 , 𝑡) ∶ 𝑇𝑥𝑡 → 𝑇𝑋 is defined such that

⟨⟨𝐅𝐖,𝐰⟩⟩𝐠 = ⟨⟨𝐖,𝐅𝖳𝐰⟩⟩𝐆 , ∀ 𝐖 ∈ 𝑇𝑋𝑡 , 𝐰 ∈ 𝑇𝑥𝑡 . (3.5)

In components,
(

𝐹 𝖳
)𝐴

𝑎 = 𝐺𝐴𝐵𝐹 𝑏
𝐵 𝑔𝑏𝑎. Thus, 𝐅⋆ and 𝐅𝖳 are related as 𝐅𝖳 = 𝐆♯𝐅⋆𝐠.

13 Given a diffeomorphism (a differentiable map with differentiable inverse) 𝜑 ∶  → , a tensor field 𝐊 on  has a unique corresponding natural tensor
ield 𝐤 = 𝜑∗𝐊—the push-forward of the tensor field 𝐊 by the map 𝜑. Similarly, a tensor field 𝐥 on , has a unique corresponding tensor field 𝐋 = 𝜑∗𝐥 on —its

pull-back by the map 𝜑.
14 Here, the musical symbols ♭ and ♯ denote the flat and sharp operators that lower and raise tensor indices, respectively. Recall that a Riemannian metric

induces natural isomorphisms between the tangent space and the cotangent space, namely the flat operator that maps a vector 𝐮 to its corresponding covector
(1-form) 𝐮♭:

♭ ∶ 𝑇𝑥 ⟶ 𝑇 ∗
𝑥 

𝐮 = 𝑢𝑎 𝜕
𝜕 𝑥𝑎 ⟼ 𝐮♭ = 𝑔𝑎𝑏 𝑢

𝑏 𝑑 𝑥𝑎 , (3.7)

and the sharp operator that maps a covector (1-form) 𝜶 to its corresponding vector 𝜶♯:
♯ ∶ 𝑇 ∗

𝑥  ⟶ 𝑇𝑥

𝜶 = 𝜔𝑎 𝑑 𝑥𝑎 ⟼ 𝜶♯ = 𝑔𝑎𝑏𝛼𝑏
𝜕
𝜕 𝑥𝑎 .

(3.8)

.
15 Free energy (a scalar) depends on 𝐅 (a two-point tensor). To make a scalar out of a two-point tensor, one would need metrics of both the reference and

urrent configurations (Marsden and Hughes, 1983).
16 The relationship between stress and strain measures in hyperelasticity are obtained either using a Coleman and Noll (1963) argument, which gives (3.12)2

(or (3.12)3) or covariance of energy balance (Marsden and Hughes, 1983; Yavari et al., 2006) that gives the Doyle–Ericksen formula (3.12)1. Let us start with
the Doyle–Ericksen formula and recall that 𝐂♭ = 𝐅∗𝐠 = 𝐅⋆𝐠 𝐅, and hence

𝜕𝑊̃
𝜕𝐠

= 𝜕𝑊̂
𝜕𝐂♭

∶ 𝜕𝐂
♭

𝜕𝐠
= 𝐅 𝜕𝑊̂

𝜕𝐂♭
𝐅⋆ . (3.11)

Knowing that 𝐒 = 𝐽𝐅−1𝐏𝐅−⋆, one obtains (3.12) .
3
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In components17

𝜎𝑎𝑏 = 2
𝐽
𝜕𝑊̃
𝜕 𝑔𝑎𝑏

, 𝑃 𝑎𝐴 = 𝑔𝑎𝑏 𝜕𝑊̃
𝜕 𝐹 𝑏𝐴

, 𝑆𝐴𝐵 = 2 𝜕𝑊̂
𝜕 𝐶𝐴𝐵

. (3.13)

Note that 𝐏 = 𝐽𝝈𝐅−⋆ and 𝐒 = 𝐅−1𝐏.

emark 3.1. The free energy function for an isotropic hyperelastic solid is a function of the principal invariants of 𝐂, i.e., 𝑊 =
̌ (𝑋 , 𝑇 , 𝐼1, 𝐼2, 𝐼3), and the Cauchy stress is represented as (Doyle and Ericksen, 1956; Simo and Marsden, 1984)

𝝈 = 2
√

𝐼3

[(

𝐼2
𝜕𝑊̌
𝜕 𝐼2

+ 𝐼3
𝜕𝑊̌
𝜕 𝐼3

)

𝐠♯ + 𝜕𝑊̌
𝜕 𝐼1

𝐛♯ − 𝐼3
𝜕𝑊̌
𝜕 𝐼2

𝐜♯
]

. (3.14)

Remark 3.2. The free energy function for hyperelastic fluids has the functional form 𝑊 = 𝑊̆ (𝑋 , 𝑇 , 𝐽 ), where 𝑊̆ is a smooth,
strictly convex function of 𝐽 that tends to infinity as 𝐽 approaches 0 (Podio-Guidugli et al., 1985). Thus, the Cauchy, the first and
the second Piola–Kirchhoff stress tensors are written as

𝝈 = 𝜕𝑊̆
𝜕 𝐽 𝐠♯ , 𝐏 = 𝐽 𝜕𝑊̆

𝜕 𝐽 𝐠♯𝐅−⋆ , 𝐒 = 𝐽 𝜕𝑊̆
𝜕 𝐽 𝐅−1𝐠♯𝐅−⋆ . (3.15)

Note that one must have 𝜕𝑊̆
𝜕 𝐽 < 0, as hydrostatic stresses are compressive in fluids.

The free energy function for homogeneous materials is independent of 𝑋, i.e., 𝑊 = 𝑊̂ (𝑇 ,𝐂♭,𝐆) for hyperelastic solids and
𝑊 = 𝑊̆ (𝑇 , 𝐽 ) for hyperelastic fluids.

3.3. Balance of linear and angular momenta

The localized forms of the balance of linear momentum in terms of the Cauchy and the first Piola–Kirchhoff stress read18

div𝐠 𝝈 + 𝜚𝐛 = 𝜚 𝐚 , Div𝐏 + 𝜌𝐁 = 𝜌𝐀 , (3.17)

where 𝐛 is the spatial body force (per unit mass), while 𝐁 is body force referred in material coordinates, i.e., 𝐁(𝑋 , 𝑡) = 𝐛(𝜑𝑡(𝑋), 𝑡).
n components

𝜎𝑖𝑗
|𝑗 + 𝜚 𝑏𝑖 = 𝜚 𝑎𝑖 , 𝑃 𝑖𝐼

|𝐼 + 𝜌 𝐵𝑖 = 𝜌 𝐴𝑖 . (3.18)

he balance of angular momentum in local form reads

𝜎𝑖𝑗 = 𝜎𝑗 𝑖 , 𝑃 𝑖𝐽𝐹 𝑗 𝐽 = 𝑃 𝑗 𝐽𝐹 𝑖𝐽 . (3.19)

ote that for slow accretion, the inertial effects can be disregarded.
Let 𝐭 be the spatial traction field. Consider a material surface element d𝐴 with unit normal 𝐍, which gets mapped to the

lement d𝑎 with unit normal 𝐧 in the deformed configuration. The traction is related to the Cauchy stress as 𝐭 = 𝝈𝐧♭ = ⟨⟨𝝈,𝐧⟩⟩𝐠.
he material traction field is denoted by 𝐓 and is related to the first Piola–Kirchhoff stress as 𝐓 = 𝐏𝐍♭ = ⟨⟨𝐏,𝐍⟩⟩𝐆.19 Note that

𝐭 d𝑎 = 𝝈𝐧♭ d𝑎 = 𝐽𝝈𝐅−⋆𝐍♭ d𝐴 = 𝐏𝐍♭ d𝐴 = 𝐓d𝐴.20 Therefore, the force on the surface element in consideration is 𝐭 d𝑎 = 𝐓d𝐴.

3.4. The heat equation

Let  (𝑥, 𝑡) be the temperature field defined with respect to the current configuration and let 𝑇 (𝑋 , 𝑡) be the temperature field
defined with respect to the reference configuration. Since 𝑥 = 𝜑(𝑋 , 𝑡), it follows that 𝑇 (𝑋 , 𝑡) =  (𝜑(𝑋 , 𝑡), 𝑡), i.e., 𝑇𝑡 = 𝑡◦𝜑𝑡, or
equivalently, 𝑇𝑡 = 𝜑∗

𝑡 𝑡. Recall that d = 𝜕
𝜕 𝑥𝑎 d𝑥𝑎, and d𝑇 = 𝜕 𝑇

𝜕 𝑋𝐴 d𝑋𝐴. Note that d is a 1-form in the Euclidean ambient manifold
with components (d )𝑎 =

𝜕
𝜕 𝑥𝑎 , while d𝑇 is a 1-form in the material manifold with components (d𝑇 )𝐴 = 𝜕 𝑇

𝜕 𝑋𝐴 related to d via pull
back, i.e., d𝑇 = 𝜑∗

𝑡 d . Thus
𝜕 𝑇
𝜕 𝑋𝐴 = 𝜕

𝜕 𝑥𝑎
𝜕 𝑥𝑎
𝜕 𝑋𝐴 = 𝐹 𝑎𝐴(d )𝑎 = (𝜑∗

𝑡 d )𝐴 . (3.20)

17 In the standard notation of nonlinear elasticity, one simply writes 𝐏 = 𝜕𝑊̃
𝜕𝐅 , which has components 𝑃𝑎𝐴. When this two-point tensor acts on a unit normal

vector 𝐍 in the reference configuration, it gives a co-vector in the current configuration 𝐭♭—the traction co-vector. The corresponding two-point tensor 𝐠♯ 𝜕𝑊̃
𝜕𝐅

acting on the same unit vector 𝐍 gives the corresponding vector 𝐭—the traction vector. In the standard notation of nonlinear elasticity, either Cartesian coordinates
are used, or the physical components of tensor fields are implicitly assumed. In the presence of eigenstrains (sources of residual stresses), a global reference
configuration would have a non-trivial geometry, and it is important to ensure that the tensorial character of all the physical fields is clearly understood.

18 In coordinates
(

div𝐠𝝈
)𝑎 = 𝜎𝑎𝑏

|𝑏 =
𝜕 𝜎𝑎𝑏
𝜕 𝑥𝑏 + 𝜎𝑎𝑐𝛾𝑏𝑐 𝑏 + 𝜎𝑐 𝑏𝛾𝑎𝑐 𝑏 , (

Div𝐏
)𝑎 = 𝑃 𝑎𝐴

|𝐴 = 𝜕 𝑃 𝑎𝐴

𝜕 𝑋𝐴 + 𝑃 𝑎𝐵𝛤𝐴
𝐵 𝐴 + 𝐹 𝑏

𝐴𝑃
𝑐 𝐴𝛾𝑎𝑐 𝑏 , (3.16)

where 𝛾𝑎𝑏𝑐 =
1
2
𝑔𝑎𝑘

(

𝑔𝑘𝑏,𝑐 + 𝑔𝑘𝑐 ,𝑏 − 𝑔𝑏𝑐 ,𝑘) and 𝛤𝐴
𝐵 𝐶 = 1

2
𝐺𝐴𝑀 (

𝐺𝑀 𝐵 ,𝐶 + 𝐺𝑀 𝐶 ,𝐵 − 𝐺𝐵 𝐶 ,𝑀 )

. Note that Div depends on both the metrics 𝐠 and 𝐆 through the Christoffel
oefficients 𝛤𝐴

𝐵 𝐶 and 𝛾𝑎𝑏𝑐 .
19 Note that 𝑛𝑏 = 𝑔𝑏𝑐𝑛𝑐 and 𝑁𝐵 = 𝐺𝐵 𝐶𝑁𝐶 . Thus, 𝑡𝑎 = 𝜎𝑎𝑏 𝑛𝑏 = 𝜎𝑎𝑏𝑔𝑏𝑐 𝑛𝑐 and 𝑇 𝑎 = 𝑃 𝑎𝐴𝑁𝐴 = 𝑃 𝑎𝐴𝐺𝐴𝐵 𝑁𝐵 .
20 The Nanson’s formula 𝐧♭𝑑 𝑎 = 𝐽𝐅−⋆𝐍♭𝑑 𝐴 has been used here. In components, the 1-forms 𝑛 d𝑎 and 𝑁 d𝐴 are related as 𝑛 d𝑎 = 𝐽 𝐹 −𝐵 𝑁 d𝐴.
𝑏 𝐵 𝑏 𝑏 𝐵
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Let 𝐡(𝑥, 𝑡) denote the heat flux in the current configuration. Note that ⟨⟨𝐡, 𝐧⟩⟩𝐠d𝑎 is interpreted as the flux through the surface element
𝑎 with unit normal 𝐧 (d𝑎 is the area 2-form).

The material heat flux vector 𝐇 is defined via the Piola transform as

𝐇(𝑋 , 𝑡) = 𝐽 (𝑋 , 𝑡)𝐅−1(𝑋 , 𝑡)𝐡(𝜑(𝑋 , 𝑡), 𝑡) . (3.21)

n components,

𝐻𝐴 = 𝐽 𝐹−𝐴
𝑎 ℎ

𝑎 . (3.22)

et 𝐍 denote unit normal to the material surface element d𝐴, which gets mapped to the deformed element d𝑎. Using (3.22)
nd Nanson’s formula, it is implied that 𝐻𝐵𝑁𝐵 d𝐴 = 𝐽 𝐹−𝐵

𝑏 ℎ𝑏𝑁𝐵 d𝐴 = ℎ𝑏𝑛𝑏 d𝑎, i.e., ⟨⟨𝐇,𝐍⟩⟩𝐆 d𝐴 = ⟨⟨𝐡, 𝐧⟩⟩𝐠 d𝑎. Thus, ⟨⟨𝐇,𝐍⟩⟩𝐆 is
nterpreted as the heat flux per unit undeformed area.

The generalized Fourier’s law of thermal conduction in the deformed configuration reads

𝐡 = −𝐤d , (3.23)

where the
(2
0

)

-tensor 𝐤 represents the spatial thermal conductivity. In components, ℎ𝑎 = −𝑘𝑎𝑏 𝜕𝜕 𝑥𝑏 . The Fourier’s law in the reference
onfiguration is written as

𝐇 = −𝐊d𝑇 , or 𝐻𝐴 = −𝐾𝐴𝐵 𝜕 𝑇
𝜕 𝑋𝐵 , (3.24)

where 𝐊 denotes the material thermal conductivity. Note that the material and spatial thermal conductivity tensors are related
as 𝐊 = 𝐽 𝜑∗

𝑡 𝐤.21 In components, 𝐾𝐴𝐵 = 𝐽 𝐹−𝐴
𝑎 𝑘𝑎𝑏𝐹−𝐵

𝑏. Furthermore, upon substituting (3.24)1 into the reduced form of the
lausius–Duhem inequality ⟨d𝑇 ,𝐇⟩ ≤ 0, it can be deduced that 𝐊 is a positive semi-definite tensor. The spatial heat equation
eads

𝜚 𝑐𝐸 ̇ + div𝐠 𝐡 =  𝐦∶𝐝 + 𝑟 , (3.26)

where 𝑐𝐸 is the specific heat capacity at constant strain, 𝐦 is the spatial thermal stress coefficient, 𝐝 = 1
2L𝐯𝐠 denotes the rate of

deformation tensor and 𝑟 represents a heat source (per unit deformed volume) term. The heat equation is a consequence of the first
aw of thermodynamics, as shown in detail in Appendix A.2. Equivalently, the material heat equation is written as

𝜌 𝑐𝐸 𝑇̇ + Div𝐆 𝐇 = 𝑇 𝐌∶𝐃 + 𝑅 , (3.27)

where 𝐌 is the material thermal stress coefficient, 𝐃 = 1
2 𝐂̇

♭ denotes the material rate of deformation tensor and 𝑅 represents a
heat source (per unit undeformed volume) term, see Appendix A.1. The material and spatial thermal stress coefficients are related
as 𝐌 = 𝐽 𝜑𝑡∗𝐦 (see Appendix A.2). Note that the term  𝐦∶𝐝 (or equivalently, 𝑇𝐌∶𝐃) can be omitted if there is no thermoelastic
oupling in the material under consideration.22 In the absence of heat sources, the spatial heat equation for a rigid heat conductor

is written as

𝜚 𝑐𝐸 ̇ = div𝐠(𝐤d ) , (3.28)

or, in components, 𝜚 𝑐𝐸 ̇ =
(

𝑘𝑎𝑏 𝜕𝜕 𝑥𝑏
)

|𝑎
. The equivalent material heat equation is written as

𝜌 𝑐𝐸 𝑇̇ = Div𝐆 (𝐊d𝑇 ) . (3.29)

In components, 𝜌 𝑐𝐸 𝑇̇ =
(

𝐾𝐴𝐵 𝜕 𝑇
𝜕 𝑋𝐵

)

|𝐴
. The heat flux in thermally isotropic solids has the following representation

𝐇 =
(

𝜙−1𝐁♯ + 𝜙0𝐆♯ + 𝜙1𝐂♯
)

d𝑇 , (3.30)

here 𝜙𝑘 = 𝜙̂𝑘(𝑋 , 𝑇 ,d𝑇 ,𝐂♭,𝐆), 𝑘 = −1, 0, 1, are scalar response functions (Truesdell and Noll, 2004). We consider the model
= −𝐾𝐆♯d𝑇 for our numerical examples, where 𝐾 = 𝐾(𝑇 ) denotes the heat conduction coefficient.23 Further, 𝐷 = 𝐾

𝑐𝐸𝜌
is the

traditional thermal diffusivity.

21 Using (3.22), (3.20) and (3.23), it is implied that

𝐻𝐴 = −𝐽 𝐹 −𝐴
𝑎 𝑘

𝑎𝑏 𝜕
𝜕 𝑥𝑏 = −𝐽 𝐹 −𝐴

𝑎 𝑘
𝑎𝑏 𝜕 𝑇
𝜕 𝑋𝐵 𝐹

−𝐵
𝑏 . (3.25)

Hence, it can be inferred from (3.24) and (3.25)2 that 𝐾𝐴𝐵 = 𝐽 𝐹 −𝐴
𝑎 𝑘𝑎𝑏𝐹 −𝐵

𝑏.
22 A classic illustration of thermoelastic coupling is the Gough–Joule effect, observed in vulcanized rubber, where the temperature of a rubber band changes
uring adiabatic stretching (Gough, 1805; Joule, 1859).
23 Note that g r ad 𝑇 = 𝐆♯d𝑇 .
𝐆
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Fig. 2. The interface between the (cold) solid and (hot) liquid phases forms an isothermal surface at the solidification temperature 𝑇𝑚. The unit normal 𝐧 to
the phase-change interface is assumed to point from solid to liquid.

3.5. Stefan’s condition

Let 𝛤𝑡 ⊂ 𝜕𝑡 and 𝛾𝑡 = 𝜑𝑡(𝛤𝑡). Let
+
𝐡 and

−
𝐡 denote the heat flux per unit area on the opposite sides of the interface 𝛾𝑡 in the current

onfiguration. In the absence of any phase change or heat source/sink, the jump in the normal heat flux across 𝛾𝑡 vanishes, i.e.,

⟨⟨

+
𝐡 −

−
𝐡,𝐧⟩⟩𝐠 = 0 on 𝛾𝑡 , (3.31)

here 𝐧 is the outward unit normal to 𝛾𝑡.
When 𝛾𝑡 is the solidification interface between the (cold) solid and (hot) liquid phases, it forms an isothermal surface at the

elting point 𝑇𝑚 (Fig. 2). Let 𝐧 be the unit normal to 𝛾𝑡, pointing from solid to liquid, and let 𝜐 be an arbitrary subset of 𝛾𝑡. Let
𝑆 and 𝐡𝐿 be the heat flux in the solid and liquid phases, respectively, in the current configuration. As one moves into the liquid
hase from the solidification interface,  increases, implying that 𝐡𝐿 points towards the solid (Fig. 3). Hence, 𝑞in = − ∫𝜐⟨⟨𝐡𝐿,𝐧⟩⟩𝐠 d𝑎
epresents the rate of normal heat inflow into the subset 𝜐 on the interface from the liquid via conduction. There is a decrease in

as one moves from the phase change interface into the solid, indicating that 𝐡𝑆 also points into the solid. Thus, the rate of heat
lowing out normally from the subset 𝜐 on the interface into the solid is 𝑞out = − ∫𝜐⟨⟨𝐡𝑆 ,𝐧⟩⟩𝐠 d𝑎. The rate of mass solidified on the
ubset 𝜐 of the interface is represented by the integral ∫𝜐 𝜌 𝑢𝑛d𝑎 (Sozio and Yavari, 2019). As solidification is exothermic, the rate of

heat released in the process is expressed as 𝑞exo = 𝑙 ∫𝜐 𝜌 𝑢𝑛d𝑎, where 𝑙 is the specific latent heat of solidification. The heat flowing
nto the solid consists of two components: the heat released during solidification and the heat transferred from the surrounding
iquid medium (Rubinšteı̆n, 1971; Gupta, 2017). In terms of heat flow per unit time, 𝑞out = 𝑞exo + 𝑞in (Fig. 3), i.e.,

−∫𝜐
⟨⟨𝐡𝑆 ,𝐧⟩⟩𝐠 d𝑎 = 𝑙 ∫𝜐

𝜚 𝐽 𝑢𝑛d𝑎 − ∫𝜐
⟨⟨𝐡𝐿,𝐧⟩⟩𝐠 d𝑎 , (3.32)

here 𝜐 ⊂ 𝛾𝑡 is an arbitrary subset. The localized Stefan’s condition therefore reads

⟨⟨𝐡𝑆 − 𝐡𝐿,𝐧⟩⟩𝐠 + 𝑙 𝜚 𝐽 𝑢𝑛 = 0 on 𝛾𝑡 , (3.33)

where 𝜚 𝐽 𝑢𝑛 = 𝜌 𝑈𝑁 represents the mass accreted, per unit area, per unit time. The localized Stefan’s condition in the reference
configuration is expressed as

⟨⟨𝐇𝑆 −𝐇𝐿,𝐍⟩⟩𝐆 + 𝑙 𝜌 𝑈𝑁 = 0 on 𝛤𝑡 . (3.34)

ote that if the liquid is initially at the solidification temperature, there is no heat flux in the liquid phase, i.e., 𝐡𝐿 = 𝟎. In this case,
Stefan’s condition is simplified as

−⟨⟨𝐇𝑆 ,𝐍⟩⟩𝐆 = 𝑙 𝜌 𝑈𝑁 on 𝛤𝑡 , or − ⟨⟨𝐡𝑆 ,𝐧⟩⟩𝐠 = 𝑙 𝜚 𝐽 𝑢𝑛 on 𝛾𝑡 . (3.35)

hus, the heat entering the solid from the phase change interface is equal to the heat generated in the process of solidification.

. Radially inward solidification in a cold rigid container

Consider a spherical container of radius 𝑅0, filled with a liquid initially at uniform temperature 𝑇0. The inner wall of the container
s maintained at a constant temperature 𝑇𝑐 . Let 𝑇𝑚 denote the melting point of the material, satisfying the condition 𝑇𝑐 < 𝑇𝑚 ≤ 𝑇0.
t 𝑡 = 0, the outermost layer of liquid begins to cool down and solidifies when the melting point is reached. The container wall
cts as a rigid substrate to which the outermost accreted layer firmly attaches, resulting in no displacement of the outer boundary
12 
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Fig. 3. The heat flux 𝐡𝐿 is directed into the interface in the fluid medium due to its higher temperature compared to the melting point. However, in the
solid, where the temperature is lower than the melting point, 𝐡𝑆 is directed into the solid. The heat entering the solid comprises of the heat released during
solidification and the heat transferred from the liquid medium.

of the accreting body. Layers of liquid solidify and attach to the inner surface of the accreting body—a spherical shell, causing the
solidification front to progress inward (Fig. 4). The temperature fields within the accreting body and the liquid are both unknowns.24

We model both the liquid and solid phases as isotropic compressible hyperelastic materials. To simplify the analysis, an
ssumption can be made that 𝑇𝑚 = 𝑇0, allowing for solidification to initiate near the container wall at 𝑡 = 0 (Stewartson and
aechter, 1976; Rabin and Steif, 1998).

.1. Kinematics

The ambient space has the Euclidean metric, which in spherical coordinates, i.e., with respect to the frame
{ 𝜕
𝜕 𝑟 ,

𝜕
𝜕 𝜃 ,

𝜕
𝜕 𝜙

}

has the
following representation

𝐠 =
⎡

⎢

⎢

⎣

1 0 0
0 𝑟2 0
0 0 𝑟2 sin2 𝜃

⎤

⎥

⎥

⎦

, (4.1)

in terms of the spherical coordinates (𝑟, 𝜃 , 𝜙), where 𝑟 ≥ 0, 0 ≤ 𝜃 ≤ 𝜋 and 0 ≤ 𝜙 < 2𝜋.
Let 𝑆(𝑡) denote the material radius corresponding to the inner surface of the solid at any time 𝑡 ≤ 𝑡𝑓 , where 𝑡𝑓 is the time taken

or the completion of freezing.25 Note that 𝑆(𝑡) is assumed to be a continuous bijective map on [0, 𝑡𝑓 ] with the initial condition
(0) = 𝑅0. The inverse map 𝜏 = 𝑆−1 assigns the time of attachment to each spherical layer in the material manifold. The accreting

olid and the ablating fluid are identified with the following time-dependent material manifolds

𝑡 = {(𝑅, 𝛩 , 𝛷) ∶ 𝑆(𝑡) ≤ 𝑅 ≤ 𝑅0 , 0 ≤ 𝛩 ≤ 𝜋 , 0 ≤ 𝛷 < 2𝜋} , 𝑡 = {(𝑅, 𝛩 , 𝛷) ∶ 0 ≤ 𝑅 ≤ 𝑆(𝑡) , 0 ≤ 𝛩 ≤ 𝜋 , 0 ≤ 𝛷 < 2𝜋} . (4.2)

et the temperature field be denoted as 𝑇 (𝑅, 𝑡), and defined piece-wise as follows

𝑇 (𝑅, 𝑡) =
{

𝑇 s(𝑅, 𝑡) , 𝑆(𝑡) ≤ 𝑅 ≤ 𝑅0 ,
𝑇 f(𝑅, 𝑡) , 0 ≤ 𝑅 ≤ 𝑆(𝑡) .

(4.3)

Note that 𝑇𝑡(𝑅) = 𝑇 (𝑅, 𝑡) is continuous at the solidification interface 𝑅 = 𝑆(𝑡), i.e., 𝑇 s(𝑆(𝑡), 𝑡) = 𝑇 f(𝑆(𝑡), 𝑡) = 𝑇𝑚. The material
metric for the liquid phase in its initial state is the flat Euclidean metric restricted to  and has the following representation


𝐆0 =

⎡

⎢

⎢

⎣

1 0 0
0 𝑅2 0
0 0 𝑅2 sin2 𝛩

⎤

⎥

⎥

⎦

, (4.4)

here (𝑅, 𝛩 , 𝛷) are the material spherical coordinates. Thus, the temperature-dependent material metric for the liquid phase is
written as


𝐆 = 𝑒2𝜔

f(𝑇 f(𝑅,𝑡))
⎡

⎢

⎢

⎣

1 0 0
0 𝑅2 0
0 0 𝑅2 sin2 𝛩

⎤

⎥

⎥

⎦

, (4.5)

24 This problem draws inspiration from the experiments conducted by Chan and Tan (2006) who investigated the inward solidification of an 𝑛−hexadecane
n a spherical enclosure (capsule) with walls maintained at a constant temperature. They placed this capsule in a cool water tank that was consistently stirred
nd supplied with cold water from a refrigerated bath. They attached thermocouples to the capsule walls to track its temperature and ensure that it remains
onstant throughout the process.
25 Note that the freezing time may be quite large or even infinite. In that case one would need to solve the problem in the time interval [0,∞) instead.
13 
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Fig. 4. Schematic representation of radially inward solidification in a spherical rigid container with cold walls maintained at the temperature 𝑇𝑐 < 𝑇𝑚.

here the scalar function 𝜔f(𝑇 f) characterizes isotropic and homogeneous thermal expansion in the liquid phase. We consider radial
eformations 𝜑𝑡(𝑅, 𝛩 , 𝛷) = (𝑟(𝑅, 𝑡), 𝜃 , 𝜙), where 𝜃 = 𝛩, 𝜙 = 𝛷, and

𝑟(𝑅, 𝑡) =
{

𝑟s(𝑅, 𝑡) , 𝑆(𝑡) ≤ 𝑅 ≤ 𝑅0 ,
𝑟f(𝑅, 𝑡) , 0 ≤ 𝑅 ≤ 𝑆(𝑡) ,

(4.6)

nd 𝑟s(𝑅0, 𝑡) = 𝑅0, 𝑟f(0, 𝑡) = 0.26 Note that 𝑟(𝑅, 𝑡) is continuous at 𝑅 = 𝑆(𝑡) for all 𝑡 ≥ 0. Let 𝑠(𝑡) ∶= 𝑟s(𝑆(𝑡), 𝑡) = 𝑟f(𝑆(𝑡), 𝑡) and
𝑟̄(𝑅) ∶= 𝑟s(𝑅, 𝜏(𝑅)) = 𝑟f(𝑅, 𝜏(𝑅)). Thus, 𝑟̄ = 𝑠◦𝜏, or 𝑠 = 𝑟̄◦𝑆.27 The moving phase-change interface in the reference and current
onfigurations are represented as

𝛺𝑡 = {(𝑆(𝑡), 𝛩 , 𝛷) ∶ 0 ≤ 𝛩 ≤ 𝜋 , 0 ≤ 𝛷 < 2𝜋} , 𝜔𝑡 = {(𝑠(𝑡), 𝜃 , 𝜙) ∶ 0 ≤ 𝜃 ≤ 𝜋 , 0 ≤ 𝜙 < 2𝜋} . (4.9)

The respective deformation gradients in the solid and liquid phases read

𝐅s(𝑅, 𝑡) =
⎡

⎢

⎢

⎣

𝑟s ,𝑅(𝑅, 𝑡) 0 0
0 1 0
0 0 1

⎤

⎥

⎥

⎦

, 𝐅f(𝑅, 𝑡) =
⎡

⎢

⎢

⎣

𝑟f ,𝑅(𝑅, 𝑡) 0 0
0 1 0
0 0 1

⎤

⎥

⎥

⎦

. (4.10)

Let 𝑈 (𝑡) ∶= 𝑆̇(𝑡) < 0 be the material growth velocity. Let 𝑢(𝑡) denote the growth velocity in the current configuration, i.e., −𝑢(𝑡) is the
relative velocity of the accreting liquid particles with respect to the interface 𝜔𝑡. Further define 𝑢̄(𝑅) ∶= 𝑢(𝜏(𝑅)) and 𝑈̄ (𝑅) ∶= 𝑈 (𝜏(𝑅)).
Thus, the accretion tensor 𝐐 has the following representation with respect to the frames

{ 𝜕
𝜕 𝑅 ,

𝜕
𝜕 𝛩 ,

𝜕
𝜕 𝛷

}

and
{ 𝜕
𝜕 𝑟 ,

𝜕
𝜕 𝜃 ,

𝜕
𝜕 𝜙

}

:28

𝐐(𝑅) =
⎡

⎢

⎢

⎢

⎣

𝑢̄(𝑅)
𝑈̄ (𝑅) 0 0
0 1 0
0 0 1

⎤

⎥

⎥

⎥

⎦

. (4.13)

The accreting layer is not stress free due to the pressure exerted by the fluid. Let 𝝀 be the natural metric of the pre-stressed
layers that are accreting to the solid. This metric 𝝀 is obtained by transforming the Euclidean metric 𝐠 via a pre-deformation tensor
𝜦 as 𝜆𝑖𝑗 = 𝛬𝑘𝑖(𝑔𝑘𝑙◦𝜑̄)𝛬𝑙𝑗 . In this case, the material metric for the accreted layer is calculated by pulling back the natural metric 𝝀

26 Podio-Guidugli et al. (1985) investigated cavitation in hyperelastic fluids undergoing similar radial deformations. They called the deformations satisfying
the condition 𝑟f(0, 𝑡) = 0 regular, and those with 𝑟f(0, 𝑡) > 0, irregular deformations corresponding to a cavity (hole) of radius 𝑟f(0, 𝑡).

27 Note that

𝑠̇(𝑡) = 𝑟s ,𝑅(𝑆(𝑡), 𝑡) 𝑆̇(𝑡) + 𝑟s ,𝑡(𝑆(𝑡), 𝑡) = 𝑟f ,𝑅(𝑆(𝑡), 𝑡) 𝑆̇(𝑡) + 𝑟f ,𝑡(𝑆(𝑡), 𝑡) , (4.7)

and thus
[

𝑟s ,𝑅(𝑆(𝑡), 𝑡) − 𝑟f ,𝑅(𝑆(𝑡), 𝑡)] 𝑆̇(𝑡) + 𝑟s ,𝑡(𝑆(𝑡), 𝑡) − 𝑟f ,𝑡(𝑆(𝑡), 𝑡) = 0 . (4.8)

Hence, the velocity field 𝑟,𝑡(𝑅, 𝑡) is continuous at 𝑅 = 𝑆(𝑡) if and only if the partial derivative 𝑟,𝑅(𝑅, 𝑡) is also continuous at 𝑅 = 𝑆(𝑡).
28 In our example, 𝐮𝜏(𝑅)(𝜑𝜏(𝑅)(𝑅, 𝛩 , 𝛷)) = 𝑢̄(𝑅) 𝜕

𝜕 𝑟 and 𝐔𝜏(𝑅)(𝑅, 𝛩 , 𝛷) = 𝑈̄ (𝑅) 𝜕
𝜕 𝑅 . Recall that the components of the accretion tensor are defined as

𝑄𝑖
𝐼 (𝑋) = 𝐹 𝑖

𝐼 (𝑋) + [

𝑢𝑖 (𝜑̄(𝑋), 𝜏(𝑋)) − 𝐹 𝑖
𝐽 (𝑋)𝑈𝐽 (𝑋 , 𝜏(𝑋))

]

(d𝜏)𝐼 (𝑋) , (4.11)

where 𝐹 𝑖
𝐼 are the components of 𝐅̄(𝑋) = 𝐅s(𝑋 , 𝜏(𝑋)). Further, d𝜏(𝑅)

d𝑅 = 1
𝑆̇(𝜏(𝑅))

= 1
𝑈̄ (𝑅)

. Thus, the nonzero components of 𝐐 are

𝑄𝑟
𝑅 = 𝐹 𝑟

𝑅 +
[

𝑢̄ − 𝐹 𝑟
𝑅𝑈̄

] d𝜏
d𝑅 = 𝑢̄

𝑈̄
, 𝑄𝜃

𝛩 = 𝐹 𝜃
𝛩 = 1 , 𝑄𝜙

𝛷 = 𝐹 𝜙
𝛷 = 1 . (4.12)
14 
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via the accretion tensor 𝐐 (Sozio and Yavari, 2019). Therefore, one has

(

𝐺0)𝐼 𝐽 = 𝑄𝑖𝐼 𝜆𝑖𝑗 𝑄

𝑗
𝐽 = 𝑄𝑖𝐼 𝛬

𝑘
𝑖 (𝑔𝑘𝑙◦𝜑̄)𝛬𝑙𝑗 𝑄𝑗 𝐽 . (4.14)

In this example, it is assumed that

𝜦(𝑅) = 𝜂(𝑅) 𝜕
𝜕 𝑟 ⊗ d𝑟 + 𝜕

𝜕 𝜃 ⊗ d𝜃 + 𝜕
𝜕 𝜙 ⊗ d𝜙 , (4.15)

where the function 𝜂(𝑅) is used to transform the Euclidean metric 𝐠◦𝜑̄ by scaling its 𝑟𝑟-component by a factor of 𝜂2(𝑅),29 such that
the resulting metric 𝝀 reads

𝝀(𝑅) =
⎡

⎢

⎢

⎣

𝜂2(𝑅) 0 0
0 𝑟̄2(𝑅) 0
0 0 𝑟̄2(𝑅) sin2 𝛩

⎤

⎥

⎥

⎦

. (4.16)

is the metric that measures natural distances in the radially stressed, deformed configuration of the accreting layers at the time of
ttachment. 𝜂2(𝑅) > 1 indicates radial dilation of accreting layers just before attachment, while 𝜂2(𝑅) < 1 indicates radial contraction.
hus, by substituting (4.13) and (4.16) into (4.14), the temperature-independent material metric at the time of accretion is written

as


𝐆0 =

⎡

⎢

⎢

⎣

𝜍2(𝑅) 0 0
0 𝑟̄2(𝑅) 0
0 0 𝑟̄2(𝑅) sin2 𝛩

⎤

⎥

⎥

⎦

, (4.17)

where 𝜍(𝑅) = 𝑢̄(𝑅)𝜂(𝑅)
𝑈̄ (𝑅) . Hence, the temperature-dependent material metric for the solid phase is written as


𝐆 = 𝑒2𝜔

s(𝑇 s(𝑅,𝑡))
⎡

⎢

⎢

⎣

𝜍2(𝑅) 0 0
0 𝑟̄2(𝑅) 0
0 0 𝑟̄2(𝑅) sin2 𝛩

⎤

⎥

⎥

⎦

, (4.18)

here the scalar function 𝜔s(𝑇 s) characterizes isotropic and homogeneous thermal expansion in the solid phase. Substituting the
eterminants of (4.1), (4.18), (4.5) and (4.10) into (2.12), the Jacobian of the deformation is written as

𝐽 (𝑅, 𝑡) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

√

det 𝐠

det

𝐆

det 𝐅f , 0 ≤ 𝑅 ≤ 𝑆(𝑡) ,
√

det 𝐠

det

𝐆

det 𝐅s , 𝑆(𝑡) ≤ 𝑅 ≤ 𝑅0 ,
=

⎧

⎪

⎪

⎨

⎪

⎪

⎩

[

𝑟f(𝑅, 𝑡)]2 𝑟f ,𝑅(𝑅, 𝑡)
𝑒3𝜔f(𝑇 f(𝑅,𝑡)) 𝑅2

, 0 ≤ 𝑅 ≤ 𝑆(𝑡) ,

[

𝑟s(𝑅, 𝑡)]2 𝑟s ,𝑅(𝑅, 𝑡)
𝑒3𝜔s(𝑇 s(𝑅,𝑡)) 𝑟̄2(𝑅) 𝜍(𝑅)

, 𝑆(𝑡) ≤ 𝑅 ≤ 𝑅0 .

(4.19)

Further, 𝛼s(𝑇 s) = d𝜔s(𝑇 s)
d𝑇 s and 𝛼f(𝑇 f) = d𝜔f(𝑇 f)

d𝑇 f are the coefficients of thermal expansion in the solid and liquid phases, respectively.

Remark 4.1. Since 𝑠̇(𝑡) is the radial velocity of 𝜔𝑡 and 𝑟f ,𝑡(𝑆(𝑡), 𝑡) is the radial velocity of liquid points just before attachment, the
accretion velocity is 𝑢(𝑡) = 𝑠̇(𝑡) − 𝑟f ,𝑡(𝑆(𝑡), 𝑡). Further, it follows from (4.7) that 𝑟f ,𝑅(𝑆(𝑡), 𝑡) = 𝑢(𝑡)

𝑈 (𝑡) , i.e., 𝑄𝑟𝑅(𝑅) = (𝐹 f)𝑟𝑅(𝑅, 𝜏(𝑅)).

4.2. Balance laws

4.2.1. Conservation of mass
The mass of the liquid and solid portions are calculated as30

𝑚f(𝑡) = ∫

𝑆(𝑡)

0
𝑒3𝜔

f
(

𝑇 f(𝑅,𝑡)
)

𝜌f(𝑅, 𝑡) 4𝜋 𝑅2 d𝑅 = ∫

𝑆(𝑡)

0
𝜌f
0(𝑅) 4𝜋 𝑅2 d𝑅 ,

𝑚s(𝑡) = ∫

𝑅0

𝑆(𝑡)
𝑒3𝜔

s(𝑇 s(𝑅,𝑡))𝜌s(𝑅, 𝑡) 4𝜋 ̄𝑟2(𝑅) 𝜍(𝑅)d𝑅 = ∫

𝑅0

𝑆(𝑡)
𝜌s
0(𝑅) 4𝜋 ̄𝑟2(𝑅) 𝜍(𝑅)d𝑅 .

(4.20)

Thus, the total mass of the system 𝑚(𝑡) = 𝑚f(𝑡) + 𝑚s(𝑡) is written as

𝑚(𝑡) = ∫

𝑆(𝑡)

0
𝜌f
0(𝑅) 4𝜋 𝑅2 d𝑅 + ∫

𝑅0

𝑆(𝑡)
𝜌s
0(𝑅) 4𝜋 ̄𝑟2(𝑅) 𝜍(𝑅)d𝑅 . (4.21)

sing the Leibniz rule, it can be shown that

𝑚̇(𝑡) = 4𝜋 [𝜌f
0 (𝑆(𝑡))𝑆

2(𝑡) − 𝜌s
0 (𝑆(𝑡)) 𝑠

2(𝑡) 𝜍 (𝑆(𝑡))
]

𝑆̇(𝑡) . (4.22)

29 This scaling is essential to account for the deformation present in the accreting layer just before attachment. The specific format assumed in (4.15) ensures
that there are only radial deformations, i.e., the accreting layers are radially dilated or contracted just before attachment.

30 Alternatively, one has 𝑚f(𝑡) =
𝑠(𝑡)
𝜚f(𝑟, 𝑡) 4𝜋 𝑟2 d𝑟, and 𝑚s(𝑡) =

𝑅0

𝜚s(𝑟, 𝑡) 4𝜋 𝑟2 d𝑟.
∫0 ∫𝑠(𝑡)
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As the mass of the entire body is conserved, 𝑚̇(𝑡) = 0. Since 𝑆̇(𝑡) is nonzero, it follows from (4.22) that

𝜌f
0 (𝑆(𝑡))𝑆

2(𝑡) = 𝜌s
0 (𝑆(𝑡)) 𝑠

2(𝑡) 𝜍 (𝑆(𝑡)) . (4.23)

The material continuity in the respective phases read31

𝜌s
,𝑡(𝑅, 𝑡) + 𝛽s(𝑇 s(𝑅, 𝑡)) 𝑇 s

,𝑡(𝑅, 𝑡)𝜌s(𝑅, 𝑡) = 0 , 𝜌f
,𝑡(𝑅, 𝑡) + 𝛽f(𝑇 f(𝑅, 𝑡)) 𝑇 f

,𝑡(𝑅, 𝑡)𝜌f(𝑅, 𝑡) = 0 . (4.25)

he density is assumed to be a function of temperature, i.e., 𝜌s(𝑅, 𝑡) = 𝜌̂s(𝑇 s(𝑅, 𝑡)) and 𝜌f(𝑅, 𝑡) = 𝜌̂f(𝑇 f(𝑅, 𝑡)). It follows that
s
0(𝑅) = 𝜌̂s(𝑇 s

0 (𝑅)) and 𝜌f
0(𝑅) = 𝜌̂f(𝑇 f

0(𝑅)), where 𝑇 s
0 (𝑅) and 𝑇 f

0(𝑅) are the reference temperatures for the solid and liquid phases,
respectively. Thus, the respective continuity equations in (4.25) are rewritten as

d𝜌̂s

d𝑇 s + 𝛽s𝜌̂s = 0 , d𝜌̂f

d𝑇 f + 𝛽
f𝜌̂f = 0 . (4.26)

This is integrated to obtain

𝜌̂s(𝑇 s) = 𝜌̂s(𝑇 s
0 ) − ∫

𝑇 s

𝑇 s
0

𝛽s(𝜏) 𝜌̂s(𝜏)d𝜏 , 𝜌̂f(𝑇 f) = 𝜌̂f(𝑇 f
0) − ∫

𝑇 f

𝑇 f
0

𝛽f(𝜏) 𝜌̂f(𝜏)d𝜏 , (4.27)

hich are equivalent to

𝜌s(𝑅, 𝑡) = 𝜌s
0(𝑅) − ∫

𝑇 s(𝑅,𝑡)

𝑇 s
0 (𝑅)

𝛽s(𝜏) 𝜌̂s(𝜏)d𝜏 , 𝜌f(𝑅, 𝑡) = 𝜌f
0(𝑅) − ∫

𝑇 f(𝑅,𝑡)

𝑇 f
0(𝑅)

𝛽f(𝜏) 𝜌̂f(𝜏)d𝜏 . (4.28)

ote that 𝑇 f
0(𝑅) is the initial temperature of the liquid, while 𝑇 s

0 (𝑅) represents the accretion temperature, i.e., 𝑇 s
0 (𝑅) = 𝑇𝑚.

emark 4.2. To simplify the problem, it can be assumed that the liquid is initially at the solidification temperature, i.e., 𝑇 f
0(𝑅) = 𝑇𝑚.

hus, there is no heat transfer in the liquid medium, i.e., 𝑇 f(𝑅, 𝑡) = 𝑇𝑚. Hence, it follows from (4.28)2 that 𝜌f (𝑅, 𝑡) = 𝜌f (𝑅, 0) =
f
0(𝑅) = 𝜌f

0, which is a constant for homogeneous fluids.32 Similarly, 𝜌s(𝑅, 𝑡) = 𝜌s
0 − ∫ 𝑇

s(𝑅,𝑡)
𝑇𝑚

𝛽s(𝜏) 𝜌̂s(𝜏)d𝜏, where 𝜌s
0 is a constant for

homogeneous solids. As 𝑇 s(𝑆(𝑡), 𝑡) = 𝑇𝑚, it follows from (4.25)2 that 𝜌s (𝑆(𝑡), 𝑡) = 𝜌s
0. Therefore, one has

𝜍 (𝑆(𝑡)) =
𝜌f
0 𝑆

2(𝑡)

𝜌s
0 𝑠

2(𝑡)
, or equivalently, 𝜍(𝑅) =

𝜌f
0 𝑅

2

𝜌s
0 𝑟̄

2(𝑅)
. (4.29)

Thus

𝜂(𝑆(𝑡)) =
𝜌f
0 𝑆

2(𝑡)𝑈 (𝑡)

𝜌s
0 𝑠

2(𝑡) 𝑢(𝑡)
, or equivalently, 𝜂(𝑅) =

𝜌f
0 𝑅

2𝑈̄ (𝑅)

𝜌s
0 𝑟̄

2(𝑅)𝑢̄(𝑅)
. (4.30)

Further, the mass fraction solidified up to time 𝑡 is simplified as 𝑚s(𝑡)
𝑚(𝑡) = 1 − 𝑆3(𝑡)

𝑅3
0

.

Remark 4.3. The material metric for the solid phase has the following representation


𝐆 = 𝑒2𝜔

s(𝑇 s(𝑅,𝑡))

⎡

⎢

⎢

⎢

⎣

(𝜌f
0)
2 𝑅4

(𝜌s
0)
2 𝑟̄4(𝑅) 0 0

0 𝑟̄2(𝑅) 0
0 0 𝑟̄2(𝑅) sin2 𝛩

⎤

⎥

⎥

⎥

⎦

. (4.31)

The Jacobian is rewritten as

𝐽 (𝑅, 𝑡) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

[

𝑟f(𝑅, 𝑡)]2 𝑟f ,𝑅(𝑅, 𝑡)
𝑒3𝜔f(𝑇 f(𝑅,𝑡)) 𝑅2

, 0 ≤ 𝑅 ≤ 𝑆(𝑡) ,

𝜌s
0
[

𝑟s(𝑅, 𝑡)]2 𝑟s ,𝑅(𝑅, 𝑡)
𝜌f
0 𝑒

3𝜔s(𝑇 s(𝑅,𝑡))𝑅2
, 𝑆(𝑡) ≤ 𝑅 ≤ 𝑅0 .

(4.32)

4.2.2. Heat equation
Let 𝐪(𝑅, 𝑡) denote the spatial heat flux in material coordinates, i.e., 𝐪(𝑅, 𝑡) = 𝐡(𝑟(𝑅, 𝑡), 𝑡), with 𝐇(𝑅, 𝑡) being the material heat flux.

n the model 𝐇 = −𝐾𝐆♯d𝑇 , the radial components of 𝐇(𝑅, 𝑡) and 𝐪(𝑅, 𝑡) within the solid are as follows

𝐻𝑅(𝑅, 𝑡) = −𝐾(𝑇 (𝑅, 𝑡)) 𝑇,𝑅(𝑅, 𝑡)
𝑒2𝜔s(𝑇 (𝑅,𝑡)) 𝜍2(𝑅)

, 𝑞𝑟(𝑅, 𝑡) = − 1
𝜍(𝑅)

𝑒𝜔
s(𝑇 (𝑅,𝑡))𝐾(𝑇 (𝑅, 𝑡)) 𝑇,𝑅(𝑅, 𝑡) . (4.33)

31 Note that

t r 
𝐆

( 
𝐆,𝑡

)

= 6𝑇̇ s d𝜔s

d𝑇 s = 6𝛼s𝑇̇ s = 2𝛽s𝑇̇ s , t r 
𝐆

( 
𝐆,𝑡

)

= 6𝑇̇ f d𝜔f

d𝑇 f = 6𝛼f𝑇̇ f = 2𝛽f𝑇̇ f , (4.24)

where the relations 𝛽s = 3𝛼s and 𝛽f = 3𝛼f have been used. Therefore, (4.25) follows from (3.3) and (4.24).
32 Alternatively, by substituting 𝑇 f = 0 into (4.25) , it is implied that 𝜌f = 0.
,𝑡 2 ,𝑡
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Note that33

Div𝐆 𝐇 = − 1
𝑒2𝜔 𝜍2

[(

d𝐾
d𝑇 + 𝛼s𝐾

)

𝑇,𝑅
2 +𝐾 𝑇,𝑅𝑅 +

(

2𝑟̄′
𝑟̄

−
𝜍′

𝜍

)

𝐾 𝑇,𝑅
]

, (4.36)

where the notation (⋅)′ ∶= d
d𝑅 (⋅) has been used. Therefore, the heat equation (3.29) inside the solid is written as

𝐾 𝑇,𝑅𝑅 +
(

d𝐾
d𝑇 + 𝛼s𝐾

)

𝑇,𝑅
2 +

(

2𝑟̄′
𝑟̄

−
𝜍′

𝜍

)

𝐾 𝑇,𝑅 = 𝑒2𝜔
s
𝜍2𝜌 𝑐𝐸 𝑇̇ . (4.37)

Let us assume that the heat conduction coefficient is independent of temperature, i.e., 𝐾(𝑇 ) = 𝐾s, a constant. Thus, using (4.29),
the heat equation (4.37) is simplified as follows

𝐷s
f

{

𝑇,𝑅𝑅(𝑅, 𝑡) + 𝛼s(𝑇 (𝑅, 𝑡)) [𝑇,𝑅(𝑅, 𝑡)
]2 +

[

4𝑟̄′(𝑅)
𝑟̄(𝑅)

− 2
𝑅

]

𝑇,𝑅(𝑅, 𝑡)
}

=
𝑅4 𝑇̇ (𝑅, 𝑡)

𝑟̄4(𝑅) 𝑒𝜔s(𝑇 (𝑅,𝑡))
, (4.38)

where the constant 𝐷s
f =

𝐾s(𝜌s
0)

3

𝑐𝐸 (𝜌f
0)

4
is analogous to thermal diffusivity. Further, the temperature field 𝑇 s(𝑅, 𝑡) satisfies the following

boundary conditions

−𝐾s𝑇 s
,𝑅(𝑅0, 𝑡) = ℎ𝑐

[

𝑇 s(𝑅0, 𝑡) − 𝑇𝑐
]

, 𝑇 s(𝑆(𝑡), 𝑡) = 𝑇𝑚 , (4.39)

here ℎ𝑐 is the coefficient of heat transfer between the walls of the container and the solidified material. Thus, for the temperature
ield, we have a Neumann boundary condition near the fixed wall of the container and a Dirichlet boundary condition on the moving
nterface.

.2.3. Stefan’s condition
The rate of mass transferred from liquid to solid phase is 𝑚̇s(𝑡) = −𝑚̇f(𝑡). The rate of mass solidified is

𝑚̇s(𝑡) = −4𝜋 𝜌s
0 𝑠

2(𝑡) 𝜍 (𝑆(𝑡)) 𝑆̇(𝑡) = −4𝜋 𝜌s
0 𝑠

2(𝑡) 𝑢(𝑡) . (4.40)

lternatively, 𝑚̇s can be expressed as

𝑚̇s(𝑡) = −𝑚̇f(𝑡) = −4𝜋 𝜌f
0 𝑆

2(𝑡)𝑈 (𝑡) . (4.41)

he time rate of heat released during solidification is 𝑙 𝑚̇s(𝑡). Further, the heat transferred into the solid medium is
−∫𝛺𝑡

⟨⟨𝐇,𝐍⟩⟩
𝐆

d𝐴 = −4𝜋 𝑆2(𝑡)
[

𝐻𝑅𝑁𝑅𝐺𝑅𝑅
]

|

|

|𝑅=𝑆(𝑡)
= −4𝜋 𝑆2(𝑡)𝐾(𝑇𝑚) 𝑇,𝑅(𝑆(𝑡), 𝑡) . (4.42)

f the liquid is initially at the solidification temperature, there is no heat flux within it, and the heat entering the solid from the
hase change interface is equal to the heat generated during solidification. Thus, Stefan’s condition is written as

𝑆2(𝑡)𝐾(𝑇𝑚) 𝑇,𝑅(𝑆(𝑡), 𝑡) = 𝑙 𝜌s
0 𝑠

2(𝑡) 𝑢(𝑡) , (4.43)

r equivalently,

𝐾(𝑇𝑚) 𝑇,𝑅(𝑆(𝑡), 𝑡) = 𝑙 𝜌f
0 𝑆̇(𝑡) . (4.44)

ssuming a constant heat conduction coefficient 𝐾(𝑇 ) = 𝐾s, Stefan’s condition is written as

𝑇,𝑅(𝑆(𝑡), 𝑡) = 𝐿 𝑆̇(𝑡) , (4.45)

where 𝐿 =
𝜌f
0𝑙
𝐾s .

4.2.4. Conservation of linear momentum in the solid portion
The Cauchy stress tensor in the solid portion is related to the free energy function 𝑊̌ (𝐼1, 𝐼2, 𝐽 , 𝑇 ) as follows34

𝝈 =
[

2𝐽−1𝐼2
𝜕𝑊̌
𝜕 𝐼2

+ 𝜕𝑊̌
𝜕 𝐽

]

𝐠♯ + 2
[

𝐽−1 𝜕𝑊̌
𝜕 𝐼1

𝐛♯ − 𝐽 𝜕𝑊̌
𝜕 𝐼2

𝐜♯
]

. (4.47)

33 Here, we have used the fact that

𝐻𝐴
|𝐴 = − [

𝐾(𝑇 )𝐺𝐴𝐵𝑇,𝐵
]

|𝐴 = − d𝐾
d𝑇 𝐺

𝐴𝐵𝑇,𝐴𝑇,𝐵 −𝐾 𝐺𝐴𝐵 (

𝑇,𝐴𝐵 − 𝛤 𝐶
𝐴𝐵𝑇,𝐶

)

. (4.34)

In spherical coordinates, one has

Div𝐆 𝐇 = −𝐺𝑅𝑅
[

d𝐾
d𝑇 𝑇,𝑅

2 +𝐾 𝑇,𝑅𝑅
]

+𝐾 𝑇,𝑅 [

𝐺𝑅𝑅 𝛤𝑅
𝑅𝑅 + 𝐺𝛩 𝛩 𝛤𝑅

𝛩 𝛩 + 𝐺𝛷 𝛷 𝛤𝑅
𝛷 𝛷] . (4.35)

The Christoffel symbols 𝛤 𝐶
𝐴𝐵 for the material metric


𝐆 are given in (C.3).

34 Note that the first Piola–Kirchhoff stress tensor 𝐏 = 𝐽𝝈𝐅−⋆ is written as

𝐏 =
[

2𝐼2
𝜕𝑊̌
𝜕 𝐼2 + 𝐽 𝜕𝑊̌

𝜕 𝐽
]

𝐅𝐁♯ + 2
[

𝜕𝑊̌
𝜕 𝐼1 𝐛♯𝐅−⋆ − 𝐽 2 𝜕𝑊̌

𝜕 𝐼2 𝐅−𝖳𝐁♯
]

, (4.46)

where 𝐛♯ = 𝐅𝐆♯𝐅⋆ and 𝐁♯ = 𝐅−1𝐠♯𝐅−⋆.
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Since 𝑉 𝑟(𝑅, 𝑡) = 𝑟,𝑡(𝑅, 𝑡), 𝑉 𝜃(𝑅, 𝑡) = 𝑉 𝜙(𝑅, 𝑡) = 0, one has 𝐴𝑟(𝑅, 𝑡) = 𝑟,𝑡𝑡(𝑅, 𝑡), and 𝐴𝜃(𝑅, 𝑡) = 𝐴𝜙(𝑅, 𝑡) = 0.35 Using (3.16) and (C.1), the
radial equilibrium equation (3.17) is simplified to read

𝜕 𝜎𝑟𝑟
𝜕 𝑟 + 2

𝑟
𝜎𝑟𝑟 − 𝑟

[

𝜎𝜃 𝜃 + sin2 𝜃 𝜎𝜙𝜙] + 𝜚 𝑏𝑟 = 𝜚 𝑟,𝑡𝑡. (4.48)

The inertial effects can be ignored if the solidification process is slow, and hence in the absence of body forces, it follows from
4.48) that

𝜕 𝜎𝑟𝑟
𝜕 𝑅 =

[

(

𝜎𝜃 𝜃 + sin2 𝜃 𝜎𝜙𝜙) 𝑟 − 2
𝑟
𝜎𝑟𝑟

] 𝜕 𝑟
𝜕 𝑅 . (4.49)

In this example,36

𝐛♯ = 𝑒−2𝜔
s

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝑟,𝑅2

𝜍2
0 0

0 1
𝑟̄2

0

0 0 1
𝑟̄2 sin2 𝛩

⎤

⎥

⎥

⎥

⎥

⎥

⎦

, 𝐜♯ = 𝑒2𝜔
s

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝜍2

𝑟,𝑅2
0 0

0 𝑟̄2

𝑟4
0

0 0 𝑟̄2

𝑟4 sin2 𝛩

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

. (4.50)

Further, the principal invariants of 𝐛 read37

𝐼1 = 𝑒−2𝜔
s
[

𝑟,𝑅2

𝜍2
+ 2𝑟2

𝑟̄2

]

, 𝐼2 =
1
2

[

𝐼21 − 𝑒−4𝜔
s
(

𝑟,𝑅4

𝜍4
+ 2𝑟4

𝑟̄4

)]

= 𝑟2

𝑒4𝜔s 𝑟̄2

[

𝑟2

𝑟̄2
+

2𝑟,𝑅2

𝜍2

]

. (4.52)

The Cauchy stress has the following nonzero components

𝜎𝑟𝑟 = 2𝐽−1𝐼2
𝜕𝑊̌
𝜕 𝐼2

+ 𝜕𝑊̌
𝜕 𝐽 + 2

[

𝑟,𝑅2

𝐽 𝑒2𝜔s𝜍2
𝜕𝑊̌
𝜕 𝐼1

−
𝐽 𝑒2𝜔s𝜍2

𝑟,𝑅2
𝜕𝑊̌
𝜕 𝐼2

]

,

𝜎𝜃 𝜃 =
[

2𝐽−1𝐼2
𝜕𝑊̌
𝜕 𝐼2

+ 𝜕𝑊̌
𝜕 𝐽

]

1
𝑟2

+ 2
[

1
𝐽 𝑒2𝜔s 𝑟̄2

𝜕𝑊̌
𝜕 𝐼1

− 𝐽 𝑒2𝜔s 𝑟̄2

𝑟4
𝜕𝑊̌
𝜕 𝐼2

]

,

𝜎𝜙𝜙 = 𝜎𝜃 𝜃
sin2 𝛩

.

(4.53)

Substituting (4.53) in (4.49), one obtains38

𝜕 𝜎𝑟𝑟
𝜕 𝑅 =

4𝑟,𝑅
𝑟

[

1
𝐽 𝑒2𝜔s

(

𝑟2

𝑟̄2
−
𝑟,𝑅2

𝜍2

)

𝜕𝑊̌
𝜕 𝐼1

+ 𝐽 𝑒2𝜔s
(

𝑟̄2

𝑟2
−

𝜍2

𝑟,𝑅2

)

𝜕𝑊̌
𝜕 𝐼2

]

. (4.54)

In the solid, one has 𝐽 =
𝑟2𝑟,𝑅
𝑒3𝜔s 𝑟̄2𝜍

. Thus, (4.54) is simplified as

𝜕 𝜎𝑟𝑟
𝜕 𝑅 = 4𝑊̌1𝑒

𝜔s
[

𝜍
𝑟
−
𝑟̄2𝑟,𝑅2

𝜍 𝑟3

]

+
4𝑊̌2

𝑒𝜔s

[

𝑟,𝑅2

𝜍 𝑟 −
𝜍 𝑟
𝑟̄2

]

, (4.55)

where 𝑊̌𝑖 =
𝜕𝑊̌
𝜕 𝐼𝑖 for 𝑖 = 1, 2. Using (4.29), (4.55) is rewritten as follows

𝜎𝑟𝑟,𝑅 = 4
[

𝑊̌1𝑒
𝜔s

−
𝑊̌2 𝑟2

𝑒𝜔s 𝑟̄2

] [
𝜌f
0 𝑅

2

𝜌s
0 𝑟̄

2𝑟
−
𝜌s
0 𝑟̄

4 𝑟,𝑅2

𝜌f
0 𝑅

2𝑟3

]

. (4.56)

Hence, (4.56) can be integrated to obtain

𝜎𝑟𝑟(𝑅, 𝑡) = 𝜎𝑟𝑟(𝑆(𝑡), 𝑡) + 4∫
𝑅

𝑆(𝑡)

[

𝑊̌1(𝜉 , 𝑡)𝑒𝜔
s(𝑇 (𝜉 ,𝑡)) − 𝑊̌2(𝜉 , 𝑡)𝑟2(𝜉 , 𝑡)

𝑒𝜔s(𝑇 (𝜉 ,𝑡)) 𝑟̄2(𝜉)

]

[ 𝜌f
0 𝜉

2

𝜌s
0 𝑟̄

2(𝜉)𝑟(𝜉 , 𝑡) −
𝜌s
0 𝑟̄

4(𝜉) 𝑟,𝑅2(𝜉 , 𝑡)
𝜌f
0 𝜉

2𝑟3(𝜉 , 𝑡)

]

d𝜉 . (4.57)

Remark 4.4. Note that 𝜎𝑟𝑟(𝑅, 𝑡) has to be continuous at 𝑅 = 𝑆(𝑡) in order to satisfy the traction continuity across the phase change
interface.

35 The Christoffel symbols for the Euclidean metric 𝐠 are given in (C.1).
36 Recall that the components of 𝐜♯ and 𝐜♭ are related as 𝑐𝑎𝑏 = 𝑔𝑎𝑚𝑐𝑚𝑛𝑔𝑛𝑏. Thus, the components 𝑐♯ are 𝑐𝑎𝑏 = 𝑔𝑎𝑚𝐹 −𝐴

𝑚𝐺𝐴𝐵𝐹 −𝐵
𝑛 𝑔𝑛𝑏.

37 Here, we have used the fact that

𝐼1 = 𝑔𝑎𝑏𝐹
𝑎
𝐴𝐹

𝑏
𝐵𝐺

𝐴𝐵 , 𝐼2 =
1
2
(

𝐼21 − 𝑔𝑚𝑏𝑔𝑛𝑎𝐹𝑚
𝑀𝐹

𝑛
𝑁𝐹

𝑎
𝐴𝐹

𝑏
𝐵𝐺

𝐴𝑀𝐺𝐵 𝑁 ) . (4.51)

.
38 The relation 𝑟2

[

𝑔𝜃 𝜃 + sin2 𝜃 𝑔𝜙𝜙] = 2𝑔𝑟𝑟 has been used here.
18 
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4.2.5. Conservation of linear momentum inside the liquid
The Cauchy stress inside the liquid is related to the free energy function 𝑊̆ (𝐽 , 𝑇 ) as 𝝈 = 𝜕𝑊̆

𝜕 𝐽 𝐠♯, i.e.,

𝝈 = 𝜕𝑊̆
𝜕 𝐽

⎡

⎢

⎢

⎢

⎣

1 0 0
0 1

𝑟2
0

0 0 1
𝑟2 sin2 𝜃

⎤

⎥

⎥

⎥

⎦

. (4.58)

Note that 𝑟2
[

𝜎𝜃 𝜃 + sin2 𝜃 𝜎𝜙𝜙] = 2𝜎𝑟𝑟. In the absence of inertial effects and body forces, the radial equilibrium equation is written as

𝑟 𝜕 𝜎
𝑟𝑟

𝜕 𝑅 =
[

(𝜎𝜃 𝜃 + sin2 𝜃 𝜎𝜙𝜙) 𝑟2 − 2𝜎𝑟𝑟] 𝜕 𝑟
𝜕 𝑅 = 0 . (4.59)

Hence, it follows that 𝜕 𝜎𝑟𝑟
𝜕 𝑅 , i.e., 𝜎𝑟𝑟(𝑅, 𝑡) is independent of 𝑅. Moreover, one has

𝜕
𝜕 𝑅

(

𝜕𝑊̆
𝜕 𝐽

)

= 0 . (4.60)

If the liquid is initially at the melting temperature, then 𝑇 f(𝑅, 𝑡) = 𝑇𝑚 and there is no heat transfer occurring inside the liquid during
he entire process. Because there are no temperature changes, 𝑊̆ and, consequently, 𝜕𝑊̆

𝜕 𝐽 remain independent of temperature. Let
s define the temperature-independent function 𝑝̆(𝐽 ) as 𝑝̆ = 𝜕𝑊̆

𝜕 𝐽 , and denote 𝑝(𝑅, 𝑡) = 𝑝̆(𝐽 (𝑅, 𝑡)). Since 𝜕
𝜕 𝑅

(

𝜕𝑊̆
𝜕 𝐽

)

= d𝑝̆
d𝐽

𝜕 𝐽
𝜕 𝑅 , it follows

from (4.60) that 𝜕 𝐽
𝜕 𝑅 = 0 (Podio-Guidugli et al., 1985). Thus, 𝐽 is independent of 𝑅, which is indicated as 𝐽 (𝑅, 𝑡) = 𝐽0(𝑡), for some

function 𝐽0(𝑡) > 0. Note that 𝜔f(𝑇 f) = 0 because 𝑇 f = 𝑇𝑚 throughout the process. Since (4.32)1 is simplified as 𝐽 = 𝑟2𝑟,𝑅
𝑅2 , it is implied

that inside the liquid one has

𝑟3(𝑅, 𝑡) = 𝑠3(𝑡) + 𝐽0(𝑡)
[

𝑅3 − 𝑆3(𝑡)
]

. (4.61)

ince 𝑟(0, 𝑡) = 0, it follows from (4.61) that 𝐽0(𝑡) = 𝑠3(𝑡)
𝑆3(𝑡) , and hence 𝑟(𝑅, 𝑡) = 𝑅 𝑠(𝑡)

𝑆(𝑡) .39 Thus,

𝜎𝑟𝑟(𝑅, 𝑡) = 𝜎𝑟𝑟(𝑆(𝑡), 𝑡) = 𝑝̆
(

𝑠3(𝑡)
𝑆3(𝑡)

)

. (4.62)

In our numerical examples, we consider the following temperature-independent free energy function

𝑊̆ (𝐽 ) = 𝜋f
0𝐽 + 𝜅f

0(𝐽 − 1)2 , (4.63)

where 𝜅f
0 denotes the bulk modulus of the liquid at temperature 𝑇0, while 𝜋f

0 represents the initial pressure in the liquid (Ghosh and
opez-Pamies, 2022). Hence, 𝑝̆(𝐽 ) = 𝜋f

0 + 𝜅
f
0(𝐽 − 1), and 𝝈 =

[

𝜋f
0 + 𝜅

f
0(𝐽 − 1)] 𝐠♯. If the liquid is initially stress-free, i.e., 𝝈(𝑅, 0) = 𝟎,

hen, it can be deduced from 𝐽0(0) = 1 that 𝜋f
0 = 0. Therefore, one has

𝑝(𝑅, 𝑡) = 𝜎𝑟𝑟(𝑅, 𝑡) = 𝜅f
0

[

𝑠3(𝑡)
𝑆3(𝑡)

− 1
]

. (4.64)

This means that the Cauchy stress remains uniform in a compressible hyperelastic fluid in the absence of inertial effects, body forces,
and heat flow.

4.2.6. The moving boundary problem
The balance laws from the previous subsections are combined into the following system of general governing equations to model

the accretion problem
⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

div𝐠 𝝈 = 𝟎 in  ⧵ (𝛺0 ∪𝛺𝑡) ,

[[𝝈𝐧
♭
]] = 𝟎 across 𝜔𝑡 ,

𝜑𝑡 = id on 𝛺0

𝜌 𝑐𝐸 𝑇̇ = Div𝐆 (𝐾𝐆♯ d𝑇 ) in  ⧵ (𝛺0 ∪𝛺𝑡) ,

𝑇 = 𝑇𝑚 on 𝛺𝑡 ,

⟨⟨𝐇,

𝐍⟩⟩𝐆 = ℎ𝑐

[

𝑇 − 𝑇𝑐
]

on 𝛺0 ,

[[⟨⟨𝐇,

𝐍⟩⟩𝐆]] = 𝑙 𝜌 𝑈 across 𝛺𝑡 ,

(4.65)

where [[⋅]] denotes the jump across the moving interface, as one goes from the liquid phase to the solid phase.

𝐍 and 𝐧 are the

outward unit normals to the liquid inclusion in the reference and deformed configurations, 𝑡 and 𝜑𝑡(𝑡), respectively.

𝐍 is the unit

39 Furthermore, it is implied that 𝑟f ,𝑅 (𝑅, 𝑡) = 𝑠(𝑡)
𝑆(𝑡)

and 𝑟f ,𝑡 (𝑅, 𝑡) = 𝑅[𝑆(𝑡)𝑠̇(𝑡)−𝑠(𝑡)𝑆̇(𝑡)]
𝑆2 (𝑡)

inside the liquid. Thus, 𝑟f ,𝑅 (𝑆(𝑡), 𝑡) = 𝑠(𝑡)
𝑆(𝑡)

and 𝑟f ,𝑡 (𝑆(𝑡), 𝑡) = 𝑠̇(𝑡) − 𝑠(𝑡)𝑆̇(𝑡)
𝑆(𝑡)

, which
agrees with the fact that 𝑠̇(𝑡) = 𝑟f (𝑆(𝑡), 𝑡) 𝑆̇(𝑡) + 𝑟f (𝑆(𝑡), 𝑡).
,𝑅 ,𝑡
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normal to 𝑡. Note that the conservation of linear momentum (4.65)1 and the heat equation (4.65)4 must be solved separately in
the solid and liquid regions. Since the liquid is initially at the melting point, the heat equation admits a constant trivial solution
inside the inclusion. Recall that the spatial metric 𝐠 is the flat Euclidean metric. The material metric in the liquid


𝐆, is also the flat

Euclidean metric, while the material metric

𝐆 for the accreted solid was obtained in (4.31), using the conservation of mass for the

entire . The Cauchy stress 𝝈 is computed using (3.14) inside the solid and using (3.15) inside the liquid. In the absence of body
orces, inertial effects, and thermal effects, the liquid deformation was given in (4.61), and for the simple energy function (4.63),
he Cauchy stress is given in (4.64). Thus, it remains to solve (4.65)1 and (4.65)4 inside the solid to obtain the deformation and
emperature fields, along with the location of 𝛺𝑡. This is done in the following subsection for a neo-Hookean solid.

.3. Stefan’s problem for a neo-Hookean solid

Consider the following free energy function for a thermoelastic neo-Hookean solid (Sozio et al., 2020)

𝑊̌ (𝐼1, 𝐽 , 𝑇 ) =
[

𝜇s
0
2
(𝐽− 2

3 𝐼1 − 3) +
𝜅s
0
2
(𝐽 − 1)2

]

𝑇
𝑇0

− 𝜅s
0 𝛽

s
0 (𝐽 − 1)(𝑇 − 𝑇0) , (4.66)

where 𝐼1 = 𝑒−2𝜔s
[

(𝜌s
0)
2 𝑟̄4𝑟,𝑅2

(𝜌f
0)
2𝑅4 + 2𝑟2

𝑟̄2

]

and 𝐽 =
𝜌s
0𝑟

2 𝑟,𝑅
𝜌f
0 𝑒

3𝜔s𝑅2 . For more details, refer to Appendix B. The nonzero components of Cauchy
stress read

𝜎𝑟𝑟 = 𝑊̌𝐽 +
2𝑊̌1 𝑟,𝑅2

𝐽 𝑒2𝜔s𝜍2
, 𝜎𝜃 𝜃 = 𝑊̌𝐽

𝑟2
+

2𝑊̌1

𝐽 𝑒2𝜔s 𝑟̄2
, 𝜎𝜙𝜙 = 𝜎𝜃 𝜃

sin2 𝛩
, (4.67)

where 𝑊̌𝐽 ∶= 𝜕𝑊̌
𝜕 𝐽 . These coefficients are calculated as follows

𝑊̌1 =
𝜇s
0𝑇
2𝑇0

𝐽− 2
3 , 𝑊̌𝐽 =

[

𝜅s
0(𝐽 − 1) −

𝜇s
0
3
𝐽− 5

3 𝐼1

]

𝑇
𝑇0

− 𝜅s
0 𝛽

s
0 (𝑇 − 𝑇0) . (4.68)

Further, we assume that 𝜔s depends on the temperature as per the following relation (see (B.4))

𝑒3𝜔
s(𝑇 ) = 1 + 𝛽s

0𝑇
s
0

(

1 −
𝑇 s
0
𝑇

)

. (4.69)

Since 𝜎𝑟𝑟 is continuous across 𝑅 = 𝑆(𝑡), it follows from (4.57) and (4.64) that

𝜎𝑟𝑟(𝑅, 𝑡) = 𝜅f
0

[

𝑠3(𝑡)
𝑆3(𝑡)

− 1
]

+ 4∫
𝑅

𝑆(𝑡)
𝑊̌1(𝜉 , 𝑡)𝑒𝜔

s(𝑇 (𝜉 ,𝑡))
[

𝜌f
0 𝜉

2

𝜌s
0 𝑟̄

2(𝜉)𝑟(𝜉 , 𝑡) −
𝜌s
0 𝑟̄

4(𝜉) 𝑟,𝑅2(𝜉 , 𝑡)
𝜌f
0 𝜉

2𝑟3(𝜉 , 𝑡)

]

d𝜉 . (4.70)

Thus, using (4.67)1 and (4.29), (4.70) is rewritten as

𝑊̌𝐽 (𝑅, 𝑡) +
2𝜌s

0 𝑟̄
4(𝑅) 𝑟,𝑅(𝑅, 𝑡)

𝜌f
0 𝑅

2 𝑟2(𝑅, 𝑡) 𝑊̌1(𝑅, 𝑡) 𝑒𝜔
s(𝑇 (𝑅,𝑡)) = 𝜅f

0

[

𝑠3(𝑡)
𝑆3(𝑡)

− 1
]

+ 4∫
𝑅

𝑆(𝑡)
𝑊̌1(𝜉 , 𝑡)𝑒𝜔

s(𝑇 (𝜉 ,𝑡))
[

𝜌f
0 𝜉

2

𝜌s
0 𝑟̄

2(𝜉)𝑟(𝜉 , 𝑡) −
𝜌s
0 𝑟̄

4(𝜉) 𝑟,𝑅2(𝜉 , 𝑡)
𝜌f
0 𝜉

2𝑟3(𝜉 , 𝑡)

]

d𝜉 ,
(4.71)

where

𝑊̌1 =
𝜇s
0 𝑇 𝑒2𝜔

s

2𝑇0

[

𝜌f
0 𝑅

2

𝜌s
0 𝑟

2 𝑟,𝑅

]
2
3

,

𝑊̌𝐽 =
𝜅s
0𝑇
𝑇0

[

𝜌s
0𝑟

2 𝑟,𝑅
𝜌f
0 𝑒

3𝜔s𝑅2
− 1

]

− 𝜅s
0 𝛽

s
0 (𝑇 − 𝑇0) −

𝜇s
0𝑇 𝑒3𝜔

s

3𝑇0

[

𝜌f
0 𝑅

2

𝜌s
0 𝑟

2 𝑟,𝑅

]
5
3
[

(𝜌s
0)

2 𝑟̄4𝑟,𝑅2

(𝜌f
0)

2𝑅4
+ 2𝑟2

𝑟̄2

]

.

(4.72)
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Therefore, for the neo-Hookean solid, the moving boundary problem (4.65) on the domain 𝑅0 ≥ 𝑅 ≥ 𝑆(𝑡) is written as40

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

𝑊̌𝐽 (𝑅, 𝑡) +
2𝜌s

0 𝑊̌1(𝑅, 𝑡) 𝑒𝜔s(𝑇 (𝑅,𝑡)) 𝑟̄4(𝑅) 𝑟,𝑅(𝑅, 𝑡)
𝜌f
0 𝑅

2 𝑟2(𝑅, 𝑡) = 𝜅f
0

[

𝑠3(𝑡)
𝑆3(𝑡)

− 1
]

+4∫

𝑅

𝑆(𝑡)
𝑊̌1(𝜉 , 𝑡)𝑒𝜔

s(𝑇 (𝜉 ,𝑡))
[ 𝜌f

0 𝜉
2

𝜌s
0 𝑟̄

2(𝜉)𝑟(𝜉 , 𝑡) −
𝜌s
0 𝑟̄

4(𝜉) 𝑟,𝑅2(𝜉 , 𝑡)
𝜌f
0 𝜉

2𝑟3(𝜉 , 𝑡)

]

d𝜉 ,

𝐾s(𝜌s
0)

3

𝑐𝐸 (𝜌f
0)

4

[

𝑇,𝑅𝑅(𝑅, 𝑡) + 𝛼s(𝑇 (𝑅, 𝑡)) [𝑇,𝑅(𝑅, 𝑡)
]2 +

[

4𝑟̄′(𝑅)
𝑟̄(𝑅)

− 2
𝑅

]

𝑇,𝑅(𝑅, 𝑡)
]

=
𝑅4 𝑇̇ (𝑅, 𝑡)

𝑟̄4(𝑅)𝑒𝜔s(𝑇 (𝑅,𝑡))
,

𝑇,𝑅(𝑆(𝑡), 𝑡) =
𝜌f
0 𝑙
𝐾s 𝑆̇(𝑡) ,

𝑇 (𝑆(𝑡), 𝑡) = 𝑇𝑚 ,

𝑟(𝑆(𝑡), 𝑡) = 𝑟̄(𝑆(𝑡)) = 𝑠(𝑡) ,

𝐾s𝑇,𝑅(𝑅0, 𝑡) = ℎ𝑐
[

𝑇𝑐 − 𝑇 (𝑅0, 𝑡)
]

,

𝑟(𝑅0, 𝑡) = 𝑅0 ,

𝑆(0) = 𝑅0 ,

(4.73)

where the temperature field 𝑇 (𝑅, 𝑡), the radial placement map 𝑟(𝑅, 𝑡), and the location of the moving boundary 𝑆(𝑡) are unknown.

Remark 4.5. On the moving boundary, (4.71) is rewritten as

𝑊̌𝐽 (𝑆(𝑡), 𝑡) +
2𝜌s

0 𝑠
2(𝑡) 𝑟,𝑅(𝑆(𝑡), 𝑡)
𝜌f
0 𝑆

2(𝑡)
𝑊̌1(𝑆(𝑡), 𝑡) = 𝜅f

0

[

𝑠3(𝑡)
𝑆3(𝑡)

− 1
]

, (4.74)

where

𝑊̌1(𝑆(𝑡), 𝑡) =
𝜇s
0
2

[

𝜌f
0 𝑆

2(𝑡)

𝜌s
0 𝑠

2(𝑡) 𝑟,𝑅(𝑆(𝑡), 𝑡)

]
2
3

,

𝑊̌𝐽 (𝑆(𝑡), 𝑡) = 𝜅s
0

[

𝜌s
0𝑠

2(𝑡) 𝑟,𝑅(𝑆(𝑡), 𝑡)
𝜌f
0 𝑆

2(𝑡)
− 1

]

−
𝜇s
0
3

[

𝜌f
0 𝑆

2(𝑡)

𝜌s
0 𝑠

2(𝑡) 𝑟,𝑅(𝑆(𝑡), 𝑡)

]
5
3
[

(𝜌s
0)

2 𝑠4(𝑡) 𝑟,𝑅2(𝑆(𝑡), 𝑡)
(𝜌f

0)
2𝑆4(𝑡)

+ 2
]

.

(4.75)

Therefore, traction continuity (4.74) across the moving interface 𝑅 = 𝑆(𝑡) is written as 
(

𝑠(𝑡)
𝑆(𝑡) , 𝑟,𝑅(𝑆(𝑡), 𝑡)

)

= 0, where

 (𝑥, 𝑦) ∶= 𝜅s
0

[

𝜌s
0𝑥

2 𝑦

𝜌f
0

− 1
]

+
2𝜇s

0
3

(

𝜌s
0 𝑥

2 𝑦

𝜌f
0

)
1
3
[

1 −
(𝜌f

0)
2

(𝜌s
0)

2 𝑥4 𝑦2

]

+ 𝜅f
0
[

1 − 𝑥3] . (4.76)

Since 𝑟f ,𝑅 (𝑆(𝑡), 𝑡) = 𝑠(𝑡)
𝑆(𝑡) , traction continuity implies an implicit relation between 𝑟s ,𝑅(𝑆(𝑡), 𝑡) and 𝑟f ,𝑅(𝑆(𝑡), 𝑡).

Non-dimensionalization. Let 0 ≤ 𝚁 ≤ 1 and 𝚝 ≥ 0 be the dimensionless radial coordinate and time variable, respectively. The
dimensionless radial placement map, temperature field and the location of phase-change interface are denoted by 𝚛(𝚁, 𝚝), 𝚃(𝚁, 𝚝) and
(𝚝), respectively. These dimensionless quantities are defined in Table 1. It follows from (4.73)1 and (4.72) that for 1 > 𝑅 ≥ 𝚂(𝚝):41

𝗊[1 − 𝖺𝚃(𝚁, 𝚝)]

[

𝖿𝚛2(𝚁, 𝚝)𝚛,𝚁(𝚁, 𝚝)[1 − 𝖺𝚃(𝚁, 𝚝)]
𝚁2[1 − (𝖺 + 𝖻)𝚃(𝚁, 𝚝)]

− 1
]

+ 𝗉𝖻𝚃(𝚁, 𝚝) + 1 − 𝚜3(𝚝)
𝚂3(𝚝)

+ 𝗉[1 − (𝖺 + 𝖻)𝚃(𝚁, 𝚝)]

(

𝖿𝚛2(𝚁, 𝚝)𝚛,𝚁(𝚁, 𝚝)
𝚁2

)
1
3
[

𝚛̄4(𝚁)
𝚛4(𝚁, 𝚝)

− 1
3

(

2 𝚁4

𝖿2 𝚛̄2(𝚁) 𝚛2(𝚁, 𝚝) 𝚛2,𝚁(𝚁, 𝚝)
+ 1

)]

− 2𝗉∫
𝚁

𝚂(𝚝)
[1 − (𝖺 + 𝖻)𝚃(𝜁 , 𝚝)]

(

𝖿𝚛2(𝜁 , 𝚝)𝚛,𝚁(𝜁 , 𝚝)
𝜁2

)− 2
3 [ 𝜁2

𝖿 𝚛̄2(𝜁 )𝚛(𝜁 , 𝚝) −
𝖿 𝚛̄4(𝜁 ) 𝚛2,𝚁(𝜁 , 𝚝)
𝜁2𝚛3(𝜁 , 𝚝)

]

d𝜁 = 0 ,

(4.77)

40 Recall that (4.73)1 was obtained in (4.71), while (4.73)2 restates the heat equation (4.38), and (4.73)3 is Stefan’s condition (4.45). The thermal boundary
onditions are written in (4.73)4 and (4.73)6, while (4.73)5 and (4.73)7 are the kinematic boundary conditions. Finally, (4.73)8 denotes the initial condition for
he position of the moving interface.
41 Since 𝖺 = 1 − 𝑇𝑐 and 𝖻 = 𝛽s[𝑇 − 𝑇 ], it follows from (4.69) that 𝑒𝜔s (𝑇 ) =

[

1−(𝖺+𝖻)𝚃
]

1
3 and [𝑇 − 𝑇 ] 𝛼s(𝑇 ) = 𝖻 .
𝑇𝑚 0 𝑚 𝑐 1−𝖺𝚃 𝑚 𝑐 3[1−(𝖺+𝖻)𝚃][1−𝖺𝚃]
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Table 1
Definitions of the scaled variables and the dimensionless parameters incorporated in (4.77)–(4.80).
Category Definitions

Independent variables 𝚁 = 𝑅
𝑅0

𝚝 = 𝐾s (𝜌s
0 )

3 𝑡
𝑐𝐸 (𝜌f

0 )
4𝑅2

0

Dependent unknown variables 𝚛(𝚁, 𝚝) = 1
𝑅0
𝑟
(

𝑅0𝚁,
𝑐𝐸 (𝜌f

0 )
4𝑅2

0𝚝

𝐾s (𝜌s
0 )

3

)

𝚃(𝚁, 𝚝) = 1
𝑇𝑐−𝑇𝑚

[

𝑇
(

𝑅0𝚁,
𝑐𝐸 (𝜌f

0 )
4𝑅2

0𝚝

𝐾s (𝜌s
0 )

3

)

− 𝑇𝑚
]

𝚂(𝚝) = 1
𝑅0
𝑆
(

𝑐𝐸 (𝜌f
0 )

4𝑅2
0𝚝

𝐾s (𝜌s
0 )

3

)

Dimensionless constant parameters 𝗉 = 𝜇s
0

𝜅f
0

𝗊 = 𝜅s
0

𝜅f
0

𝖿 = 𝜌s
0

𝜌f
0

𝖺 = 1 − 𝑇𝑐
𝑇𝑚

𝖻 = 𝛽s
0[𝑇𝑚 − 𝑇𝑐 ]

𝗁 = ℎ𝑐𝑅0

𝐾s

𝖫 = (𝜌s
0 )

3 𝑙
(𝜌f

0 )
3𝑐𝐸 [𝑇𝑚−𝑇𝑐 ]

where 𝚛̄(𝚁) = 𝚛(𝚁, 𝚂−1(𝚁)), 𝚜(𝚝) = 𝚛(𝚂(𝚝), 𝚝) and 𝖺, 𝖻, 𝖿 , 𝗉, 𝗊 are dimensionless constant parameters defined in Table 1.42 Similarly, for
1 > 𝑅 > 𝚂(𝚝), the heat equation (4.73)2 is rewritten as

𝚃,𝚁𝚁(𝚁, 𝚝) −
𝖻𝚃2,𝚁(𝚁, 𝚝)

3[1 − (𝖺 + 𝖻)𝚃(𝚁, 𝚝)][1 − 𝖺𝚃(𝚁, 𝚝)]
+
[

4𝚛̄′(𝚁)
𝚛̄(𝚁)

− 2
𝚁

]

𝚃,𝚁(𝚁, 𝚝) =
𝚁4[1 − 𝖺𝚃(𝚁, 𝚝)]

1
3 𝚃,𝚝(𝚁, 𝚝)

𝚛̄4(𝚁)[1 − (𝖺 + 𝖻)𝚃(𝚁, 𝚝)]
1
3

, (4.79)

and, (4.73)3−8 are rewritten as

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

𝚃,𝚁(𝚂(𝚝), 𝚝) = −𝖫d𝚂(𝚝)
d𝚝 ,

𝚃(𝚂(𝚝), 𝚝) = 0 ,
𝚛(𝚂(𝚝), 𝚝) = 𝚛̄(𝚂(𝚝)) = 𝚜(𝚝) ,

𝚃,𝚁(1, 𝚝) = 𝗁 [1 − 𝚃(1, 𝚝)] ,

𝚛(1, 𝚝) = 1 ,
𝚂(0) = 1 ,

(4.80)

where 𝗁, 𝖫 are dimensionless constant parameters defined in Table 1. Thus, (4.77)–(4.80) constitute the non-dimensionalized
oundary-value problem on the evolving domain {(𝚁, 𝚝) ∶ 0 ≤ 𝚂(𝚝) ≤ 𝚁 ≤ 1 = 𝚂(0)} (Fig. 5).43 Further, the physical components

of the Cauchy stress in the solid are non-dimensionalized as 𝜎̊𝑎𝑏 = 𝜎𝑎𝑏
√

𝑔𝑎𝑎𝑔𝑏𝑏
𝜅f
0

(no summation).44 Similarly, the pressure in the liquid,

which is independent of 𝑅, is non-dimensionalized as 𝑝̊(𝚝) = 𝑝(𝑡)
𝜅f
0

.45

Remark 4.6. Note that (4.79) is rewritten as
[

𝚛̄4(𝚁)
𝚁2

[

1 − (𝖺 + 𝖻)𝚃(𝚁, 𝚝)
1 − 𝖺𝚃(𝚁, 𝚝)

]
1
3
𝚃,𝚁(𝚁, 𝚝)

]

,𝚁

= 𝚁2𝚃,𝚝(𝚁, 𝚝) , (4.81)

which is integrated using (4.80)1−6 to obtain

𝗁[1 − 𝚃(1, 𝚝)]
[

1 − (𝖺 + 𝖻)𝚃(1, 𝚝)
1 − 𝖺𝚃(1, 𝚝)

]
1
3
+

𝖫𝚜4(𝚝)𝚂̇(𝚝)
𝚂2(𝚝)

= ∫

1

𝚂(𝚝)
𝜉2 𝚃,𝚝(𝜉 , 𝚝)d𝜉 . (4.82)

42 The non-dimensionalized traction continuity condition across the moving interface reads

𝗊

[

𝖿𝚜2(𝚝)𝚛,𝚁(𝚂(𝚝), 𝚝)
𝚂2(𝚝)

− 1
]

+
2𝗉
3

(

𝖿𝚜2(𝚝)𝚛,𝚁(𝚂(𝚝), 𝚝)
𝚂2(𝚝)

)
1
3
[

1 − 𝚂4(𝚝)
𝖿2 𝚜4(𝚝) 𝚛2,𝚁(𝚂(𝚝), 𝚝)

]

=
𝚜3(𝚝)
𝚂3(𝚝)

− 1 . (4.78)

.
43 Recall that m(𝚝) ∶= 1 − 𝚂3(𝚝) represents the mass fraction solidified.
44 Note that 𝜎̊𝜃 𝜃 = 𝜎̊𝜙𝜙.
45 It is implied from (4.64) that 𝑝̊(𝚝) = 1 − 𝚜3 (𝚝) .
𝚂3 (𝚝)

22 



S.P. Pradhan and A. Yavari

t

S

i

Journal of the Mechanics and Physics of Solids 193 (2024) 105888 
Fig. 5. A sketch of the domain {(𝚁, 𝚝) ∶ 0 ≤ 𝚂(𝚝) ≤ 𝚁 ≤ 1 = 𝚂(0)} for the non-dimensionalized moving boundary problem, where 𝚂(𝚝) is an unknown. Additionally,
he temperature field 𝚃(𝚁, 𝚝) and the deformation field 𝚛(𝚁, 𝚝) are unknown over this evolving domain.

ince46

∫

𝚝

0

[

∫

1

𝚂(𝜏)
𝜉2 𝚃,𝜏 (𝜉 , 𝜏)d𝜉

]

d𝜏 = ∫

1

𝚂(𝚝)
𝜉2 𝚃(𝜉 , 𝚝)d𝜉 , (4.83)

t follows from (4.82) that47

∫

𝚝

0
𝗁[1 − 𝚃(1, 𝜏)]

[

1 − (𝖺 + 𝖻)𝚃(1, 𝜏)
1 − 𝖺𝚃(1, 𝜏)

]
1
3

d𝜏 = ∫

1

𝚂(𝚝)

[

𝜉2 𝚃(𝜉 , 𝚝) + 𝖫 𝚛̄4(𝜉)
𝜉2

]

d𝜉 . (4.84)

Thus, Stefan’s condition (4.80)1 can be replaced with the integral constraint (4.84).

Remark 4.7. Let 𝚣 ≥ 0 be the time when the layer with radial coordinate 𝚁 solidifies and attaches to the shell, i.e., 𝚁 = 𝚂(𝚣). Let 𝜌
and 𝛶 denote the radial placement and temperature fields, respectively, expressed as functions of 𝚣 and 𝚝, i.e.,

𝜌(𝚣, 𝚝) = 𝚛(𝚂(𝚣), 𝚝) , 𝛶 (𝚣, 𝚝) = 𝚃(𝚂(𝚣), 𝚝) . (4.85)

Thus, the heat equation (4.79) is rewritten in terms of 𝜌 and 𝛶 as48

𝛶,𝚣𝚣(𝚣, 𝚝) −
𝖻𝛶 2

,𝚣(𝚣, 𝚝)
3[1 − 𝖺𝛶 (𝚣, 𝚝)][1 − (𝖺 + 𝖻)𝛶 (𝚣, 𝚝)]

+
[

4𝚜̇(𝚣)
𝚜(𝚣)

−
2𝚂̇(𝚣)
𝚂(𝚣)

−
𝚂̈(𝚣)
𝚂̇(𝚣)

]

𝛶,𝚣(𝚣, 𝚝) =
𝚂4(𝚣)𝚂̇2(𝚣)[1 − 𝖺𝛶 (𝚣, 𝚝)]

1
3 𝛶,𝚝(𝚣, 𝚝)

𝚜4(𝚣)[1 − (𝖺 + 𝖻)𝛶 (𝚣, 𝚝)]
1
3

, (4.87)

where 𝚜(𝚝) = 𝚛̄(𝚂(𝚝)) = 𝜌(𝚝, 𝚝), and thus 𝚜̇(𝚝) = 𝜌,𝚣(𝚝, 𝚝) + 𝜌,𝚝(𝚝, 𝚝). Note that (4.87) can be rearranged as follows
𝜕
𝜕𝚣

⎡

⎢

⎢

⎣

𝚜4(𝚣)[1 − (𝖺 + 𝖻)𝛶 (𝚣, 𝚝)]
1
3 𝛶,𝚣(𝚣, 𝚝)

𝚂2(𝚣)𝚂̇(𝚣)[1 − 𝖺𝛶 (𝚣, 𝚝)]
1
3

⎤

⎥

⎥

⎦

= 𝚂2(𝚣)𝚂̇(𝚣)𝛶,𝚝(𝚣, 𝚝) . (4.88)

Similarly, (4.77) is rewritten as

𝗊[1 − 𝖺𝛶 (𝚣, 𝚝)]

[

𝖿𝜌2(𝚣, 𝚝)𝜌,𝚣(𝚣, 𝚝)[1 − 𝖺𝛶 (𝚣, 𝚝)]

𝚂2(𝚣)𝚂̇(𝚣)[1 − (𝖺 + 𝖻)𝛶 (𝚣, 𝚝)]
− 1

]

+ 1 − 𝚜3(𝚣)
𝚂3(𝚣)

+ 𝗉[1 − (𝖺 + 𝖻)𝛶 (𝜁 , 𝚝)]
(

𝖿𝜌2(𝚣, 𝚝)𝜌,𝚣(𝚣, 𝚝)

𝚂2(𝚣)𝚂̇(𝚣)

)
1
3
[

𝚜4(𝚣)
𝜌4(𝚣, 𝚝)

− 1
3

(

2 𝚂4(𝚣)𝚂̇2(𝚣)
𝖿2𝚜2(𝚣)𝜌2(𝚣, 𝚝)𝜌2,𝚣(𝚣, 𝚝)

+ 1
)]

+ 2𝗉∫
𝚝

𝚣

[1 − (𝖺 + 𝖻)𝛶 (𝜁 , 𝚝)]
(

𝖿𝜌2(𝜁 , 𝚝)𝜌,𝚣(𝜁 , 𝚝)
𝚂2(𝜁 )𝚂̇(𝜁 )

)− 2
3 [

𝚂2(𝜁 )
𝖿𝚜2(𝜁 )𝜌(𝜁 , 𝚝) −

𝖿 𝚜4(𝜁 )𝜌2,𝚣(𝜁 , 𝚝)
𝚂2(𝜁 )𝚂̇2(𝜁 )𝜌3(𝜁 , 𝚝)

]

d𝜁 = 0 ,

(4.89)

46 This is implied from the fact that 𝜕
𝜕𝚝

∫ 1
𝚂(𝚝) 𝜉

2 𝚃(𝜉 , 𝚝)d𝜉 = ∫ 1
𝚂(𝚝) 𝜉

2 𝚃,𝚝(𝜉 , 𝚝)d𝜉.
47 Note that the change of variable ∫ 𝚝

0
𝚜4 (𝜏) 𝚂̇(𝜏)
𝚂2 (𝜏)

d𝜏 = ∫ 𝚂(𝚝)
1

𝚛̄4 (𝜉)d𝜉
𝜉2

has been used here.
48 The following relations have been used here

𝚛,𝚁(𝚁, 𝚝) = 𝜌,𝚣(𝚣, 𝚝)

𝚂̇(𝚣)
, 𝚃,𝚁(𝚁, 𝚝) = 𝛶,𝚣(𝚣, 𝚝)

𝚂̇(𝚣)
, 𝚃,𝚁𝚁(𝚁, 𝚝) = 𝛶,𝚣𝚣(𝚣, 𝚝)

𝚂̇2(𝚣)
−
𝛶,𝚣(𝚣, 𝚝) 𝚂̈(𝚣)

𝚂̇3(𝚣)
, (4.86)

where 𝚁 = 𝚂(𝚣). These are obtained by differentiating the definition (4.85) with respect to 𝚣.
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and, (4.80) is rewritten as
⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

𝛶,𝚣(𝚝, 𝚝) = −𝖫 𝚂̇2(𝚝) ,
𝛶 (𝚝, 𝚝) = 0 ,
𝜌(𝚝, 𝚝) = 𝚜(𝚝) ,

𝛶,𝚣(0, 𝚝) = 𝗁 𝚂̇(0) [1 − 𝛶 (0, 𝚝)] ,
𝜌(0, 𝚝) = 1 ,
𝚂(0) = 1 .

(4.90)

ence, the transformed system of equations (4.88)–(4.90) form a boundary-value problem over the fixed triangular domain
(𝚣, 𝚝) ∶ 0 ≤ 𝚣 ≤ 𝚝 ≤ 𝚝end}, where 𝚝end is the time taken for complete solidification, i.e., 𝚂(𝚝end) = 0.

Remark 4.8. For 𝚝 > 0, consider the ratio 𝚞 = 𝚣

𝚝
∈ [0, 1]. Let 𝛼 and 𝛾 denote the radial placement and temperature fields, respectively,

expressed as functions of 𝚞 and 𝚝, i.e.,

𝛾(𝚞, 𝚝) = 𝛶 (𝚞𝚝, 𝚝) , 𝛼(𝚞, 𝚝) = 𝜌(𝚞𝚝, 𝚝) . (4.91)

his change of variable transforms the triangular domain {(𝚣, 𝚝) ∶ 0 < 𝚣 ≤ 𝚝 ≤ 𝚝end} into the rectangular domain {(𝚞, 𝚝) ∶ 0 ≤ 𝚞 ≤
, 0 < 𝚝 ≤ 𝚝end}. Further, the derivatives of 𝜌 and 𝛶 are related to those of 𝛼 and 𝛾 as

𝜌,𝚣(𝚣, 𝚝) =
𝛼,𝚞(𝚞, 𝚝)

𝚝
, 𝛶,𝚣(𝚣, 𝚝) =

𝛾,𝚞(𝚞, 𝚝)
𝚝

, 𝛶,𝚣𝚣(𝚣, 𝚝) =
𝛾,𝚞𝚞(𝚞, 𝚝)

𝚝2
, 𝛶,𝚝(𝚣, 𝚝) = 𝛾,𝚝(𝚞, 𝚝) − 𝚞

𝚝
𝛾,𝚞(𝚞, 𝚝) , (4.92)

where 𝚞 = 𝚣

𝚝
. Note that the thermal and displacement boundary conditions in (4.90) are expressed in terms 𝛼 and 𝛾 as follows

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

𝛾,𝚞(1, 𝚝) = −𝖫𝚝 𝚂̇2(𝚝) ,
𝛾(1, 𝚝) = 0 ,
𝛼(1, 𝚝) = 𝚜(𝚝) ,

𝛾,𝚞(0, 𝚝) = 𝗁 𝚂̇(0) 𝚝 [1 − 𝛾(0, 𝚝)] ,
𝛼(0, 𝚝) = 1 ,
𝚂(0) = 1 .

(4.93)

Thus, it follows from (4.93)3 that 𝚜̇(𝚝) = 𝛼,𝚝(1, 𝚝). Therefore, (4.87) is rewritten in terms of 𝛼 and 𝛾 as

𝛾,𝚞𝚞(𝚞, 𝚝) −
𝖻 𝛾2,𝚞(𝚞, 𝚝)

3[1 − 𝖺 𝛾(𝚞, 𝚝)][1 − (𝖺 + 𝖻) 𝛾(𝚞, 𝚝)]
+
[4𝛼,𝚝(1, 𝚞𝚝)
𝛼(1, 𝚞𝚝)

−
2𝚂̇(𝚞𝚝)
𝚂(𝚞𝚝)

−
𝚂̈(𝚞𝚝)
𝚂̇(𝚞𝚝)

]

𝚝𝛾,𝚞(𝚞, 𝚝)

+
𝚂4(𝚞𝚝) 𝚂̇2(𝚞𝚝)[1 − 𝖺 𝛾(𝚞, 𝚝)]

1
3
[

𝚞𝛾,𝚞(𝚞, 𝚝) − 𝚝𝛾,𝚝(𝚞, 𝚝)
]

𝛼4(1, 𝚞𝚝)[1 − (𝖺 + 𝖻) 𝛾(𝚞, 𝚝)]
1
3

= 0 .
(4.94)

Similarly, (4.89) is rewritten as

𝗊[1 − 𝖺𝛾(𝚞, 𝚝)]

[

𝖿𝛼2(𝚞, 𝚝) 𝛼,𝚞(𝚞, 𝚝)[1 − 𝖺𝛾(𝚞, 𝚝)]

𝚝 𝚂2(𝚞𝚝) 𝚂̇(𝚞𝚝)[1 − (𝖺 + 𝖻)𝛾(𝚞, 𝚝)]
− 1

]

+ 1 − 𝛼3(1, 𝚞𝚝)
𝚂3(𝚞𝚝)

+ 𝗉[1 − (𝖺 + 𝖻)𝛾(𝚞, 𝚝)]

(

𝖿𝛼2(𝚞, 𝚝) 𝛼,𝚞(𝚞, 𝚝)

𝚝 𝚂2(𝚞𝚝) 𝚂̇(𝚞𝚝)

)
1
3
[

𝛼4(1, 𝚞𝚝)
𝛼4(𝚞, 𝚝)

− 1
3

(

2 𝚝2 𝚂4(𝚞𝚝) 𝚂̇2(𝚞𝚝)
𝖿2𝛼2(1, 𝚞𝚝)𝛼2(𝚞, 𝚝) 𝛼2,𝚞(𝚞, 𝚝)

+ 1
)]

+ 2𝗉∫
1

𝚞

[1 − (𝖺 + 𝖻)𝛾(𝜈 , 𝚝)]
(

𝖿𝛼2(𝜈 , 𝚝) 𝛼,𝚞(𝜈 , 𝚝)
𝚝 𝚂2(𝜈𝚝) 𝚂̇(𝜈𝚝)

)− 2
3 [

𝚂2(𝜈𝚝)
𝖿𝛼2(1, 𝜈𝚝) 𝛼(𝜈 , 𝚝) −

𝖿𝛼4(1, 𝜈𝚝) 𝛼2,𝚞(𝜈 , 𝚝)
𝚝2𝚂2(𝜈𝚝) 𝚂̇2(𝜈𝚝) 𝛼3(𝜈 , 𝚝)

]

𝚝d𝜈 = 0 .

(4.95)

Hence, (4.94), (4.93) and (4.95) form a system of nonlinear PDEs coupled with an ODE,49 with the unknown fields 𝛼(𝚞, 𝚝), 𝛾(𝚞, 𝚝),
nd 𝚂(𝚝) over the rectangular domain {(𝚞, 𝚝) ∶ 0 ≤ 𝚞 ≤ 1, 0 < 𝚝 ≤ 𝚝end}.

emark 4.9. Note that the standard heat equation is recovered by setting 𝑟̄(𝑅) = 𝑅 and 𝛼s(𝑇 ) = 0 in (4.38), which is written as

𝐷s
f

[

𝑇,𝑅𝑅(𝑅, 𝑡) + 2
𝑅
𝑇,𝑅(𝑅, 𝑡)

]

= 𝑇̇ (𝑅, 𝑡) . (4.96)

49 Note that the integral equation (4.95) can be differentiated with respect to 𝚞 to get rid of the integral term. Thus, (4.94) and (4.95) are second-order
onlinear PDEs in terms of the unknown fields 𝛼(𝚞, 𝚝) and 𝛾(𝚞, 𝚝). Similarly, (4.93) is an ODE in terms of the unknown function 𝚂(𝚝).
1
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Fig. 6. The numerical solution for the evolution of the moving boundary obtained in the present work for the rigid conductor problem (4.97) with 𝖫 = 10, is
compared with that obtained by Tao (1967).

herefore, in the absence of any elastic deformation or thermal expansion, the non-dimensionalized moving boundary problem reads
⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

𝚃,𝚁𝚁(𝚁, 𝚝) + 2
𝚁
𝚃,𝚁(𝚁, 𝚝) = 𝚃,𝚝(𝚁, 𝚝) ,

𝚃,𝚁(𝚂(𝚝), 𝚝) = −𝖫d𝚂(𝚝)
d𝚝 ,

𝚃(𝚂(𝚝), 𝚝) = 0 ,
𝚃,𝚁(1, 𝚝) = 𝗁 [1 − 𝚃(1, 𝚝)] ,

𝚂(0) = 1 ,

(4.97)

where 1 ≥ 𝚁 ≥ 𝚂(𝚝) and 𝚝 ≥ 0. Here, 𝗁 is the Biot number, and 𝖫−1 is the Stefan number. The phase change problem (4.97) has been
analyzed by London and Seban (1943), Tao (1967), Shih and Chou (1971), Hill and Kucera (1983), and possibly others. Furthermore,
(4.84) is simplified as

𝗁 𝚝 + 𝖫
3
[

𝚂3(𝚝) − 1] − ∫

𝚝

0
𝗁 𝚃(1, 𝜏)d𝜏 = ∫

1

𝚂(𝚝)
𝜉2 𝚃(𝜉 , 𝚝)d𝜉 . (4.98)

Alternatively, since (4.97)1 is rewritten as [𝚁𝚃(𝚁, 𝚝)],𝚁𝚁 = [𝚁𝚃(𝚁, 𝚝)],𝚝, it can be shown using (4.97)2−5 that Stefan’s condition (4.97)2
is equivalent to50

𝗁 𝚝 + 𝖫
2
[

𝚂2(𝚝) − 1] + (1 − 𝗁)∫

𝚝

0
𝚃(1, 𝜏)d𝜏 = ∫

1

𝚂(𝚝)
𝜉 𝚃(𝜉 , 𝚝)d𝜉 . (4.101)

Thus, for a rigid conductor, Stefan’s condition (4.97)2 can be replaced with the integral constraint (4.98), or equivalently with
(4.101).

4.4. Residual stresses

The solidification process is stopped at time 𝑡𝑒, when the solid–liquid interface is at 𝑅𝑒 = 𝑆(𝑡𝑒) in the reference configuration, or
equivalently at 𝑠(𝑡𝑒) = 𝑟̄(𝑅𝑒) in the current configuration. Imagine that the accreted solid is drained of the remaining liquid and is

50 Using (4.97)2−4, it is implied that

∫

1

𝚂(𝚝)
[𝚁𝚃(𝚁, 𝚝)],𝚁𝚁 d𝚁 = 𝗁 + [1 − 𝗁]𝚃(1, 𝚝) + 𝖫𝚂(𝚝)𝚂̇(𝚝) . (4.99)

herefore, since [𝚁𝚃(𝚁, 𝚝)],𝚁𝚁 = [𝚁𝚃(𝚁, 𝚝)],𝚝, (4.101) follows from (4.97)5 and the fact that

∫

1

𝚂(𝚝)
𝚁𝚃(𝚁, 𝚝)d𝚁 = ∫

𝚝

0

[

∫

1

𝚂(𝜏)
𝚁𝚃,𝜏 (𝚁, 𝜏)d𝚁

]

d𝜏 . (4.100)
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Fig. 7. The moving boundary evolution for the rigid conductor problem with 𝖫 = 2 obtained in the present work is compared with numerical data from the
literature (Tao, 1967; Shih and Chou, 1971; Hill and Kucera, 1983). Here, S-1 refers to the solution of system (4.97), while S-2 and S-3 correspond to the
systems where (4.97)2 is replaced by (4.98) and (4.101), respectively.

Fig. 8. The non-dimensionalized temperature field 𝚃(𝚁, 𝚝) for the rigid conductor problem (4.97) with 𝗁 = 0.5, 𝖫 = 10 is depicted at various instances of time as
the solidification interface moves inward.

allowed to reach a steady-state uniform temperature of 𝑇𝑎 < 𝑇𝑚 in an ambient environment, while its inner and outer boundaries
are traction-free. The resulting residually-stressed configuration is denoted by ̃ ⊂ . The material metric for the solid is written as


𝐆 = 𝑒2𝜔

s(𝑇𝑎)

⎡

⎢

⎢

⎢

⎣

(𝜌f
0)
2 𝑅4

(𝜌s
0)
2 𝑟̄4(𝑅) 0 0

0 𝑟̄2(𝑅) 0
0 0 𝑟̄2(𝑅) sin2 𝛩

⎤

⎥

⎥

⎥

⎦

. (4.102)

Recall that

𝑒3𝜔
s(𝑇𝑎) = 1 + 𝛽s

0𝑇𝑚
(

1 − 𝑇𝑚
𝑇𝑎

)

. (4.103)

Note that since 𝑟̄(𝑅) is now a known function defined on the interval [𝑅𝑒, 𝑅0], determined from the solution of the IBVP during
ccretion, the material metric


𝐆 is considered to be given.

Let 𝜑̃ ∶ 𝑡𝑒 → ̃ denote the deformation map corresponding to the residually-stressed configuration. In spherical coordinates
̃ (𝑅, 𝛩 , 𝛷) = (𝑟(𝑅), 𝛩 , 𝛷), where the placement map 𝑟(𝑅) represents the residual radial distortion. The deformation gradient reads

𝐅(𝑅) =
⎡

⎢

⎢

𝑟′(𝑅) 0 0
0 1 0

⎤

⎥

⎥

. (4.104)

⎣ 0 0 1⎦
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The Jacobian of the deformation is written as

𝐽 (𝑅) =
𝜌s
0 𝑟

2(𝑅) 𝑟′(𝑅)

𝜌f
0 𝑒

3𝜔s(𝑇𝑎)𝑅2
. (4.105)

The strain tensors for this configuration are given as

𝐛♯ = 𝑒−2𝜔
s(𝑇𝑎)

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

(

𝜌s
0 𝑟̄

2𝑟′

𝜌f
0𝑅

2

)2

0 0

0 1
𝑟̄2

0

0 0 1
𝑟̄2 sin2 𝛩

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, 𝐜♯ = 𝑒2𝜔
s(𝑇𝑎)

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

(

𝜌f
0𝑅

2

𝜌s
0 𝑟̄

2𝑟′

)2

0 0

0 𝑟̄2

𝑟4
0

0 0 𝑟̄2

𝑟4 sin2 𝛩

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

. (4.106)

Further, the principal invariants of 𝐛 read

𝐼1 = 𝑒−2𝜔
s(𝑇𝑎)

⎡

⎢

⎢

⎣

(

𝜌s
0 𝑟̄

2 𝑟′

𝜌f
0𝑅

2

)2

+ 2
( 𝑟
𝑟̄

)2⎤
⎥

⎥

⎦

, 𝐼2 = 𝑒−4𝜔
s(𝑇𝑎)

⎡

⎢

⎢

⎣

( 𝑟
𝑟̄

)4
+ 2

(

𝜌s
0 𝑟̄ ̃𝑟 ̃𝑟′
𝜌f
0 𝑅

2

)2
⎤

⎥

⎥

⎦

. (4.107)

Example 4.10 (A neo-Hookean solid). The thermoelastic neo-Hookean solid considered in (4.66) is now at a constant temperature,
and thus, is characterized by the temperature-independent free energy function

𝑊̃ (𝐼1, 𝐽 ) =
𝑇𝑎
2𝑇𝑚

[

𝜇s
0[𝐽

− 2
3 𝐼1 − 3] + 𝜅s

0[𝐽 − 1]2
]

+ 𝜅s
0 𝛽

s
0(𝑇𝑚 − 𝑇𝑎) [𝐽 − 1] . (4.108)

The nonzero components of residual Cauchy stress 𝝈̃(𝑅) are written as

𝜎̃𝑟𝑟 = 𝑊̃𝐽 +
2(𝜌s

0)
2𝑊̃1 𝑟̄4(𝑟′)2

(𝜌f
0)

2𝐽 𝑒2𝜔s(𝑇𝑎)𝑅4
, 𝜎̃𝜃 𝜃 = 𝑊̃𝐽

𝑟2
+

2𝑊̃1

𝐽 𝑒2𝜔s(𝑇𝑎) 𝑟̄2
, 𝜎̃𝜙𝜙 = 𝜎̃𝜃 𝜃

sin2 𝛩
, (4.109)

where the coefficients 𝑊̃1 and 𝑊̃𝐽 are given as

𝑊̃1 =
𝜇s
0𝑇𝑎
2𝑇𝑚

𝐽− 2
3 , 𝑊̃𝐽 =

𝑇𝑎
𝑇𝑚

[

𝜅s
0(𝐽 − 1) −

𝜇s
0
3
𝐽− 5

3 𝐼1

]

+ 𝜅s
0 𝛽

s
0 (𝑇𝑚 − 𝑇𝑎) . (4.110)

The balance of linear momentum in the absence of body forces and inertial effects is simplified to yield the following radial
equilibrium equation

d𝜎̃𝑟𝑟
d𝑅 =

[(

𝜎̃𝜃 𝜃 + sin2 𝜃 𝜎̃𝜙𝜙) 𝑟2 − 2𝜎̃𝑟𝑟] 𝑟
′

𝑟
. (4.111)

Furthermore, the outer and inner boundaries are traction-free, i.e.,

𝜎̃𝑟𝑟(𝑅0) = 𝜎̃𝑟𝑟(𝑅𝑒) = 0 . (4.112)

It follows from (4.109), (4.107) and (4.110)1 that (4.111) is a nonlinear ODE in terms of 𝑟(𝑅), with the boundary conditions (4.112).
Thus, the problem of finding the residual stresses and distortions boils down to solving the boundary-value problem (4.111)–
(4.112) for the unknown function 𝑟(𝑅). This problem is then non-dimensionalized according to Table 1. The dimensionless radial
displacement 𝑟−𝑅

𝑅0
and the dimensionless physical components of the Cauchy stress ̊̃𝜎𝑎𝑏 = 1

𝜅f
0

̊̃𝜎𝑎𝑏
√

𝑔𝑎𝑎𝑔𝑏𝑏 (no summation) in the

esidually-stressed configuration at a given dimensionless steady state temperature 𝚃𝚊 = 𝑇𝑎−𝑇𝑚
𝑇𝑐−𝑇𝑚

are illustrated in Fig. 14.51

4.5. Numerical results and discussion

Several numerical methods for the solution of moving boundary value problems have been proposed over the years (Rubinšteı̆n,
971; Crank, 1984). In this work, we follow the approach of Douglas and Gallie (1955), where for a specified space grid, the
orresponding instances of time are calculated as the moving boundary assumes these discrete positions in progression. It should be
oted that the bijectivity of 𝑆(𝑡) is exploited here, allowing us to treat the time of accretion as the unknown. For each unknown time
tep, the moving interface is first assigned a position. Treating the domain as fixed, we calculate the deformation and temperature

fields, along with the instant of time for this interface location, by solving the conservation of linear momentum, transient heat
equation, and Stefan’s condition. This is implemented using a finite difference approximation (an implicit scheme) in Matlab. The
ptimum time step that minimizes the residue from Stefan’s condition to ensure a sufficiently small magnitude is calculated using
minunc, while the corresponding numerical solution for the radial equilibrium and the heat equation is simultaneously obtained

using fsolve. Extensive parametric studies are conducted by varying the numerical values of the dimensionless constants in
Table 1. The observations from the numerical results are qualitatively described in the following.

51 Note that ̊̃𝜎𝑟𝑟 = 𝜎̃𝑟𝑟 and ̊̃𝜎𝜙𝜙 = ̊̃𝜎𝜃 𝜃 = 𝑟2 𝜎̃𝜃 𝜃 .

𝜅f
0 𝜅f

0
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Fig. 9. The non-dimensionalized temperature field 𝚃, as well as the dimensionless physical components 𝜎̊𝑟𝑟 and 𝜎̊𝜃 𝜃 of the Cauchy stress within the deformed
solid are illustrated via color maps. These depictions are based on the solution of the general problem (4.77)–(4.80), with 𝖿 = 0.95, 𝖺 = 0.8, 𝖻 = 0.1, 𝗉 = 1.1,
𝗊 = 1.2, 𝗁 = 0.5, and 𝖫 = 10, at various instances of time as the phase-change interface moves inward.

• The radial speed of the interface, in both the reference and the current configurations, is observed to increase as the interface
moves inward with time (Fig. 10). As expected, the fraction of the initial liquid mass solidified increases over time. However,
the rate of mass fraction solidified decreases with time (Fig. 10). These trends are similar to what has been observed in the
rigid conductor case (see Figs. 6 and 7). The temperature field inside a rigid conductor is shown at different instances of time
in Fig. 8. It should be noted that most numerical studies in the literature for the rigid conductor case only depict the motion of
the interface (Tao, 1967; Shih and Chou, 1971; Hill and Kucera, 1983). The experimental studies report the rate of solidification
with the rate of change of mass fraction of the total initial liquid solidified with respect to time (Chan and Tan, 2006). This is
possibly because the liquid inclusion tends to lose its spherical shape and concentricity with the previously accreted layers as the
inclusion size decreases. The trend we observe for the variation of mass fraction solidified qualitatively agrees with that of Chan
and Tan (2006), although a direct comparison with the experimental data is not feasible due to the unavailability of a complete
set of material properties of the materials used. The temperature field and the physical components of the Cauchy stress in the
deformed solid for the coupled problem (4.77)–(4.80) are shown in Fig. 9.

• The symbol 𝖿 denotes the ratio of the density of the undeformed solid to that of the liquid near the melting point. Solidification
of a given mass of a liquid with 𝖿 > 1 results in a reduction of the occupied volume. As the accretion surface moves inward,
layers of liquid are replaced with denser solid layers, leading to a decrease in volume. Furthermore, since the container has fixed
walls and, therefore, a fixed volume, the liquid inclusion naturally develops positive hydrostatic stress as soon as solidification
begins, indicating possibility of cavitation. Although this is confirmed numerically, the observed data is excluded from figures
as positive liquid pressure is not physically possible. Moreover, it follows from 𝑝̊(𝚝) = 1 − 𝚜3(𝚝)

𝚂3(𝚝) that a negative liquid pressure is
equivalent to a negative radial displacement of the accreting layers (see Figs. 11(b) and 11(a)).52 As the solidification interface
approaches the center, the magnitude of the displacement of the accreting layers increases rapidly, requiring it to decelerate and
decrease swiftly to ultimately vanish at the center.53 Thus, the mesh near the center must be much finer; otherwise, numerical
techniques that better accommodate such sudden fluctuations need to be used.

52 Since 𝚜(𝚝) = 𝚛(𝚂(𝚝), 𝚝) is the position of the solidification interface in the deformed configuration, and 𝚁 = 𝚂(𝚝) was its position in the initial liquid pool,
𝚜(𝚝) − 𝚂(𝚝), or equivalently, 𝚛̄(𝚁) − 𝚁, denotes the radial displacement of an accreting layer.

53 The time instant 𝚝c marking the completion of solidification must satisfy 𝚂(𝚝c) = 0. Further, if this is achieved without cavitation, then 𝚜(𝚝c) = 0. Thus,
(𝚝 ) − 𝚂(𝚝 ) = 0.
c c
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• The figures shown in this section are based on the assumption 𝖿 < 1. With this assumption, an accreting layer with a given mass
tends to occupy a larger volume upon solidification, compressing the liquid inclusion and resulting in negative hydrostatic stress.
The magnitude of this negative hydrostatic stress increases with time as the solidification interface moves inward (Fig. 13). The
extra volume occupied by the solidifying layers piles up to create a significant gap, causing the pressure in the liquid to become
highly compressive as the interface approaches the center.

• Surface stresses play a significant role for liquid inclusions smaller than a certain limit determined by the elastocapillarity length—
the ratio of surface tension to the bulk modulus (Bico et al., 2018). In this paper we do not consider surface stress, and hence,
do not report the numerical results for very small liquid inclusions. Although the process is halted a while before complete
solidification, the rate of increase in the magnitude of liquid pressure is significantly high by the time this margin is reached.

• Note that 𝚃 = 0 at the melting point, and since 𝑇𝑐 < 𝑇𝑚, 𝚃 = 𝑇𝑚−𝑇
𝑇𝑚−𝑇𝑐

increases as the real temperature 𝑇 decreases (see Figs. 8
and 9). The moving interface is always at the melting point, and the temperature decreases as one moves towards the fixed wall
(Fig. 11(c)). The temperature at a point decreases over time after it is accreted (Fig. 11(d)). Radial displacements are always
negative, and the magnitude at any accreted point decreases over time (Fig. 11(b)). At any instant, the magnitude of radial
displacement is maximum at the moving boundary and decreases to zero at the fixed boundary (Fig. 11(a)).

• Both 𝜎̊𝑟𝑟 and 𝜎̊𝜃 𝜃 are negative near the moving boundary. 𝜎̊𝜃 𝜃 increases as one moves away from the inclusion (i.e., decreases
in magnitude), vanishes somewhere in between, and eventually becomes positive near the wall (Fig. 11(g)). 𝜎̊𝑟𝑟 decreases in
magnitude as one moves away from the inclusion but remains negative if the inclusion size is too large (Fig. 11(e)). However,
when the interface has moved far enough from the wall, 𝜎̊𝑟𝑟 can be positive near the wall, decreasing to a negative value near
the inclusion. At any accreted point, 𝜎̊𝑟𝑟 is initially negative and decreases in magnitude over time (Fig. 11(f)). For points closer
to the fixed wall, 𝜎̊𝑟𝑟 eventually becomes positive as the inclusion size decreases. 𝜎̊𝜃 𝜃 is initially negative for all accreted points,
and quickly transitions to a positive value, except for the points accreted just before the process is halted (Fig. 11(h)).

• The dimensionless parameter 𝖻 describes the thermal expansion properties of the solid relative to the temperature difference
between its melting point and the cold wall temperature. A larger 𝖻 implies a higher contraction of the solid for a given
temperature drop. It is observed that the rate of increase in liquid pressure magnitude is much faster for lower values of 𝖻

(Fig. 13(d)). If 𝖻 is too large, the liquid inclusion pressure decreases from zero until it reaches a minimum, and then increases until
it becomes zero again (Fig. 13(b)). Positive pressure solutions beyond this point are physically irrelevant due to the possibility
of cavitation and are therefore discarded. The reason behind this tendency of liquid cavitation, even with 𝖿 < 1, is the extremely
high thermal contraction in the colder layers closer to the container walls. 𝖺 < 1 represents the ratio of the temperature difference
between the cold container wall and the melting point of the liquid to the absolute melting temperature. Figs. 13(a) and 13(c)
describe the influence of 𝖺 on the evolution of the liquid pressure within the inclusion for the two distinct categories of 𝖻 discussed
above.

• The elastic material properties are captured by 𝗉 and 𝗊, which represent the shear and bulk moduli of the solid near the melting
point as compared to the liquid bulk modulus near the solidification temperature. The magnitude of pressure in the liquid
inclusion rises faster with larger 𝗉 and 𝗊 values (see Figs. 13(e) and 13(f)). The specific latent heat of solidification appears
only in the dimensionless constant 𝖫, which is loosely interpreted as a measure of the latent heat released relative to the heat
capacity of the solid. The heat transfer with the container walls is incorporated in the coefficient 𝗁, loosely quantifying how much
of the heat conducted towards the outer boundary of the accreted solid is transferred out into the cold wall.

• The numerical variations in 𝖺, 𝖻, 𝗉, and 𝗊 used for the parametric studies do not significantly impact the solidification rate,
indicating a lower sensitivity to these parameters (see Figs. 12(a), 12(b), 12(c) and 12(d)). A value of 𝖿 closer to 1, with the
liquid denser than the solid near melting, results in slower solidification (Fig. 12(g)); and the sensitivity to variations in 𝖿 is
moderate. The solidification rate is highly sensitive to 𝗁 and 𝖫. A larger 𝗁 implies that the heat is able to flow more efficiently out
of the solid into the container walls, facilitating in faster solidification (Fig. 12(e)). A smaller 𝖫 implies less specific latent heat
compared to the specific heat capacity, allowing the accreted solid to better absorb the heat released during solidification. This
indirectly promotes outward heat conduction and results in a higher solidification rate (Fig. 12(f)). The higher rates of pressure
drop in the liquid for larger 𝗁 and smaller 𝖫 values (see Figs. 13(g) and 13(h)) are attributed to the faster solidification rates.

• The configuration obtained by detaching the accreted solid from the rigid walls of the cold container after a given time, removing
any remaining unsolidified liquid, and subsequently cooling the solid to a uniform steady-state temperature is not stress-free (see
Figs. 14(d) and 14(e)). In this configuration, both the inner and outer boundaries are displaced inward relative to their positions
in the initial liquid (Fig. 14(a)). The inward displacement of the outer boundary is likely caused by thermal contraction. The
inner layers experience highly negative 𝜎̊𝑟𝑟 during accretion, owing to the presence of a pressurized liquid inclusion. When the
liquid is removed and the inner boundary becomes traction-free, the inner layers naturally tend to move apart to relieve the
negative stress. Moreover, the closer the layer is to the inner boundary, the more pronounced this tendency becomes. In the
residually-stressed configuration, ̊̃𝜎𝑟𝑟 is zero at the inner boundary, increases as one moves outward, reaches a maximum, and
then decreases to vanish at the outer boundary (Fig. 14(d)). The maximum value of ̊̃𝜎𝑟𝑟 is larger if the accretion process ends
later (Fig. 14(b)). ̊̃𝜎𝜃 𝜃 is negative at the inner boundary, increases as one moves outwards, eventually becoming positive at the
outer boundary (Fig. 14(e)). The variation in ̊̃𝜎𝜃 𝜃 is larger if the solidification process is stopped later (Fig. 14(c)). Consequently,
the outer boundary is prone to developing cracks, while the inner boundary is prone to buckling instabilities.
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Fig. 10. The motion of the solidification interface is illustrated. 𝚂(𝚝) and 𝚜(𝚝) denote its radial position in the reference and current configurations, respectively,
hile 𝚂̇(𝚝) and 𝚜̇(𝚝) represent the respective velocities. m(𝚝) denotes the fraction of the initial liquid mass solidified, and ṁ(𝚝) represents the solidification rate.
hese figures depict the solution of the coupled problem (4.77)–(4.80) for 𝖿 = 0.95, 𝖺 = 0.8, 𝖻 = 0.1, 𝗉 = 1.1, 𝗊 = 1.2, 𝗁 = 0.5, and 𝖫 = 10.

4.6. Summary

In this paper, the process of liquid-to-solid phase change was modeled as a thermoelastic accretion problem. Several simplifying
assumptions were made, such as neglecting inertial effects in both phases, assuming the melting temperature to be independent of
pressure (hydrostatic stress in the liquid), ignoring surface stresses, and assuming that the thermal conductivity and heat capacity of
the solid are temperature-independent. Since the primary focus was to study the solidification of a liquid inclusion, the liquid was
assumed to be a compressible hyperelastic material. The problem of determining the reference configuration as the solid portion of
a deformable body grows by accretion has the following challenging aspects: first, determining the set of material points that are
part of the solid, i.e., the moving boundary location; second, determining the material metric at each point. The material metric
depends on the state of deformation of the solidifying material during attachment and on the temperature evolution to account for
the effects of thermal expansion. The boundary location, or the set of material points included in the solid at a given instant of time,
is determined by the mass rate of solidification, which depends on the jump of the heat flux across the moving interface. Thus, this
is a coupled nonlinear problem where the location of the boundary is an unknown, in addition to the deformation and temperature
fields.

As a concrete example, the radially inward solidification of a liquid initially at the melting temperature was studied. The resulting
moving boundary problem was numerically solved by treating the time of attachment map as an unknown, instead of the boundary
location. In other words, for a given space grid, the time instances when the moving boundary crosses these grid points were
calculated. This formulation enables one to study the deformation and stresses at any point inside the solid at any desired time,
thus potentially highlighting critical zones prone to failures and instabilities. However, the solidification process is halted with a
margin prior to completion due to multiple reasons. The numerical results become less accurate as one approaches the center, and
they are also physically irrelevant as surface stresses, which become dominant for smaller inclusion sizes, are not considered in the
formulation. A detailed parametric study was performed by varying all the dimensionless constants. In all the numerical examples,
the solid was assumed to be less dense than the liquid near the melting point, commonly observed in water and some polymers,
though rare in metals. This assumption is essential to avoid cavitation inside the liquid in the context of a solidifying inclusion.
However, even with this assumption of denser liquids, our numerical results show that cavitation might be possible in the case of
extreme thermal contraction in the solid. The accreted body—once it is detached from the rigid container, drained of the remaining
unsolidified liquid, and cooled to an ambient temperature—is residually-stressed, in general. The residually-stressed configuration
and its residual stresses were computed numerically.

The present study opens up several new avenues for future investigations. The zero-displacement boundary condition imposes a
volumetric constraint, potentially causing cavitation for materials denser in the solid phase near the melting point. This results from
volume changes due to jump in density across phases. Replacing it with, for instance, an applied pressure on the outer boundary
may enable one to study solidification across a broader range of materials. Developing a variational theory to study instabilities in
both solids and liquids during a solidification process is another extension. It is crucial to include surface stresses in the theory for a
more realistic understanding of the physics and mechanics of solidification in simple, computationally feasible problems. Ultimately,
a more general computational framework needs to be developed to fully utilize the benefits of this formulation for more complex
geometries in real-world applications.
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Fig. 11. The variation of the radial displacement field 𝚛(𝚁, 𝚝) − 𝚁, temperature field 𝚃(𝚁, 𝚝), and dimensionless physical components 𝜎̊𝑟𝑟(𝚁, 𝚝) and 𝜎̊𝜃 𝜃 (𝚁, 𝚝) of the
auchy stress inside the accreting solid, with material radial coordinate 𝚁 and time 𝚝, is depicted. These illustrations are based on the solution of the general
roblem (4.77)–(4.80), with 𝖿 = 0.95, 𝖺 = 0.8, 𝖻 = 0.1, 𝗉 = 1.1, 𝗊 = 1.2, 𝗁 = 0.5, and 𝖫 = 10. The spatial variation is shown for the instances 𝚝1 < 𝚝2 < 𝚝3 < 𝚝4,

corresponding to 𝚂(𝚝1) = 0.65, 𝚂(𝚝2) = 0.55, 𝚂(𝚝3) = 0.45, 𝚂(𝚝4) = 0.35, respectively. Similarly, the temporal evolution is depicted at the radii 𝚁1 = 0.8, 𝚁2 = 0.7,
3 = 0.6, and 𝚁4 = 0.5.
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Fig. 12. The dimensionless parameters 𝖿 , 𝖺, 𝖻, 𝗉, 𝗊, 𝗁, and 𝖫 are varied to investigate their effects on the accretion process. The assessment is based on m(𝚝),
hich represents the fraction of the initial liquid mass solidified till time 𝚝.

. Conclusions

The study of accretion in elastic bodies, also known as surface growth, has a long history in the mechanics community, with
arly works like Brown and Goodman (1963) restricted to linear elasticity and small strains. Similarly, the study of solidification
ates back to Stefan (1891), and the concepts used in this paper are now well-established in the heat transfer literature.

In recent years, with growing interest in manufacturing techniques such as 3D printing and biological applications like actin
olymerization around a rigid bead (Tomassetti et al., 2016; Zurlo and Truskinovsky, 2017), accretion mechanics has gained
ignificant attention from mechanicians. The primary focus has been to study residual stresses, eigenstrains, and their dependence
n the history of deformation in a nonlinear setting with finite deformations. Several theories of accretion mechanics have been
roposed in the past few years, including the consideration of an accreting sphere as a 4D manifold (with generalization to
rbitrary geometries unfeasible) (Tomassetti et al., 2016), the incremental theory of Truskinovsky and Zurlo (2019), and the Eulerian
ormulation of Naghibzadeh et al. (2021, 2022). Sozio and Yavari (2017, 2019) modeled an accreting solid as a Riemannian manifold,
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Fig. 13. The dimensionless parameters 𝖿 , 𝖺, 𝖻, 𝗉, 𝗊, 𝗁, and 𝖫 are varied to investigate their effects on the evolution of pressure inside the liquid.
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Fig. 14. The radial displacement 𝚛̃ − 𝚁 and the physical components ̊̃𝜎𝑟𝑟, ̊̃𝜎𝜃 𝜃 = ̊̃𝜎𝜙𝜙 of the residual Cauchy stress in a body obtained by accretion till 𝚁𝚎 are
shown here, after detaching it from the rigid cold walls, emptying the remaining liquid and cooling the accreted portion to a uniform steady-state temperature
𝚃𝚊. These solutions are based on the boundary-value problem (4.111)–(4.112), assuming 𝖿 = 0.95, 𝖺 = 0.8, 𝖻 = 0.1, 𝗉 = 1.1, 𝗊 = 1.2, 𝗁 = 0.5, 𝖫 = 10 and 𝚃𝚊 = 0.5,
post non-dimensionalization. The stopping times corresponding to material locations 𝚁𝚎 = 0.6, 0.5 and 0.4 of the solidification interface at the end of accretion
re 𝚝𝚎 = 5.7663, 6.5943 and 7.2242, respectively.

voiding the use of multiplicative decomposition of deformation gradient which is common in modeling anelasticity in biological
rowth and plasticity.

The present work reflects the culmination of progress by Sozio and Yavari (2017, 2019) and Sozio et al. (2020) in developing
he geometric theory of thermoelastic accretion and is capable of calculating residual stress and eigenstrains induced during
olidification. The next step was to determine the accretion rate governed by laws of mass and heat transfer, unlike previous works
here it was assumed to be given a priori. The distinguishing feature of this geometric theory lies in capturing the effects of thermal
xpansion and the eigenstrains due to density and elastic property changes during a phase change. Moreover, in contrast to the

existing studies with constant growth velocities, this work computes the non-steady movement of the solidification interface, which
is controlled through heat extraction by a colder agent. Through a simple example, it is concluded that the radial motion of the
interface speeds up as it moves inward, while the rate of mass solidified decreases over time. Solidification in an enclosed cavity
induces stress in the liquid, leading to potential cavitation when the solid is denser than the liquid, while less dense solids create
compressive stress in the liquid. The solidification rate is most sensitive to how well heat is transferred out of the body and the
material’s latent heat, and less to the material’s elasticity and thermal expansion properties. The residual stresses and distortions
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computed in a geometric setting with finite deformations provide insights into zones of significantly high stress, which may lead to
cracks, part distortion, and delamination during and after manufacturing. In the example considered, after solidification, residual
stresses make the outer surface prone to cracking and the inner layers susceptible to buckling.

The theory formulated in this paper is not the most general. A more general coupled theory would include stress–temperature
moduli in the example problems, which were ignored in this work. In the future, a phase-field theory of thermoelastic accretion–
ablation should be developed, where the material metric depends on both the phase parameter and temperature. This would
better model the mushy transition between phases in certain problems and improve computational aspects in complex geometries.
Additionally, at smaller scales with sharp moving interfaces where surface stresses play a significant role, the theory needs to be
coupled with the theory of surface elasticity (Gurtin and Ian Murdoch, 1975) for a proper modeling and understanding of the
underlying physics.
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Appendix A. The first and second laws of thermodynamics and the heat equation

In this appendix, we derive the material and spatial heat equations from the laws of thermodynamics.

A.1. Material heat equation

Let (𝑋 , 𝑡), 𝛹 (𝑋 , 𝑡) and  (𝑋 , 𝑡) be, respectively, the specific internal energy, the specific free energy and the specific entropy in
the material configuration. In a class of thermoelasticity theories, deformation gradient is multiplicatively decomposed into elastic
and thermal parts: 𝐅 =

𝑒
𝐅
𝑡
𝐅 (Stojanović et al., 1964; Stojanović, 1969; Lubarda, 2004; Sadik and Yavari, 2017b). Let us denote the

induced Euclidean metric on  by 𝐆̊ = 𝐠|. Internal energy and free energy explicitly depend on the elastic distortion
𝑒
𝐅:

 = (𝑋 , ,
𝑒
𝐅, 𝐆̊, 𝐠) , 𝛹 = 𝛹 (𝑋 , 𝑇 , 𝑒𝐅, 𝐆̊, 𝐠) . (A.1)

bjectivity implies that

 = ̂(𝑋 , ,
𝑒
𝐂♭, 𝐆̊) , 𝛹 = 𝛹̂ (𝑋 , 𝑇 , 𝑒𝐂♭, 𝐆̊) , (A.2)

here
𝑒
𝐂♭ =

𝑡
𝐅∗𝐠 =

𝑡
𝐅⋆𝐠

𝑡
𝐅.54

Conservation of energy for an arbitrary sub-body  ⊂ 𝑡 is written as55

d
d𝑡 ∫

𝜌
(

 + 1
2
⟨⟨𝐕,𝐕⟩⟩𝐠

)

d𝑉 = ∫𝜕

(

⟨⟨𝐓,𝐕⟩⟩𝐠 − ⟨⟨𝐇,𝐍⟩⟩𝐆
)

d𝐴 + ∫

(

𝜌 ⟨⟨𝐁,𝐕⟩⟩𝐠 + 𝑅
)

d𝑉 , (A.3)

where 𝐓(𝑋 , 𝑡) is the traction vector, 𝐁(𝑋 , 𝑡) is the body force (per unit mass), 𝑅(𝑋 , 𝑡) is a heat source/sink, i.e., ∫ 𝑅d𝑉 is the rate
t which the heat is generated or absorbed in  , and 𝐆 =

𝑡
𝐅∗𝐆̊ is the material metric, which explicitly depends on the temperature

54 One can show that for isotropic solids 𝛹 = 𝛹̂ (𝑋 , 𝑇 , 𝑒

𝐂♭ , 𝐆̊) = 𝛹̂ (𝑋 , 𝑇 ,𝐂♭ ,𝐆) (Yavari and Sozio, 2023). In the case of anisotropic solids, a similar identity
olds, provided that structural tensors are included as arguments of the free energy.
55 A term 𝜌 𝜕

𝜕𝐆 ∶ 𝜕𝐆
𝜕 𝑡 was included in the energy balance in Sadik and Yavari (2017a). It turns out that this term should not appear on the right-hand side of

the energy balance, as it would lead to an incorrect heat equation. A detailed discussion of energy balance in the presence of eigenstrains will be given in Sadik
nd Yavari (2024).
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field, c.f., (2.11) (Sadik and Yavari, 2017a; Yavari, 2010). Using (3.3), (3.17) and the fact that 𝐏𝐍♭ = 𝐓 on 𝜕 , (A.3) can be localized
o read56

𝜌 ̇ = 𝐒∶𝐃 − Div𝐆 𝐇 + 𝑅 , (A.4)

where 𝐒 = 𝐏𝐅⋆ is the second Piola–Kirchhoff stress and 𝐃 = 1
2 𝐂̇

♭. The localized Clausius–Duhem inequality reads

𝜌 ̇ + Div𝐆
(𝐇
𝑇

)

− 𝑅
𝑇

≥ 0 , (A.5)

which can be rewritten in terms of the rate of energy dissipation as

𝜂̇ = 𝜌𝑇 ̇ + Div𝐆 𝐇 − 1
𝑇
⟨d𝑇 ,𝐇⟩ − 𝑅 ≥ 0 . (A.6)

Note that 𝐂♭ = 𝜑∗𝐠 = (
𝑒
𝐅
𝑡
𝐅)⋆𝐠

𝑒
𝐅
𝑡
𝐅 =

𝑡
𝐅⋆

𝑒
𝐅⋆𝐠

𝑒
𝐅
𝑡
𝐅 =

𝑡
𝐅⋆

𝑒
𝐂♭

𝑡
𝐅 =

𝑡
𝐅∗ 𝑒

𝐂♭. We assume an isotropic material, which is materially
covariant57 (Marsden and Hughes, 1983).58 Thus

𝛹̂ (𝑋 , 𝑇 , 𝑒𝐂♭, 𝐆̊) = 𝛹̂ (𝑋 , 𝑇 , 𝑡𝐅∗ 𝑒
𝐂♭,

𝑡
𝐅∗𝐆̊) = 𝛹̂ (𝑋 , 𝑇 ,𝐂♭,𝐆) , (A.7)

where 𝐆 =
𝑡
𝐅∗𝐆̊

𝑡
𝐅 is the material metric. Therefore

𝛹̇ = 𝜕𝛹̂
𝜕 𝑇 𝑇̇ + 𝜕𝛹̂

𝜕𝐂♭
∶ 𝐂̇♭ + 𝜕𝛹̂

𝜕𝐆
∶𝐆̇ = 𝑑𝛹̂

𝑑 𝑇 𝑇̇ + 𝜕𝛹̂
𝜕𝐂♭

∶ 𝐂̇♭ , (A.8)

where
𝑑𝛹̂
𝑑 𝑇 = 𝜕𝛹̂

𝜕 𝑇 + 𝜕𝛹̂
𝜕𝐆

∶ 𝜕𝐆
𝜕 𝑇 . (A.9)

Recall that free energy, internal energy, entropy and temperature are related as

 = 𝛹 + 𝑇 . (A.10)

Notice that  = ̂(𝑋 , ,𝐂♭,𝐆), 𝛹 = 𝛹̂ (𝑋 , 𝑇 ,𝐂♭,𝐆), and  = ̂ (𝑋 ,𝐂♭,𝐆). Taking partial derivatives of both sides with respect to
, one obtains

0 = 𝜕 𝛹
𝜕 𝑇 + , (A.11)

and hence

 = − 𝜕 𝛹
𝜕 𝑇 . (A.12)

From (A.10), 𝜌𝑇 ̇ = 𝜌̇ − 𝜌𝑇̇ − 𝜌𝛹̇ . Substituting this relation and (A.4) into (A.6), the rate of energy dissipation is simplified to
read

𝜂̇ = 𝐒∶𝐃 − 𝜌𝑇̇ − 𝜌𝛹̇ − 1
𝑇
⟨d𝑇 ,𝐇⟩ ≥ 0 . (A.13)

Using (A.8) the energy dissipation rate is further simplified as

𝜂̇ = 1
2

[

𝐒 − 𝜌 𝜕𝛹̂
𝜕𝐂♭

]

∶ 𝐂̇♭ − 𝜌𝑇̇
[

 + 𝑑𝛹̂
𝑑 𝑇

]

− 1
𝑇
⟨d𝑇 ,𝐇⟩ =

[

𝐒 − 2𝜌 𝜕𝛹̂
𝜕𝐂♭

]

∶𝐃 − 𝜌 𝜕𝛹̂
𝜕𝐆

∶ 𝜕𝐆
𝜕 𝑇 𝑇̇ − 1

𝑇
⟨d𝑇 ,𝐇⟩ ≥ 0 , (A.14)

where (A.12) was used in the second equality. Thus

𝐒 = 2𝜌 𝜕𝛹̂
𝜕𝐂♭

, 𝜂̇ = −𝜌 𝜕𝛹̂
𝜕𝐆

∶ 𝜕𝐆
𝜕 𝑇 𝑇̇ − 1

𝑇
⟨d𝑇 ,𝐇⟩ ≥ 0 . (A.15)

From (A.10), 𝜌 ̇ = 𝜌𝛹̇ + 𝜌𝑇̇ + 𝑇 𝜌 ̇ = 𝐒∶𝐃 + 𝜌𝑇 ̇ . Substituting this back into the energy balance equation (A.4), one obtains

𝜌𝑇 ̇ + 𝜌 𝑇̇ 𝜕𝛹̂
𝜕𝐆

∶ 𝜕𝐆
𝜕 𝑇 = 𝜌𝑅 − Div𝐆 𝐇 . (A.16)

Using (A.12), one writes

̇ = −𝑇̇ 𝑑
𝑑 𝑇

𝜕𝛹̂
𝜕 𝑇 − 𝜕2𝛹̂

𝜕𝐂♭𝜕 𝑇 ∶ 𝐂̇♭ . (A.17)

Thus, (A.16) is written as

𝜌
[

−𝑇 𝑑
𝑑 𝑇

𝜕𝛹̂
𝜕 𝑇 + 𝜕𝛹̂

𝜕𝐆
∶ 𝜕𝐆
𝜕 𝑇

]

𝑇̇ − 𝜌𝑇 𝜕2𝛹̂
𝜕𝐂♭𝜕 𝑇 ∶ 𝐂̇♭ = 𝜌𝑅 − Div𝐆 𝐇 . (A.18)

56 In components, 𝐒∶𝐃 = 𝑆𝐴𝐵 𝐷𝐴𝐵 .
57 Let us consider an arbitrary material (referential) diffeomorphism 𝛯 ∶  →  such that 𝛯(𝑋) = 𝑋. A free energy function 𝛹̂ (𝑋 , 𝑇 , 𝑒

𝐂♭ , 𝐆̊) is materially
covariant if it is invariant under 𝛯, i.e., 𝛹̂ (𝑋 , 𝑇 , 𝛯∗

𝑒

𝐂♭ , 𝛯∗𝐆̊) = 𝛹̂ (𝑋 , 𝑇 , 𝑒

𝐂♭ , 𝐆̊).
58 Extension of this analysis to anisotropic solids involves including structural tensors as arguments of the free energy (Yavari and Sozio, 2023). In this paper,

we restrict our analysis to isotropic materials.
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Note that

−𝑇 𝑑
𝑑 𝑇

𝜕𝛹̂
𝜕 𝑇 + 𝜕𝛹̂

𝜕𝐆
∶ 𝜕𝐆
𝜕 𝑇 = −𝑇 𝑑

2𝛹̂
𝑑 𝑇 2

+ 𝑇 𝑑
𝑑 𝑇

[

𝜕𝛹̂
𝜕𝐆

∶ 𝜕𝐆
𝜕 𝑇

]

+ 𝜕𝛹̂
𝜕𝐆

∶ 𝜕𝐆
𝜕 𝑇 = −𝑇 𝑑

2𝛹̂
𝑑 𝑇 2

+ 𝑑
𝑑 𝑇

[

𝑇 𝜕𝛹̂
𝜕𝐆

∶ 𝜕𝐆
𝜕 𝑇

]

. (A.19)

Hence, (A.18) is simplified to read

𝜌
{

−𝑇 𝑑
2𝛹̂
𝑑 𝑇 2

+ 𝑑
𝑑 𝑇

[

𝑇 𝜕𝛹̂
𝜕𝐆

∶ 𝜕𝐆
𝜕 𝑇

]}

𝑇̇ + Div𝐆 𝐇 = 𝜌𝑅 + 𝜌𝑇 𝜕2𝛹̂
𝜕𝐂♭𝜕 𝑇 ∶ 𝐂̇♭ . (A.20)

Therefore, the heat equation is written as

𝜌 𝐶𝐸 𝑇̇ + Div𝐆 𝐇 = 𝑅 + 𝑇 𝐌∶𝐃 , (A.21)

where the specific heat capacity per unit mass at constant strain 𝐶𝐸 and the referential thermal stress coefficient tensor 𝐌 are given
as

𝐶𝐸 = −𝑇 𝑑
2𝛹̂
𝑑 𝑇 2

+ 𝑑
𝑑 𝑇

[

𝑇 𝜕𝛹̂
𝜕𝐆

∶ 𝜕𝐆
𝜕 𝑇

]

, 𝐌 = 2𝜌 𝜕2𝛹̂
𝜕𝐂♭𝜕 𝑇 . (A.22)

Here, the
(2
0

)

-tensor 𝐌 is also referred to as the stress–temperature moduli (Marsden and Hughes, 1983; Truesdell and Noll, 2004;
Holzapfel, 2002; Gurtin et al., 2010).

A.2. Spatial heat equation

We next derive the spatial heat equation using the material heat equation (A.21). Let 𝜓(𝑥, 𝑡) represent the specific free energy in
the current configuration, with the corresponding constitutive response function denoted as 𝜓(𝑥, 𝑡) = 𝜓̂(𝑥,  , 𝐠, 𝐜♭). Since 𝜑𝑡(𝑋) = 𝑥,
it follows that 𝜓𝑡◦𝜑𝑡 = 𝛹𝑡. Moreover, the spatial and material response functions are related as

𝜓̂(𝑥,  , 𝐠, 𝐜♭) = 𝛹̂
(

𝜑−1
𝑡 (𝑥), 𝜑𝑡∗ , 𝜑𝑡∗𝐠, 𝜑𝑡∗𝐜♭

)

. (A.23)

Note that
𝑑 ̂𝜓
𝑑

=
𝜕 ̂𝜓
𝜕

+
𝜕 ̂𝜓
𝜕𝐜♭

∶ 𝜕𝐜
♭

𝜕
. (A.24)

The specific heat capacity at constant strain 𝑐𝐸 and the spatial thermal stress coefficient 𝐦 in the current configuration are defined
as

𝑐𝐸 = −𝑇 𝑑
2𝜓̂
𝑑 2

+ 𝑑
𝑑

[

 𝜕 ̂𝜓
𝜕𝐜♭

∶ 𝜕𝐜
♭

𝜕

]

, 𝐦 = 2𝜚 𝜕2𝜓̂
𝜕𝐠 𝜕

. (A.25)

Notice that 𝑐𝐸 = 𝐶𝐸 .59 Further, since
𝜕2𝜓̂

𝜕 𝑔𝑎𝑏𝜕
=
𝜕 𝐶𝐴𝐵
𝜕 𝑔𝑎𝑏

𝜕2𝛹̂
𝜕 𝐶𝐴𝐵𝜕 𝑇

= 𝐹 𝑎𝐴𝐹
𝑏
𝐵

𝜕2𝛹̂
𝜕 𝐶𝐴𝐵𝜕 𝑇

, (A.26)

the spatial and material thermal stress coefficients are related as

𝐽 𝑚𝑎𝑏 = 2𝐽 𝜚 𝜕2𝜓̂
𝜕 𝑔𝑎𝑏𝜕

= 2𝜌 𝐹 𝑎𝐴𝐹 𝑏𝐵 𝜕2𝛹̂
𝜕 𝐶𝐴𝐵𝜕 𝑇

= 𝐹 𝑎𝐴𝐹
𝑏
𝐵𝑀

𝐴𝐵 . (A.27)

Thus, 𝐦 and 𝐌 are related as 𝐌 = 𝐽 𝜑𝑡∗𝐦. Observe that60

𝐌∶𝐃 = 𝐽 𝐦∶𝐝 , (A.30)

where 𝐝 = 1
2L𝐯𝐠 is the Lie derivative of the spatial metric along the spatial velocity. Let  ⊂ 𝑡 ( ∩ 𝜕𝑡 = ∅) and 𝑡 = 𝜑𝑡( ).

otice that 𝜕𝑡 = 𝜑𝑡(𝜕 ). Using the divergence theorem in the deformed and the material manifolds, one has

∫𝑡
div𝐠 𝐡d𝑣 = ∫𝜕𝑡

⟨⟨𝐡, 𝐧⟩⟩𝐠d𝑎 , and ∫𝜕
⟨⟨𝐇,𝐍⟩⟩𝐆d𝐴 = ∫

Div𝐆 𝐇d𝑉 . (A.31)

Further, by the change of variables formula

∫𝜕𝑡
⟨⟨𝐡, 𝐧⟩⟩𝐠d𝑎 = ∫𝜕

⟨⟨𝐇,𝐍⟩⟩𝐆d𝐴. (A.32)

59 This is implied using 𝜕 ̂𝜓
𝜕

= 𝜕𝛹̂
𝜕 𝑇 , 𝑑 ̂𝜓

𝑑
= 𝑑𝛹̂

𝑑 𝑇 and 𝜕 ̂𝜓
𝜕𝐜♭ ∶

𝜕𝐜♭
𝜕

= 𝜕𝛹̂
𝜕𝐆 ∶ 𝜕𝐆

𝜕 𝑇 .
60 The components of 𝐂̇♭ read

𝐶̇𝐴𝐵 = 𝐹 𝑎
𝐴𝐹

𝑏
𝐵
𝜕 𝑔𝑎𝑏
𝜕 𝑥𝑐 𝑉 𝑐 + 𝑔𝑎𝑏

[

𝜕 𝑉 𝑏

𝜕 𝑋𝐵 𝐹
𝑎
𝐴 + 𝜕 𝑉 𝑎

𝜕 𝑋𝐴 𝐹
𝑏
𝐵

]

= 𝑔𝑎𝑏
[

𝑉 𝑏
|𝐵𝐹

𝑎
𝐴 + 𝑉 𝑎

|𝐴𝐹
𝑏
𝐵
]

, (A.28)

and the components of L𝐯𝐠 are written as (L𝐯𝐠)𝑎𝑏 = 𝑔𝑎𝑐𝑣𝑐 |𝑏 + 𝑔𝑐 𝑏𝑣𝑐 |𝑎. Since 𝑉 𝑎
|𝐵 = 𝑣𝑎

|𝑏𝐹 𝑏
𝐵 , the components of 𝐃 = 1

2
𝐂̇♭ and 𝐝 = 1

2
L𝐯𝐠 can be related as

𝐷𝐴𝐵 = 𝑑𝑎𝑏 𝐹
𝑎
𝐴𝐹

𝑏
𝐵 , (A.29)

i.e., 𝐃 = 𝜑∗𝐝. Thus, (A.26) and (A.29) imply that 𝑀𝐴𝐵𝐷 = 𝐽 𝑚𝑎𝑏 𝑑 .
𝑡 𝐴𝐵 𝑎𝑏
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Hence, it is implied from (3.1), (A.30), (A.31), (A.21) and (A.32) that61

∫𝑡

[

𝜚 𝑐𝐸 ̇ + div𝐠 𝐡 −  𝐦∶𝐝 − 𝑟
]

d𝑣 = ∫

[

𝜌 𝐶𝐸 𝑇̇ + Div𝐆 𝐇 − 𝑇𝐌∶𝐃 − 𝑅
]

d𝑉 = 0 , (A.34)

which holds for an arbitrary sub-body 𝑡. Therefore, the localized spatial heat equation reads

𝜚 𝑐𝐸 ̇ + div𝐠 𝐡 =  𝐦∶𝐝 + 𝑟 . (A.35)

Notice that ( )̇ = 𝜕
𝜕 𝑡
|

|

|𝑋
( ) represents the material time derivative.

Appendix B. A constitutive model for thermoelastic solids

We consider the following constitutive model for thermoelastic solids

𝛹̌s(𝐼1, 𝐽 , 𝑇 ) =
[

𝜇s
0
2
(𝐽− 2

3 𝐼1 − 3) +
𝜅s
0
2
(𝐽 − 1)2

]

𝑇
𝑇 s
0
− 𝜅s

0 𝛽
s
0 (𝐽 − 1)(𝑇 − 𝑇 s

0 ) − 𝜌∫
𝑇

𝑇 s
0

𝑇 − 𝜏
𝜏

𝑐𝐸 (𝜏)d𝜏 . (B.1)

Here, 𝜇s
0, 𝜅

s
0, and 𝛽s

0 represent the shear modulus, bulk modulus, and volumetric thermal expansion coefficient of the solid at the
reference temperature 𝑇 s

0 (Ogden, 1992; Holzapfel and Simo, 1996; Sadik and Yavari, 2017a).62 The shear and the bulk moduli are
assumed to evolve linearly with temperature, i.e.,

𝜇s(𝑇 ) =
𝜇s
0𝑇

𝑇 s
0
, 𝜅s(𝑇 ) =

𝜅s
0𝑇

𝑇 s
0
. (B.2)

Consider a homogeneous body initially at a uniform temperature 𝑇0, which, when changed to another uniform temperature 𝑇1,
ndergoes a stress-free volumetric deformation in the process. The state of stress for a purely volumetric deformation is quantified

by 𝜎 = 1
3 t r 𝝈 = 𝜕𝛹̌s

𝜕 𝐽 . Therefore, one has 𝜕𝛹̌s
𝜕 𝐽 = 𝜅s

0, and hence it follows that

𝐽 = 1 + 𝛽s
0𝑇

s
0

[

1 −
𝑇 s
0
𝑇

]

. (B.3)

Further, since the Jacobian in such a process is 𝐽 = 𝑒𝛽s(𝑇 ), it is implied that

𝑒3𝜔
s(𝑇 ) = 1 + 𝛽s

0𝑇
s
0

[

1 −
𝑇 s
0
𝑇

]

. (B.4)

Thus, the coefficient of thermal expansion at temperature 𝑇 is written as

𝛽s(𝑇 ) =
𝛽s
0

[

𝑇 s
0
𝑇

]2

1 + 𝛽s
0𝑇

s
0

[

1 − 𝑇 s
0
𝑇

] , (B.5)

where the relation 𝛽s = 3 d𝜔s

d𝑇 has been used. We shall use this model in our numerical examples. For more details, see Sadik and
avari (2017a).

ppendix C. Christoffel symbols of the spatial and material metrics

The nonzero Christoffel symbols for the spatial metric 𝐠 (4.1) read

𝛾𝑟𝜃 𝜃 = −𝑟 , 𝛾𝑟𝜙𝜙 = −𝑟 sin2 𝜃 , 𝛾𝜃𝑟𝜃 = 𝛾𝜙𝑟𝜙 = 1
𝑟
, 𝛾𝜃𝜙𝜙 = − sin 𝜃 cos 𝜃 , 𝛾𝜙𝜙𝜃 = cot 𝜃 . (C.1)

The nonzero Christoffel symbols for the material metric

𝐆 given in (4.5) are listed as

◦
𝛤𝑅𝑅𝑅 = 𝛼f 𝑇,𝑅 ,

◦
𝛤𝑅𝛩 𝛩 = −

[

𝛼f 𝑇,𝑅 + 1
𝑅

]

𝑅2 ,
◦
𝛤𝑅𝛷 𝛷 = −

[

𝛼f 𝑇,𝑅 + 1
𝑅

]

𝑅2 sin2 𝛩 ,
◦
𝛤𝛩𝑅𝛩 =

◦
𝛤𝛷𝑅𝛷 = 𝛼f 𝑇,𝑅 + 1

𝑅
,

◦
𝛤𝛩𝛷 𝛷 = − sin𝛩 cos𝛩 , ◦

𝛤𝛷𝛷 𝛩 = cot 𝛩 ,
(C.2)

61 Here,

∫𝑡
ℎ𝑏

|𝑏d𝑣 = ∫𝜕𝑡
ℎ𝑏𝑛𝑏d𝑎 = ∫𝜕

𝐻𝐵𝑁𝐵d𝐴 = ∫
𝐻𝐵

|𝐵d𝑉 , (A.33)

and ∫ 𝑅d𝑉 = ∫𝑡 𝑟d𝑣.
62 Recall that, in the thermally accreted part of the body, 𝑇0(𝑋) represents the temperature during accretion, while in the initial body, it denotes the initial

emperature.
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where 𝛼f(𝑇 ) = d𝜔f(𝑇 )
d𝑇 . Here we have used the notation (⋅)′ ∶= d

d𝑅 (⋅). Similarly, the nonzero Christoffel symbols for the material metric

𝐆 given in (4.18) are

𝛤𝑅𝑅𝑅 = 𝛼s 𝑇,𝑅 +
𝜍′

𝜍
, 𝛤𝑅𝛩 𝛩 = −

[

𝛼s 𝑇,𝑅 + 𝑟̄ ′

𝑟̄

]

𝑟̄2

𝜍2
, 𝛤𝑅𝛷 𝛷 = −

[

𝛼s 𝑇,𝑅 + 𝑟̄ ′

𝑟̄

]

𝑟̄2

𝜍2
sin2 𝛩 ,

𝛤𝛩𝑅𝛩 = 𝛤𝛷𝑅𝛷 = 𝛼s 𝑇,𝑅 + 𝑟̄ ′

𝑟̄
, 𝛤𝛩𝛷 𝛷 = − sin𝛩 cos𝛩 , 𝛤𝛷𝛷 𝛩 = cot 𝛩 ,

(C.3)

where 𝛼s(𝑇 ) = d𝜔s(𝑇 )
d𝑇 and 𝜍(𝑅) = 𝑢̄(𝑅)𝜂2(𝑅)

𝑈̄ (𝑅) .

Appendix D. Constitutive equations for hyperelastic fluids

The constitutive equation of an elastic fluid explicitly depends only on the mass density (Truesdell and Noll, 2004; Gurtin
t al., 2010). The specific free energy function 𝜓(𝑋 , 𝑇 ,𝐅,𝐆, 𝐠) for hyperelastic fluids can be expressed as a function of 𝐽 =

det 𝐠
det𝐆 det 𝐅63 (Wang and Truesdell, 1973, p. 198), such that 𝜓(𝑋 , 𝑇 ,𝐅,𝐆, 𝐠) = 𝜓̂(𝑋 , 𝑇 , 𝐽 ). Using this function, the Cauchy, the

first and the second Piola–Kirchhoff stress tensors can be expressed as

𝝈 = −𝑝̂ 𝐠♯ , 𝐏 = −𝐽 ̂𝑝 𝐠♯𝐅−⋆ , 𝐒 = 𝐽 ̂𝑝𝐅−1𝐠♯𝐅−⋆ , (D.3)

where 𝑝̂ = − 𝜕 ̂𝜓
𝜕 𝐽 . Since hydrostatic stresses are compressive in fluids, one must have 𝜕 ̂𝜓

𝜕 𝐽 < 0. Note that

(div𝐠 𝝈)𝑎 = − (

𝑝̂ 𝑔𝑎𝑏)
|𝑏 = −𝑔𝑎𝑏 𝜕 ̂𝑝

𝜕 𝑥𝑏 =
[

𝜕2𝜓̂
𝜕 𝐽 2

𝜕 𝐽
𝜕 𝑥𝑏 +

𝜕2𝜓̂
𝜕 𝐽 𝜕 𝑇

𝜕 𝑇
𝜕 𝑥𝑏 +

𝜕2𝜓̂
𝜕 𝑋𝐴𝜕 𝐽 (𝐹−1)𝐴𝑏

]

𝑔𝑎𝑏 . (D.4)

For homogeneous fluids, 𝜓̂ is independent of 𝑋, and hence, the term 𝜕2𝜓̂
𝜕 𝑋𝐴𝜕 𝐽 vanishes. In the absence of any heat flow, one can simply

ork with the smooth and strictly convex free energy function 𝑊̆ (𝐽 ), with the property that lim𝐽→0+ 𝑊̆ = +∞. The Cauchy, the
irst, and the second Piola–Kirchhoff stress tensors are calculated using this free energy function 𝑊̆ as per the formulae described

in (3.15). Since (div𝐠 𝝈)𝑎 = 𝑊̆ ′′(𝐽 ) 𝜕 𝐽𝜕 𝑥𝑏 𝑔𝑎𝑏, the balance of linear momentum reads

𝑊̆ ′′(𝐽 ) 𝜕 𝐽
𝜕 𝑥𝑏 𝑔

𝑏𝑐 + 𝑓 𝑐 = 𝑎𝑐 , (D.5)

where 𝑊̆ ′′ = d2𝑊̆
d𝐽2 . Moreover, in the absence of inertial and body forces, one can assume that 𝑊̆ ′′(𝐽 ) > 0. Thus, one concludes that

𝜕 𝐽
𝜕 𝑥𝑏 = 0. Hence, in the absence of body and inertial forces, 𝐽 = 𝐽 (𝑡) in homogeneous fluids at constant temperature (Podio-Guidugli
et al., 1985). For example, Ghosh and Lopez-Pamies (2022) considered the following free energy function for hyperelastic liquid
nclusions

𝑊̆ (𝑋 , 𝐽 ) = 𝐽 𝜂(𝑋) + 𝜅
2
[𝐽 − 1]2 . (D.6)

It is implied that 𝝈 =
[

𝜂 + 𝜅(𝐽 − 1)]𝐠♯.64 Here, 𝜂(𝑋) represents the pressure in the undeformed liquid (which is not necessarily zero)
while the bulk modulus 𝜅 quantifies compressibility.

In the fluid mechanics literature, a compressible hyperelastic fluid is analogous to an unconstrained elastic fluid, which is
characterized by the constitutive relation 𝝈 = −(𝜚) 𝐠♯. It is known by several other names, such as, Euler fluid, ideal compressible
fluid, perfect compressible fluid, inviscid compressible fluid, and barotropic fluid (Truesdell and Rajagopal, 2000, p. 44).

63 In the literature of continuum mechanics, it is common to write 𝐽 = det 𝐅, which is incorrect unless the physical components of the deformation
gradient are used. For vectors 𝐖 = 𝑊 𝐴 𝜕

𝜕 𝑋𝐴 ∈ 𝑇𝑋 and 𝐰 = 𝑤𝑎 𝜕
𝜕 𝑥𝑎 ∈ 𝑇𝑥, the physical components are defined as 𝑤̂𝑎 =

√

𝑔𝑎𝑎 𝑤𝑎 (no summation on 𝑎) and
̂ 𝐴 =

√

𝐺𝐴𝐴𝑊 𝐴 (no summation on 𝐴) (Truesdell, 1953). The physical components of deformation gradient 𝐹 𝑎
𝐴 are defined such that 𝑤̂𝑎 = 𝐹 𝑎

𝐴 𝑊̂ 𝐴. This implies
that 𝐹 𝑎

𝐴 =
√

𝑔𝑎𝑎
1

√

𝐺𝐴𝐴
𝐹 𝑎

𝐴 (no summation). In a coordinate chart {𝑋𝐴} the Riemannian material volume element is written as 𝝁𝐆 =
√

det𝐆 𝑑 𝑋1 ∧ 𝑑 𝑋2 ∧ 𝑑 𝑋3.
imilarly, the Riemannian volume element in the current configuration with respect to a coordinate chart {𝑥𝑎} has the following coordinate representation:
𝐠 =

√

det 𝐠 𝑑 𝑥1 ∧ 𝑑 𝑥2 ∧ 𝑑 𝑥3. The Jacobian relates the deformed and undeformed Riemannian volume forms as 𝜑∗𝝁𝐠 = 𝐽 𝝁𝐆. Note that 𝜑∗(𝑑 𝑥1 ∧ 𝑑 𝑥2 ∧ 𝑑 𝑥3) =
et 𝐅 𝑑 𝑋1 ∧ 𝑑 𝑋2 ∧ 𝑑 𝑋3. Thus

𝜑∗𝝁𝐠 =
√

det 𝐠 𝜑∗(𝑑 𝑥1 ∧ 𝑑 𝑥2 ∧ 𝑑 𝑥3) = √

det 𝐠 det 𝐅 𝑑 𝑋1 ∧ 𝑑 𝑋2 ∧ 𝑑 𝑋3 = 𝐽
√

det𝐆 𝑑 𝑋1 ∧ 𝑑 𝑋2 ∧ 𝑑 𝑋3 . (D.1)

Hence, 𝐽 =
√

det 𝐠
det𝐆 det 𝐅. Using the explicit form of the physical deformation gradient

𝐅̂ =

⎡

⎢

⎢

⎢

⎢

⎣

√

𝑔11
√

𝐺11
𝐹 1

1

√

𝑔11
√

𝐺22
𝐹 1

2

√

𝑔11
√

𝐺33
𝐹 1

3
√

𝑔22
√

𝐺11
𝐹 2

1

√

𝑔22
√

𝐺22
𝐹 2

2

√

𝑔22
√

𝐺33
𝐹 2

3
√

𝑔33
√

𝐺11
𝐹 3

1

√

𝑔33
√

𝐺22
𝐹 3

2

√

𝑔33
√

𝐺33
𝐹 3

3

⎤

⎥

⎥

⎥

⎥

⎦

, (D.2)

we see that det 𝐅̂ =
√

𝑔11𝑔22𝑔33
√

𝐺11𝐺22𝐺33
det 𝐅. If {𝑋𝐴} and {𝑥𝑎} are orthogonal curvilinear coordinates, e.g., cylindrical and spherical coordinates,

√

𝑔11𝑔22𝑔33 = det 𝐠 and

𝐺11𝐺22𝐺33 = det𝐆, and hence 𝐽 = det 𝐅̂.
64 A similar constitutive relation for thermoelastic fluids has been proposed in (Ateshian and Shim, 2022).
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