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Abstract—This paper addresses the problem of learning op-
timal control policies for systems with uncertain dynamics and
high-level control objectives specified as Linear Temporal Logic
(LTL) formulas. Uncertainty is considered in the workspace
structure and the outcomes of control decisions giving rise to
an unknown Markov Decision Process (MDP). Existing rein-
forcement learning (RL) algorithms for LTL tasks typically rely
on exploring a product MDP state-space uniformly (using e.g.,
an e-greedy policy) compromising sample-efficiency. This issue
becomes more pronounced as the rewards get sparser and the
MDP size or the task complexity increase. In this paper, we
propose an accelerated RL algorithm that can learn control poli-
cies significantly faster than competitive approaches. Its sample-
efficiency relies on a novel task-driven exploration strategy that
biases exploration towards directions that may contribute to
task satisfaction. We provide theoretical analysis and extensive
comparative experiments demonstrating the sample-efficiency of
the proposed method. The benefit of our method becomes more
evident as the task complexity or the MDP size increases.

Index Terms—Reinforcement Learning, Temporal Logic Plan-
ning, Stochastic Systems

I. INTRODUCTION

Reinforcement learning (RL) has been successfully applied
to synthesize control policies for systems with highly nonlin-
ear, stochastic or unknown dynamics and complex tasks [1].
Typically, in RL, control objectives are specified as reward
functions. However, specifying reward-based objectives can
be highly non-intuitive, especially for complex tasks, while
poorly designed rewards can significantly compromise system
performance [2]. To address this challenge, Linear Temporal
logic (LTL) has recently been employed to specify tasks that
would have been very hard to define using Markovian rewards
[3]; e.g., consider a navigation task requiring to visit regions
of interest in a specific order.

Several model-free RL methods with LTL-encoded tasks
have been proposed recently; see e.g., [4]-[15]. Common in
the majority of these works is that they explore randomly
a product state space that grows exponentially as the size
of the MDP and/or the complexity of the assigned temporal
logic task increase. This results in sample inefficiency and
slow training/learning process. This issue becomes more pro-
nounced by the fact that LTL specifications are converted into
sparse rewards in order to synthesize control policies with
probabilistic satisfaction guarantees [9], [14], [16].
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Sample inefficiency is a well-known limitation in RL,
whether control objectives are specified using reward functions
directly or LTL. To address this limitation, reward engineering
approaches have been proposed augmenting the reward signal
[17]-[23]. Such methods often require a user to manually
decompose the global task into sub-tasks, followed by as-
signing additional rewards to these intermediate sub-tasks.
Nevertheless, this may result in sub-optimal control policies
concerning the original task [24], while their efficiency highly
depends on the task decomposition (i.e., the density of the
rewards) [25]. Also, augmenting the reward signal for temporal
logic tasks may compromise the probabilistic correctness of
the synthesized controllers [9]. To alleviate these limitations,
intelligent exploration strategies have been proposed, such as
Boltzmann/softmax [26], [27] and upper confidence bound
(UCB) [28] that do not require knowledge or modification of
the rewards; a recent survey is available in [29]. Their sample-
efficiency relies on guiding exploration using a continuously
learned value function (e.g., Boltzmann) which, however, can
be inaccurate in early training episodes. Alternatively, they rely
on how many times a state-action pair has been visited (e.g.,
UCB), which might not always guide exploration towards
directions contributing to task satisfaction.

Another approach to enhance sample-efficiency is through
model-based methods [30], [31]. These works continuously
learn an unknown Markov Decision Process (MDP), modeling
the system, that is composed with automaton representations
of LTL tasks. This gives rise to a product MDP (PMDP). Then,
approximately optimal policies are constructed for the PMDP
in a finite number of iterations. However, saving the associated
data structures for the PMDP results in excessive memory re-
quirements. Also, the quality of the generated policy critically
depends on the accuracy of the learned PMDP. Finally, model-
based methods require the computation of accepting maximum
end components (AMECs) of PMDPs that has a quadratic time
complexity in the PMDP size. This computation is avoided in
related model-free methods; see e.g., [6].

In this paper, we propose a novel approach to enhance the
sample-efficiency of model-free RL methods. Unlike the afore-
mentioned works, the key idea to improve sample efficiency is
to leverage the (known) task specification in order to extract
promising directions for exploration that contribute to mission
progress. We consider robots modeled as unknown MDPs with
discrete state and action spaces, modeling uncertainty in the
workspace and in the outcome of control decisions, and high-
level LTL-encoded control objectives. The proposed algorithm
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relies on the following three steps. First, the LTL formula is
converted into a Deterministic Rabin Automaton (DRA). Sec-
ond, similar to [6], the product between the MDP and the DRA
is constructed on-the-fly giving rise to a PMDP over which
rewards are assigned based on the DRA acceptance condition.
We note that the PMDP is not explicitly constructed/strored
in our approach. The first two steps are common in related
model-free algorithms. Third, a new RL method is applied
over the PMDP to learn policies that maximize the expected
accumulated reward capturing the satisfaction probability. The
proposed RL algorithm relies on a new stochastic policy, called
(e,0)— greedy policy, that exploits the DRA representation of
the LTL formula to bias exploration towards directions that
may contribute to task satisfaction. Particularly, according to
the proposed policy, the greedy action is selected with proba-
bility 1 — € (exploitation phase) while exploration is triggered
with probability €, as in the e-greedy policy. Unlike the e-
greedy policy, when exploration is enabled, either a random
or a biased action is selected probabilistically (determined by ¢
parameters), where the latter action guides the system towards
directions that will most likely result in mission progress.
For instance, consider a simple scenario where a robot with
uncertain/unknown dynamics is required to eventually safely
reach a region of interest. In this case, intuitively, exploration
in the vicinity of the shortest dynamically feasible path (that
is initially unknown but it is continuously learned) connecting
the current robot position to the desired region should be
prioritized to accelerate control design. We emphasize that
the proposed task-driven exploration strategy does not require
knowledge or modification of the reward structure. As a result,
it can be coupled with sparse rewards, as e.g., in [9], [13],
resulting in probabilistically correct control policies as well as
with augmented rewards, as e.g., in [20], [22], [25], to further
accelerate the learning phase.

Our approach is inspired by transfer learning algorithms
that leverage external teacher policies for ‘similar’ tasks to
bias exploration [32]. To design a biased exploration strategy,
in the absence of external policies, we build upon [33], [34]
that propose a biased sampling-based strategy to synthesize
temporal logic controllers for large-scale, but deterministic,
multi-robot systems. Particularly, computation of the biased
action requires (i) a distance function over the DRA state
space, similarly constructed as in [33]-[36], to measure how
far the system is from satisfying the assigned LTL task, and
(i) a continuously learned MDP model. The latter renders
the proposed exploration strategy model-based. Thus, we
would like to emphasize the following key differences with
respect to related model-based RL methods discussed earlier.
First, unlike existing model-based algorithms, the proposed
method does not learn/store the PMDP model to compute
the optimal policy. Instead, it learns only the MDP modeling
the system, making it more memory efficient. Second, the
quality of the learned policy is not contingent on the quality
of the learned MDP model, distinguishing it from model-
based methods. This is because our approach utilizes the
MDP model solely for designing the biased action and, in
fact, as it will be discussed in Section III-C, does not even
require learning al/l MDP transition probabilities accurately.

This is also supported by our numerical experiments where
we empirically demonstrate sample efficiency of the proposed
method against model inaccuracies. We provide compar-
ative experiments demonstrating that the proposed learning
algorithm outperforms in terms of sample-efficiency model-
free RL methods that employ random (e.g., [6], [8], [9]),
Boltzmann, and UCB exploration. The benefit of our approach
becomes more pronounced as the size of the PMDP increases.
We also provide comparisons against model-based methods
showing that our method, as well as model-free baselines, are
more memory-efficient and, therefore, scalable to large MDPs.
A preliminary version of this work was presented in [37].
We extend [37] by (i) providing theoretical results that help
understand when the proposed approach is, probabilistically,
more sample efficient than random exploration methods; (ii)
providing more comprehensive comparative experiments that
do not exist in [37]; and (iii) demonstrating how the biased
sampling strategy can be extended to Limit Deterministic
Buchi Automata (LDBA) that have smaller state space than
DRA and, therefore, can further expedite the learning process
[8], [38], [39]. We also release software implementing our
proposed algorithm, which can be found in [40].

Contribution: First, we propose a novel RL algorithm
to quickly learn control policies for unknown MDPs with
LTL tasks. Second, we provide conditions under which the
proposed algorithm is, probabilistically, more sample-efficient
than related works that rely on random exploration. Third, we
show that the proposed exploration strategy can be employed
for various automaton representations of LTL formulas such
as DRA and LDBA. Fourth, we provide extensive compara-
tive experiments demonstrating the sample efficiency of the
proposed method compared to related works.

II. PROBLEM DEFINITION
A. Robot & Environment Model

Consider a robot that resides in a partitioned environment
with a finite number of states. To capture uncertainty in the
robot motion and the workspace, we model the interaction of
the robot with the environment as a Markov Decision Process
(MDP) of unknown structure, which is defined as follows.

Definition 2.1 (MDP): A Markov Decision Process (MDP)
is a tuple M = (X, xz, A, P, AP), where X is a finite
set of states; xg € X is an initial state; 4 is a finite set
of actions. With slight abuse of notation .4(z) denotes the
available actions at state v € X; P : X x A x X — [0, 1]
is the transition probability function so that P(x,a,x’) is the
transition probability from state z € X to state ' € X via
control action a € A and ), P(x,a,2') = 1, for all
a € A(z); AP is a set of atomic propositions; L : X — 247
is the labeling function that returns the atomic propositions
that are satisfied at a state z € X.

Assumption 2.2 (Fully Observable MDP): We assume that
the MDP 901 is fully observable, i.e., at any time step ¢ the
current state, denoted by z;, and the observations L(x;) €
24P in state x; are known.

Assumption 2.3 (Static Environment): We assume that the
environment is static in the sense that the atomic propositions
that are satisfied at an MDP state x are fixed over time.
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Fig. 1. DRA corresponding to ¢ = (7Bt v 7EX2) There is only one
set of accepting pairs defined as G1 = {¢5} and B1 = {¢%}. A transition
is enabled if the robot generates a symbol satisfying the Boolean formula
noted on top of the transitions. All transitions are feasible as per Def. 3.1.
The function d in (3) is defined as dp(¢%, F) = 1 and dr (g5, F) = 0.

For instance, Assumption 2.3 implies that obstacles and re-
gions of interest in the environment are static. This assumption

can be relaxed using probabilistically labeled MDPs as in [8].

B. LTL-encoded Task Specification

The robot is responsible for accomplishing a task expressed
as an LTL formula, such as sequencing, coverage, surveillance,
data gathering or connectivity tasks [41]-[47]. LTL is a formal
language that comprises a set of atomic propositions AP, the
Boolean operators, i.e., conjunction A and negation —, and two
temporal operators, next () and until U. LTL formulas over a
set AP can be constructed based on the following grammar:
pu=true | w|d1Ad2 | 7@ | O | @1 U pa, where m € AP.
The other Boolean and temporal operators, e.g., always [,
have their standard syntax and meaning [3]. An infinite word
w over the alphabet 2% is defined as an infinite sequence
W = MMMy -+ € (2“47’)“, where w denotes infinite repetition
and T, € 247, vt € N. The language {w € (247)“|w = ¢}
is defined as the set of words that satisfy the LTL formula ¢,
where |=C (24%)“ x ¢ is the satisfaction relation [3]. In what
follows, we consider atomic propositions of the form 7* that
are true if the robot is in state x; € X’ and false otherwise.

C. From LTL formulas to DRA

Any LTL formula can be translated into a Deterministic
Rabin Automaton (DRA) defined as follows.

Definition 2.4 (DRA [3]): A DRA over 247 is a tuple
D = (9p,q%,%,6p, F), where Qp is a finite set of states;
qOD C @p is the initial state; ¥ = 247 is the input alphabet;
0p : OQp x Xp — Qp is the transition function; and
F ={(G1,B1),...,(Gy,By)} is a set of accepting pairs where
gi,BngD,ViE{l,...,f}. U
An infinite run pp = ¢%qh ... ¢4 ... of D over an infinite
word w = 090109 ..., where o; € X, Vt € N, is an infinite
sequence of DRA states ¢}, V¢ € N, such that §(q}),0¢) =
¢5'. An infinite run pp is called accepting if there exists
at least one pair (G;, B;) such that Inf(pp) N G; # & and
Inf(pp) N B; = @&, where Inf(pp) represents the set of
states that appear in pp infinitely often; see also Ex. 2.5.

Example 2.5 (DRA): Consider the LTL formula ¢ =
O(mB¥t v 7BXi2) that is true if a robot eventually reaches
either Exitl or Exit2 of a building. The corresponding DRA
is illustrated in Figure 1.

D. Product MDP

Given the MDP 91 and the DRA ®, we define the product
MDP (PMDP) B = 91 x © as follows.

Definition 2.6 (PMDP): Given an MDP 90t = (X, ¢, A, P
,AP) and a DRA ® = (Qp,q¢%, %, F,dp), we define the
product MDP (PMDP) P = 9 x © as P = (S, so, Ay, Pp

, Fp), where (i) S = X x Qp is the set of states, so that
s=(z,qp) €S,z € X, and gp € Qp ; (i) so = (z0,q%)
is the initial state; (iii) Ag is the set of actions inherited from
the MDP, so that Agq(s) = A(z), where s = (x,gp); (v)
Py : S x Agp x S : [0, 1] is the transition probability function,
so that Py(s,ap,s’) = P(z,a,2"), where s = (z,qp) € S,
s = (2,qp) € S, ap € A(s) and ¢, = (g, L(x)); (v)
Fp = {]—'?3}{:1 is the set of accepting states, where F,* is a
set defined as ]-'?3 =X x F; and F; = (G;, By). ]

Given any policy p : & — Agp for B, we define an
infinite run p% of B to be an infinite sequence of states of
B, ie., pg = $098182..., where Pyp(sq, p(se), si41) > 0.
By definition of the accepting condition of the DRA 9,
an infinite run ,0,’;3 is accepting if there exists at least one

pair ¢ € {1,...,f} such that Inf(p%) NG* # 0, and
Inf(p‘%) N 5’?3 = 0.

E. Problem Statement

Our goal is to compute a policy for the PMDP that maxi-
mizes the satisfaction probability P(p = ¢ | sg) of an LTL-
encoded task ¢. A formal definition of this probability can be
found in [3], [48], [49]. To this end, we first adopt existing
reward functions R : S x Ay x & — R defined based on the
accepting condition of the PMDP as e.g., in [6]. Then, our
goal is to compute a policy p* that maximizes the expected
accumulated return, i.e., p*(s) = arg ﬁlea%{ U*(s), where D

is the set of all stationary deterministic policies over S, and

(o)
UH(s) = B[S " Rise pse), see)ls = so. (1)
t=0
In (1), E#[-] denotes the expected value given that the PMDP
follows the policy p [50], 0 < v < 1 is the discount factor, and
So, ---, S¢ 1s the sequence of states generated by g up to time
t, initialized at sg. Since the PMDP has a finite state/action
space and «y < 1, there exists a stationary deterministic optimal
policy p* [50]. The reward function R and the discount factor
~ should be designed so that maximization of (1) is equivalent
to maximization of the satisfaction probability. Efforts towards
this direction are presented e.g., in [6], [8] while provably
correct rewards and discount factors for PMDPs constructed
using LDBA, instead of DRA, are proposed in [9], [14], [16].
However, as discussed in Section I, due to sparsity of these
rewards, these methods are sample-inefficient. This is the main
challenge that this paper aims to address.

Problem 1: Given (i) an MDP 91 with unknown transition
probabilities and underlying graph structure; (ii) a task speci-
fication captured by an LTL formula ¢; (iii) a reward function
R for the PMDP motivating satisfaction of its accepting
condition, develop a sample-efficient RL algorithm that can
learn a deterministic control policy p* that maximizes (1).

III. ACCELERATED REINFORCEMENT LEARNING FOR
TEMPORAL LoGIC CONTROL

To solve Problem 1, we propose a new reinforcement
learning (RL) algorithm that can quickly synthesize control
policies that maximize (1). The proposed algorithm is summa-
rized in Algorithm 1 and described in detail in the following
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subsections. First, in Section III-A, we define a distance
function over the DRA state-space. In Sections III-B-III-C,
we describe the proposed logically-guided RL algorithm for
LTL control objectives. To accelerate the learning phase, the
distance function defined in Section III-A is utilized to guide
exploration. A discussion on how the proposed algorithm can
be applied to LDBA, that typically have a smaller state space
than DRA, is provided in Appendix A.

A. Distance Function over the DRA State Space

First, the LTL task ¢ is converted into a DRA; see Definition
2.4 [line 2, Alg. 1]. Then, we define a distance-like function
over the DRA state-space that measures how ’far’ the robot is
from accomplishing the assigned LTL tasks [line 3, Alg. 1]. In
other words, this function returns how far any given DRA state
is from the sets of accepting states G;. To define this function,
first, we remove from the DRA all infeasible transitions that
cannot be physically enabled. To define infeasible transitions,
we first define feasible symbols as follows [33]; see Fig. 1.

Definition 3.1 (Feasible symbols 0 € ¥): A symbol o € ¥
is feasible if and only if o [~ b, where b is a Boolean
formula defined as b™ = Vg, cx (Vg ex fu,} (T A 77¢)),
where b requires the robot to be present in more than
one MDP state simultaneously. All feasible symbols o are
collected in a set denoted by Y,s C X. O

Then, we prune the DRA by removing infeasible DRA
transitions defined as follows:

Definition 3.2 (Feasibility of DRA transitions): A DRA
transition from ¢p to ¢}, is feasible if there exists at least
one feasible symbol o € X, such that d(¢gp,0) = ¢p;
otherwise, it is infeasible. O
Next, we define a function d : QOp x Op — N that returns
the minimum number of feasible DRA transitions required
to reach a state ¢, € Qp starting from a state gp € Qp.
Particularly, we define this function as follows [33], [35]:

exists,

T e T R

00, otherwise,

where SF,, .~ denotes the shortest path (in terms of hops)
in the pruned DRA from ¢p to ¢}, and [SP,, ,/ | stands for
its cost (number of hops). Note that if d(¢%,qp) = oo, for
all gp € G; and for all ¢ € {1,...,n}, then the LTL formula
can not be satisfied since the in the pruning process, only the
DRA transitions that are impossible to enable are removed.
Next, using (2), we define the following distance function:'

dr(qp,F) = d(qp,q%). 3)

Dv‘I;:)

min
q§€VUicqa,....13Gi
In words, (3) measures the distance from any DRA state ¢p
to the set of accepting pairs, i.e., the distance to the closest
DRA state qg that belongs to U;cy1.... 13 Gi; see also Fig. 1.

B. Learning Optimal Temporal Logic Control Policies

In this section, we present the proposed accelerated RL
algorithm for LTL control synthesis [lines 4-20, Alg. 1]. The
output of the proposed algorithm is a stationary deterministic

'Observe that, unlike [36], [51], dr(¢p, F) may not be equal to O even
if gp € G;. The latter may happen if ¢p does not have a feasible self-loop.

Algorithm 1 Accelerated RL for LTL Control Objectives
1: Initialize: (i) Q*(s, a) arbitrarily, (ii) I:’(a;, a,x’) =0, (iii)
c(z,a,2’) =0, (iv) n(z,a) = 0, for all z,2’ € X and
a € A(z), and (v) nyp(s,a,s’) =0 for all 5,8’ € S and
a € Ap(s);

2: Convert ¢ to a DRA D;

3: Construct distance function dr over the DRA as per (3);

4 p = (,6) — greedy(Q);

5: episode—number = 0;

6: while ) has not converged do

7: episode—number = episode—number + 1;

8: Initialize time step ¢ = 0;

9: Initialize s; = (z¢,q%) for a randomly selected xo;

10: while ¢ < 7 do

11: Pick action a; as per (8);

12: Execute a; and observe s;y1 = (2¢41,Gt+1), and
R(st,as,5641);

13: n(xe, ar) = n(wy, ap) + 1;

14 (T, ar, Te1) = (T4, ap, Tey1) + 15

15: Update P(x¢,at,z¢41) as per (6);

16: nyp(se, ar) = np(se, ar) + 15

17: Update Q*(s¢,az) as per (7);

18: St = Snexts

19: t=t+1;

20: Update ¢, 8y, Oc;

21: end while

22: end while

policy p* for 3 maximizing (1). To construct p*, we employ
episodic Q-learning (QL). Similar to standard QL, starting
from an initial PMDP state, we define learning episodes over
which the robot picks actions as per a stationary and stochastic
control policy p : Sx Ay — [0, 1] that eventually converges to
p* [lines 4-5, Alg. 1]. Each episode terminates after a user-
specified number of time steps 7 or if the robot reaches a
deadlock PMDP state, i.e., a state with no outgoing transitions
[lines 7-20, Alg. 1]. Notice that the hyper-parameter 7 should
be selected to be large enough to ensure that the agent learns
how to repetitively visit the accepting states [8], [9], [13].
The RL algorithm terminates once an action value function
Q" (s, a) has converged. This action value function is defined
as the expected return for taking action a when at state s and
then following policy p [52], i.e.,

Qu(57a) = E”[Z’Yt R(St,/L(St),St+1)|SQ = $,a0 = a]'

t=0
“)
We have that U¥(s) = max,ea,(s) Q" (s,a) [52]. The
action-value function Q¥ (s,a) can be initialized arbitrarily.
During any learning episode the following process is re-
peated until the episode terminates. First, given the PMDP
state s; at the current time step ¢, initialized as s; = s¢ [line 9,
Alg. 1], an action a; is selected as per a policy p [line 11, Alg.
1]; the detailed definition of p will be given later. The selected
action is executed yielding the next state s¢11 = (Z¢41, @r41),
and a reward R(sy,ay, s¢+1). For instance, the reward function
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R can be constructed as in [6] defined as follows:

rg, if &' € GF,
rg, if s’ € B;-B,

R(s,ap,s') = s 5
(s, a9, 5) rq, if s’ is a deadlock state, ©)
rg, otherwise,
In (5), we have that rg > 0, for all ¢ € {1,...,f}, and

rq < rg < rg < 0. This reward function motivates the robot
to satisfy the PMDP accepting condition, i.e., to visit the states
g;.l‘ as often as possible and minimize the number of times

it visits B;n and deadlock states while following the shortest
possible path; deadlock states are visited when the LTL task
is violated, e.g., when collision with an obstacle occurs.

Given the new state s;;1, the MDP model of the robot
is updated. In particular, every time an MDP transition is
enabled, the corresponding transition probability is updated.
Let P(xt, at, xyy1) denote the estimated MDP transition prob-
ability from state z; € X to state 2,1 € X, when an action
a is taken. These estimated MDP transition probabilities are
initialized so that P(z,a,2’) = 0, for all combinations of
states and actions, and they are continuously updated at every
time step ¢ of each episode as [lines 13-15]:

A c(Ty, ap, Teaq
P(:Ct,auxtﬂ) = 7( ;ixz’az; )
)

where (i) n : X x A — N is a function that returns the number
of times action a has been taken at an MDP state x and (ii)
c: X x Ax X — N is a function that returns the number of
times an MDP state 2’ has been visited after taking action a at
a state . Note that as n(x,a) — oo the estimated transition
probabilities P(x,a,2’) converge asymptotically to the true
transition probabilities P(x,a,x’), for all transitions.

Next, the action value function is updated as follows [52]
[line 17, Alg. 1] :

Q¥ (st ar) = Q(st,ar) + (1/nyp(st, ar))
[R(Stvat) - Q“(Shat) +’7H};}XQ“(st+17a/))]7 )

where nyz : S X Ap — N counts the number of times that
action a has been taken at the PMDP state s. Once the action
value function is updated, the current PMDP state is updated
as s; = S;4+1, the time step t is increased by one, and the
policy p gets updated [lines 18-20, Alg. 1].

As a policy p, we propose an extension of the e-greedy
policy, called (¢, d)-greedy policy, that selects an action a at
an PMDP state s by using the learned action-value function
Q" (s,a) and the continuously learned transition probabilities

P(z,a,2’). Formally, the (e, d)-greedy policy p is defined as

(6)

l—e—|—|AiW if a =a* and a # ay,
l—e+ 2 +0, ifa=a*anda=
u(s,a) = 6—'—IAap(s)l—i_ b 1 a=a anda *al”
de /| Ag(s)] if a € Ap(s)\ {a*,ap},
O + 0/ Ag(s)] if a=ap and a # a*,

®)
where 8,0, € [0,1] and € = &, + . € [0,1]. In words,
according to this policy, (i) with probability 1 — €, the greedy
action a* = argmax,c 4, Q(s,a) is taken (as in the standard
e-greedy policy); and (ii) an exploratory action is selected with

8 8 Xgoal (qt)
Tp

:.1;.0.9./

0.9 0.3

Fig. 2. Graphical depiction of the sets Xgoq1(gt). The disks represent MDP
states and the arrows between states mean that there exists at least one
action such that the transition probability from one state to another one is
non-zero. The length of the shortest path from x: to Xgoal is 3 hops, i.e.,
thxgml = 3; see (12). Also, the paths p§-, j € J = {1,2} are highlighted
with thick green lines. The numbers on top of the green edges represent
maxg P(p;.(e),a,p;(e + 1)); see (14). Observe that p* is the green path
highlighted with gray color.

probability € = J;, + .. The exploration strategy is defined as
follows: (ii.1) with probability J. a random action a is selected
(random exploration); and (ii.2) with probability §; the action,
denoted by ap, that is most likely to drive the robot towards
an accepting product state in 9?3 is taken (biased exploration).
The action a; will be defined formally in Section III-C. As
in standard QL, e should asymptotically converge to 0 while
ensuring that eventually all actions have been applied infinitely
often at all states. This ensures that g asymptotically converges
to the optimal greedy policy

p* = argmax Q*(s,a) 9)

a€Agp

where Q* is the optimal action value function; see Sec. IV-A.
We note that Q¥ (s, u*(s)) = UH (s) = V*(s), where V*(s)
is the optimal value function that could have been computed
if the MDP was fully known [52], [53]. Given e, selection of
the parameters 0. and d is discussed in Sec. IV.

C. Specification-guided Exploration for Accelerated Learning

Next, we describe the design of the biased action a; in
(8). First, we need to introduce the following definitions; see
Fig. 2. Let s; = (x¢,q:) denote the current PMDP state at
the current learning episode and time step ¢ of Algorithm 1.
Let Qgou(q:) C Q be a set that collects all DRA states that
are one-hop reachable from ¢; in the pruned DRA and they
are closer to the accepting DRA states than ¢, is, as per (3).
Formally, Qgoa(g:) is defined as follows:

Qeoal(qt) = {¢' € Q| (30 € Zfeas such that
5D(Qt70) = q/) A (dF(qla-F) = dF(Qt,]:) - 1)}
Also, let Xyou(g:) € X be a set of MDP states, denoted
by Zgoal, that if the robot eventually reaches, then transition
from s, to a product state Sgea = [Tgoal, Geomt) Will occur,

where ggoal € Qgoat(¢¢); see also Ex. 3.6. Formally, Xgo(q:)
is defined as follows:

Xooal(qt) = {x € X | op(qr, L(7)) € Qgoar(qe)}.  (11)

Next, we view the continuously learned MDP as a weighted
directed graph G = (V, &, w) where the set V is the set of
MDP states, £ is the set of edges, and w : £ — R is function
assigning weights to each edge. Specifically, an edge from the
node (MDP state) = to z’ exists if there exists at least one
action a € A(z) such that P(z,a,z') > 0. Hereafter, we

(10)
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assign a weight equal to 1 to each edge; see also Remarks 3.4-
3.5. We denote the cost of the shortest path from x to ' by
Jz,. Next, we define the cost of the shortest path connecting
a state x to the set Xgoq as follows:

/min Iz
T’ € Xgoal

I, Xy = 12)
Let J be the total number of paths from x t0 Xy, Where
their length (i.e., number of hops) is J; x,,. We denote such
apath by p, j € J := {1,...,J}, and the e-th MDP state in
this path by p’(e). Then, among all the paths p}, we compute
the one with the minimum uncertainty-based cost C (pg»); see
Fig. 2. We define this cost as

Jo, x, ‘g0al

cw) =TI [maxP@i(e)apie+1)]. 13

where the maximization is over all actions a € A(pj(e)). We
denote by p* the path with the minimum cost C(p?), ie.,
p* = plj., where j* = argmax; C(p}). Thus, we have that:

C(p*) > C(p)),Vje J. (14)
Once p* is constructed, the action a; is defined as follows:

ap = argmax P(x;,a, 1), (15)

a€A(xy)
where x, = p*(2); see Fig. 2. In words, a; is the action
with the highest probability of allowing the system to reach
the state p*(2), i.e., to move along the best path p*. Observe
that computation of the biased action does not depend on the
employed reward structure nor on perfectly learning all MDP
transition probabilities.

Remark 3.3 (Initialization): Selection of the biased action
ayp requires knowledge of (i) the MDP states « in (11) that need
to be visited to enable transitions to DRA states in Qgoa; and
(i1) the underlying MDP graph structure, determined by the
(unknown) transition probabilities, to compute (12). However,
neither of them may be available in early episodes. In this
case, we randomly initialize Xgou for (i). Similarly, for (ii),
the estimated transition probabilities are randomly initialized
(or, simply, set equal to O [line 1, Alg. 1]) initializing this
way the MDP graph structure. If no paths can be computed to
determine Jy, x,, in (12), we select a random biased action.

Remark 3.4 (Computing Shortest Path): It is possible that
the shortest path from z; t0 Zgou € Xgoal(Qt) goes through
states/nodes x that if visited, a transition to a new state
q # q; that does not belong to ngal(Qt) may be enabled.
Therefore, when we compute the shortest paths, we treat all
such nodes x as ‘obstacles’ that should not be crossed. These
states are collected in the set Xyyoiq defined as Xyoia = {2 €
X | 8(ge, L(®)) = ap & Qgout}-

Remark 3.5 (Weights & Shortest Paths): To design the bi-
ased action ay,, the MDP is viewed as a weighted graph where
a weight w = 1 is assigned to all edges. In Section IV, this
definition of weights allows us to show how the probability
of making progress towards satisfying the assigned task (i.e.,
reaching the DRA states Qgoq) Within the minimum number
of time steps (i.e., Jz, x,, time steps) is positively affected by
introducing bias in the exploration phase. Alternative weight

Exitl| A B C | D E
Fig. 3. MDP-based representation of the interaction of a ground robot with
corridor-like environment. The square cells represent MDP states, i.e., X =

{Exitl, Exit2, A, B, C,D, E}. An action enabling transition between adjacent
cells with non-zero probability exists for all MDP states.

Exit2

assignments can be used that may further improve sample-
efficiency in practice; see also Ex. 3.6. For instance, the as-
signed weights can be equal to the reciprocal of the estimated
transition probabilities. In this case, the shortest path between
two MDP states models the path with the least uncertainty that
connects these two states. However, in this case the theoretical
results shown in Section IV do not hold.

Example 3.6 (Biased Exploration): Consider a robot oper-
ating in a corridor of a building as in Figure 3. The robot
is tasked with exiting the building i.e., eventually reaching
one of the two exits. This can be captured by the fol-
lowing LTL formula: ¢ = (a5 v 7BX2) The DRA
of this specification is illustrated in Figure 1. Assume that
@ = ¢}. Then, Xyou = {Exitl,Exit2}. The robot can
take two actions at each state (besides the ‘exit’ states):
a; = ‘left’ and as = ‘right’. (i) Assume that z; = C.
Observe that Jy, x,, = 3 and that J = 2. Specifically, the
following two paths pg- can be defined: p! = C,D,E,Exitl
and p{ = C,B,A,Exit2. Consider also transition probabilities
that satisfy max, P(C,a,D) = 0.51, max, P(D,a,E) =
0.9, max, P(E,a,Exit2) = 1, max, P(C,a,B) = 0.9,
max, P(B,a,A) = 0.6, max, P(4,a,Exitl) = 0.6. In
this case, we have that C(p!) = 0.459 and C(p}) =
0.324. According to (14), we have that 7* = 1 and, there-
fore, 7, = pi(2) = D. The biased action a, at z; is
a, = ag as per (15). (ii) Assume that x; = D. Then,
we have that Jg, x,, = 2. Notice that there is only path
to reach Xgou within Jy, x,, = 2 hops/time steps defined
as p*i = D,E,Exitl. Consider also transition probabilities
that satisfy max, P(D,a,F) = 0.7, max, P(E, a,Exit2) =
0.7, max, P(D,a,C) = 1, max, P(C,a,B) = 1,
max, P(B,a,A) = 1, max, P(A,a,Exitl) = 1. In this
case, we have that C(p}) = 0.49. The biased action a; at
x¢ is selected as follows. Assume P(D,a;,FE) = 0.3 and
P(D,as, E) = 0.7. Given that z;, = p!(2) = E, we have
that a; = ag as per (15). Observe that although there is a
‘deterministic’ path from z; to Exitl of length 4 that can be
followed with probability 1, the biased action aims to drive
the robot towards Exit2. This happens because the proposed
algorithm is biased towards the shortest paths (of length 2
here), in terms of number of MDP transitions/hops, that will
lead to DRA states that are closer to the accepting states by
definition of the weights w. We note that the paths stemming
from the biased action are not necessarily the paths with the
least uncertainty; see also Rem. 3.5. Also, we highlight that
we do not claim any optimality of a; with respect to the task
satisfaction probability; intuitively, in (ii), the biased action is
‘sub-optimal” with respect to the task satisfaction probability.

IV. ALGORITHM ANALYSIS
In this section, we show that any (e, d)—greedy policy
achieves policy improvement; see Proposition 4.1. Also, we
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provide conditions that d;, and J. should satisfy under which
the proposed biased exploration strategy results in learning
control policies faster, in a probabilistic sense, than policies
that rely on uniform-based exploration. We emphasize that
these results should be interpreted primarily in an existential
way as they rely on the unknown MDP transition probabili-
ties. First, we provide ‘myopic’ sample-efficiency guarantees.
Specifically, we show that starting from s; = (x¢,q;), the
probability of reaching PMDP states s;11 = (Zt41,qt+1)),
where x;11 is closer to Xyou (see (11)) than x4, is higher
when bias is introduced in the exploration phase; see Section
IV-B. Then, we provide non-myopic guarantees that ensure
that starting from s; the probability of reaching PMDP states
sy = (v, qp), where t' >t and qp € Qgou (see (10)), in the
minimum number of time steps (as determined by J;, x,,,) is
higher when bias is introduced in the exploration phase; see
Section IV-C.

A. Policy Improvement

Proposition 4.1 (Policy Improvement): For any  (e,0)-
greedy policy p, the updated (e, d)-greedy policy p’ obtained
after updating the state-action value function QH(s,a)
satisfies UM’ (s) > UM (s), for all s € S. O

Proof: To show this result, we follow the same
steps as in the policy improvement result for the e-
greedy policy [52]. For simplicity of notation, hereafter
we use A = |Ap(s)|. Thus, we have that: UM (s) =
Secanin W (5)Q(s,0) = £ QM(s,a) + (1 —
€) maXae Ay () Q*(5,0) + §Q*(s,a5) = % 3 QH(s,a) +

(Saa)_ﬁ_ﬂazu 1
(I = O acans ot A emn ) Qk(s,a)  +

Q¥ (s,ap) = ZaeAm(s) p(s,a)Q¥(s,a) = UH(s) where
the inequality holds because the summation is a weighted
average with non-negative weights summing to 1, and as such
it must be less than the largest number averaged. ]
In Proposition 4.1, the equality U* (s) = U¥(s), Vs € S,
holds if u = u’ = p*, where p* is the optimal policy [52].

B. Myopic Effect of Biased Exploration

In this section, we demonstrate the myopic benefit of the
biased exploration; the proofs can be found in Appendix
B. To formally describe it we introduce first the following
definitions. Let s; = (x4, ¢:) be the PMDP state at the current
time step ¢ of an RL episode of Algorithm 1. Also, let
R(z:) € X denote a set collecting all MDP states that can be
reached within one hop from x4, i.e.,

R(z;) = {z € X | Ja € A(z) such that P(z;,a,z) > 0}.2

(16)
Then, we can define the set X, that collects all MDP states
that are one hop reachable from z; and they are closer to
Xooar (¢) than z; is, i.e.,

Kaoserle) = {2 € R(1) | Joytps = Y

The following result shows that the probability of x,y1 €
Xeloser (1) 1s higher when biased exploration is employed.

I, Xy A7)

2The reachable set in (16) is a subset of the actual set of one-hop neighbors
of x; since (16) uses the estimated transition probabilities (6).

Proposition 4.2: Let s; = (x¢,q:) be the PMDP state at
the current time step ¢ of an RL episode of Algorithm 1. Let
also xp € Xyoser(1) denote the MDP state towards which the
action ay, is biased. If §;, > 0 and (18) holds,

P _
Z Mvv-T € Xcloser(xt)a

P(xy,ap,x) >
(z¢, ap, x) max ACz)]

T ZEXuoser(T4) -

(18)
where the summation is over a € A(x;), then we have that

]P)b(mH»l S Xcloser(xt)) Z ]P)g(l'tJrl S Xcloser(xt))' (19)

In (19), IP)g (xtJrl € Xcloser(xt)) and Pb($t+1 € Xcloser(xt))
denote the probability of reaching any state ;11 € Xeloser(%+)
starting from x; without and with bias introduced in the
exploration phase, respectively. ]

Next, we provide a ‘weaker’ result which, however, does
not require the strong requirement of (18). The following result
shows that the probability that the next state x4 will be equal
to xp € Xeloser (as opposed to any state in Apjeser in Prop. 4.2)
is greater when bias is introduced in the exploration phase.

Proposition 4.3: Let s; = (x4, q;) be the PMDP state at
the current time step ¢ of an RL episode of Algorithm 1. Let
also xp € Xyoser(71) denote the MDP state towards which the
action ay is biased. If §; > 0, then

Py(zi41 = xp) > Py(z41 = x3), (20)

where Pgy(z441 = a5) and Pp(xy11 = x3) denote the
probability of reaching at ¢ 4+ 1 the state x; starting from z
without and with bias introduced in the exploration phase,
respectively.

C. Non-Myopic Effect of Biased Exploration

In this section, we demonstrate the non-myopic effect of
the biased exploration; the proofs can be found in Appendix
C. To present our main results, we need to introduce the
following definitions. Let s; = (y, ¢;) be the current PMDP
state. Also, let t* = J;, «,, denote the length (i.e., the number
of hops/MDP transitions) of the paths pé. Recall that all paths
pz», 7 € J, share the same length, in terms of number of hops,
by construction. Second, we define a function 8 : J — [0, 1]
that maps every path p%, j € 7, into [0, 1] as follows:

-1
B = [T {P@e4m, ab, wrsmi1)ds+
m=0
Plaram, o -0+ 1 @
Tttm, @ Te4m+1)(L — €) + 77— 5
|A(t4m)|
In (21), we have that z;,, = p?(m + 1), for all m €
{0,...,t* — 1} and a4 is the biased action computed at state
St+m = (Ti4m,qr) as discussed in Section III-C, i.e., using

the path pz;"m.

Proposition 4.4 (Most Likely Path): At time step t of the
current RL episode, let (i) s; = (x¢, ;) be the current PMDP
state; and (ii) p} be the path used to design the biased action
at the time step ¢. Let R; be a (Bernouli) random variable that
is true if after ¢* time steps (i.e., at the time step ¢ + t*), a
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path pz- has been generated, for some j € J. If there exists
0p and 0. satisfying the following condition

B(ph-) > rjngcﬁ(pﬁ),

then, we have that Pp(Rj« = 1) > maxjcy Po(R; = 1),
where P, (R, = 1) and P,(R; = 1) stand for the probability
that R;« = 1 and R; = 1, respectively, if the MDP evolves
as per the proposed (¢, §)-greedy policy. O

Remark 4.5 (Prop. 4.4): Prop. 4.4 implies that there
exists 0, and 6. such that among all paths p j e J,
designed at time t, the most likely path that the MDP will
generate over the next t* time steps is pi.. For instance,
if §, = 1, and, therefore, € = 6e = 0, then we get
that (22) is equivalent to an;é P(Ztim, Qb Tepmt1) =
max;es [15 Zg P(Zrsm, @b Zrimsr), due to  (14)-(15),
where xt+m = phe(m + 1), Zyym = pi(m + 1) for all
m € {0,.. — 1}, and a;, and @, denote the biased action
at states .I‘H_m and Zi4+m using the path pt+m

In what follows, we show that there ex1sts 0p and ¢, that
ensure that the probability of generating the path pt under the
(€, 6)-greedy policy (captured by Py(R;+ = 1)) is larger than
the probability of generating any path p], j € J, under the e-
greedy policy. To make this comparative analysis meaningful,
hereafter, we assume that probability of exploration € = §,+9,
is the same for both policies; thus, the probability of selecting
the greedy action is the same for both policies, as well. Recall
again that the e-greedy policy can be recovered by removing
bias from the (e, §)-greedy policy, i.e., by setting d, = 0. To
present this result, we need to define a function  : J — [0, 1]
mapping every path pt, j € 7, into [0, 1] as follows:

(22)

t*—1
£\ _ L x - o Te
77(10]‘) o ,rlL_zlo{P(xter,a 7lt+m+1)(1 6) + |A(xt+m)| }
(23)

In (23), we have that x4y, = pj(m + 1), for all m €
{0,...,t* — 1} and a* is the greedy action computed at state
St4m = (Tem, qt)-

Proposition 4.6 (Random vs Biased Exploration): At time
step t of the current RL episode, let (i) s; = (x¢,q:) be the
current product state; and (ii) pz-* be the path used to design the
current biased action. Let R; be a (Bernouli) random variable
that is true if after ¢* time steps (i.e., at the time step ¢ + t*),
a path pz- has been generated for some j € J under a policy
p. If there exists ; and 6, satisfying the following condition

Bp-) = maxn(pf) (24)
then, we have that P,(R;« = 1) > max;ecy Py(R; = 1),
where IP’b(R - =1) and Py(R; = 1) stand for the probability
that R;~ = 1 and R; = 1, if the MDP evolves as per the
proposed (e, 6)—greedy and e-greedy policy, respectively. [

Remark 4.7 (Prop. 4.6): Prop. 4.6 states that among all
paths p§ of length t*, j € 7, there exists values for §; and
0. under which there exists an MDP path (the one with index
7¥) that is more likely to be generated over the next t* time
steps under the (e, 0)-greedy than any path p}, j € J that
can be generated under the e-greedy policy. For instance, if

0p = 1 and 6, = 0, (i.e.,, € = 1) then (24) 1s equlvalent
to Hm_é P($t+maabvxt+m+l) 2> MaXjey Hm 0 IA(act+,,L)\’
where 241, = ph.(m + 1), and Ty, = J( + 1)
for all m € {0,...,t* — 1}. Let Ay = mingexy |A(z)].
The*n, for &6, = 1, the result in Proposition 4.6 holds if
Hin;(l) P(Tyim, b, Tormi1) > (Aii“)t*. The latter is true if
.20 P(T4 i, QG Toomi1) > ﬁ for all m € {0,...,t*—1}.
We note that a similar result is presented in [33] which
employs a similar biased exploration to address deterministic
temporal logic planning problems (see Remark 4.5 in [33]).

Proposition 4.6 compares the sample-efficiency of (e, 0)-
greedy and e-greedy policies with respect to a specific path
pﬁ-*. In the following result, building upon Proposition 4.6, we
provide a more general result. Specifically, we show that the
probability that after t*+1 time steps a PMDP state s = (z, q),
where g € Qgoal (see (10)), will be reached is higher when bias
is introduced in the exploration phase. We emphasize again
that given the current PMDP state s; = (x¢,¢¢) in an RL
episode, the earliest that a PMDP state s = (z,q), where
q € Qgoal can be reached is after ¢* + 1 where t* = J;, x,,
iterations. The reason is that the length of the shortest path
from x; to states Xyoq that can enable the transition from g
to ngal is t* = vat,Xgoal'

Proposition 4.8 (Sample Efficiency): Let s; = (xt,q:) be
the product state reached at the ¢-th time step of the current
RL episode. A state Sgoa1 = (2, Ggoal), Where ggoar € Qgoal Can
be reached after at least t* +1 time steps, where t* = J,, x
If there exist §, and d. satisfying the following condition:

DB =Y ), 25)

j€T JjET

J

Xgoal *

where j* stands for the index to the path selected as per (14),
then Py(qitio41 € Qgoat) = Pg(qryr-41 € Qgou), Where
Py(qt4t++1 € Qgour) and Py(qe44+41 € Qgou) stand for the
probability that a PMDP state with a DRA state in Qgoa Will
be reached after exactly ¢* + 1 time steps using the (¢, d)-
greedy and e-greedy policy, respectively. (|

Remark 4.9 (Selecting parameters &, and 6.): (i) The re-
sult in Proposition 4.8 shows that there exist d; and J. to poten-
tially improve sample efficiency compared to uniform/random
exploration. However, selection of d;, and J. as per Proposition
4.8 requires knowledge of the actual MDP transition proba-
bilities along all paths pﬁ», J € J which are not available. To
address this, the estimated transition probabilities, computed
in (6), can be used instead. To mitigate the fact that the initial
estimated probabilities may be rather inaccurate, J. can be
selected so that d. > d; for the first few episodes. Intuitively,
this allows to initially perform random exploration to learn
an accurate enough MDP transition probabilities across all
directions. Once this happens and given ¢, values for d
and d. that satisfy the requirement (25) (using the estimated
probabilities) can be computed by applying a simple line
search algorithm over all possible values for §, € {0,€},
since . + d, = €. (ii) A more efficient approach would
be to pick J;, based on Proposition 4.6 instead of 4.8. The
reason is that searching for §;, that satisfies (24) requires less
computations than (25); see also Remark 4.7. (iii) An even
more computationally efficient, but heuristic, approach to pick
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dp and &, is the following. We select d;, and J. so that §, > J;
for the first few episodes to learn an accurate enough MDP
model and then allow 6. < Jj to prioritize exploration towards
directions that may contribute to mission progress while letting
both d;, and J, to asymptotically converge to 0. Nevertheless,
the values for J; and &, selected in this way may not satisfy
the requirements mentioned in Propositions 4.4, 4.6, and 4.8.
Remark 4.10 (Limitations): Alternative definitions of dp
may affect the construction of the set Qgoar in (10). Currently,
dp captures the shortest path, in terms of number of hops,
between a DRA state and the set of accepting states. However,
this definition neglects the underlying MDP structure which
may compromise sample-efficiency. Specifically, the shortest
DRA-based path may be harder for the MDP to realize than
a longer DRA-based path, depending on the MDP transition
probabilities. The result presented in Proposition 4.8 shows
that given a distance function dr and, consequently, Qgoal,
there exist conditions that the parameters J, and J. should
satisfy, so that the probability of reaching Q.. Within the min-
imum possible number of time steps (i.€., Ji x,, time steps)
is larger when the (e, d)-greedy policy is used. This does not
necessarily imply that the probability of eventually reaching
accepting states is also larger as this depends on the definition
of dr and, consequently, Qgou. Designing dp that optimizes
sample-efficiency is a future research direction. However, our
comparative experiments in Section V demonstrate sample-
efficiency of the proposed method under various settings.

V. NUMERICAL EXPERIMENTS

To demonstrate the sample-efficiency of our method, we
provide extensive comparisons against existing model-free and
model-based RL algorithms. All methods have been imple-
mented on Python 3.8 and evaluated on a computer with
an Nvidia RTX 3080 GPU, 12th Gen Intel(R) Core(TM) i7-
12700K CPU, and 8GB RAM.

A. Setting up Experiments & Baselines

MDP: We consider environments represented as 10 x 10,
20 x 20, and 50 x 50 discrete grid worlds, resulting in MDPs
with |X| = 100,400, and 2,500 states denoted by Dy, Mo,
and M3, respectively. The robot has nine actions: ‘left’, ‘right’,
‘up’, ‘down’, ‘idle’ as well as the corresponding four diagonal
actions. At any MDP state z, excluding the boundary ones,
the set of actions A(z) that the robot can apply includes
eight of these nine actions that are randomly selected while
ensuring that the idle action is available at any state. The set of
actions at boundary MDP states exclude those ones that drive
the robot outside the environment. The transition probabilities
are designed so that given any action, besides ‘idle’, the
probability of reaching the intended state is randomly selected
from the interval [0.7,0.8] while the probability of reaching
neighboring MDP states is randomly selected as long as the
summation of transition probabilities over the next states z’ is
equal to 1, for a fixed action a and starting state z. The action
‘idle’ is applied deterministically.

Baselines: In the following case studies we demonstrate
the performance of Algorithm 1 when it is equipped with
the proposed (¢, d)-greedy policy (8), the e-greedy policy, the
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e — w0 w0
Episodes Episodes
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.
S I
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Fig. 4.
V for My and Ms. The rate at which 1 — € (red) increases is the same in
all figures. As the number of episodes goes to infinity, 1 — € converges to 1
and both & and J. converge to 0. Notice that, in the bottom right figure, J
is always equal to O resulting in random exploration (e-greedy policy).

Decay rates of the parameters Je, dp, and € considered in Section

Boltzman policy, and the UCB1 policy. Notice that Alg. 1 is
model-free when it is equipped with these baselines as it does
not require learning the MDP. We also compare it against a
standard model-based approach that explicitly computes and
stores the product MDP (PMDP) [3]. Computing the PMDP
requires learning the underlying MDP model which can be
achieved e.g., by simply letting the agent randomly explore the
environment and then estimating the transition probabilities as
in (6).> In our implementation, we directly use the ground-truth
MDP transition probabilities giving an ‘unfair’ advantage to
the model-based approach over the proposed one. Given the
resulting PMDP, we apply dynamic programming to compute
the optimal policy and its satisfaction probability [3].

To examine sensitivity of the proposed algorithm with
respect to the parameters J, and &, we have considered three
different decay rates for &, and dy, as per (iii) in Remark 4.9.
Hereafter, we refer to the corresponding exploration strategies
as ‘Biased 1°, ‘Biased 2’, and ‘Biased 3’, and ‘Random’,
where the latter corresponds to the e-greedy policy. The rate
at which §, decreases over time gets smaller as we proceed
from ‘Biased 1°, ‘Biased 2’, ‘Biased 3’, to ‘Random’. In other
words, ‘Biased 1’ incurs the most ’aggressive’ bias in the
exploration phase. The evolution of these parameters for the
MDPs 9t and 90, is illustrated in Fig. 4. Similar biased
strategies were selected for 2)13. The only difference is that
dp is designed so that it converges to O slower due to the
larger size of the state space. The corresponding mathematical
formulas are provided in Appendix D. To make the comparison
between the (¢, d)- and the e-greedy policy fair, we select the
same ¢ for both. The Boltzmann control policy is defined as

QMB (s,a)/T .
follows: pp(s) = > ——mEGanr> Where T > 0 is the
a’eAgy © ’

temperature parameter. The UCB1 control policy is defined
st puy(s) = argmax, e a, [ Q0 (s,0) + C x |/ 2EEED ]

n(s,a)
where (i) N(s) and n(s,a) denote the number of times state

3This would result in learning transition probabilities of 9%, and My in
1.1 and 90 minutes, respectively, with maximum error equal to 0.05.
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Fig. 5. A Simple Coverage Task (Section V-B): Comparison of average satisfaction probability > when Algorithm 1 is applied with the proposed (¢, d)-greedy
policy, e-greedy policy, Boltzmann policy, and UCB1 policy over the MDPs 211, 92, and M3. Biased 1 — 30 and Biased 1 — 100 refer to the cases where
the Biased 1 exploration method is applied under the constraint that the MDP transition probabilities are updated only during the first 30 and 100 episodes,
respectively. The legend also includes the total runtime per method. The black stars on top of each reward curve denote the training episode where the
corresponding policy is when the fastest policy has finished training over the total number of episodes.

s has been visited and the number of times action a has been
selected at state s and (ii) C' is an exploration parameter. This
control policy is biased towards the least explored directions.
In each case study, we pick values for C' and T from a fixed
set that yield the best performance. In all case studies, we
adopt the reward function in (5) with v = 0.99 and rg = 10,
rg = —0.1, r4 = —100, and r, = 0. To convert the LTL
formulas into DRA, we have used the 1tl2dstar toolbox [54].

Performance Metrics: We utilize the satisfaction probabil-
ities of the policies learned at various stages during training
to assess performance of our algorithm and the baselines.
Specifically, given a learned/fixed policy @ and an initial
PMDP state s = (,¢%), we compute the probability P(p =
dls = (z,4¢%)) using dynamic programming. We compute
this probability for all x € X and then we compute the
average satisfaction probability P = [Y ., .+ P(n £ ¢|s =
(z,q%))]/|X|. We report the average P over five runs; see
Figs. 5-8. The satisfaction probabilities are computed using
the unknown-to-the-agent MDP transition probabilities. Since
runtimes for a training episode may differ across methods,
we also report runtime metrics; see Figs. 5-8. Specifically, we
document the runtimes required for all methods to complete a
a predetermined maximum number of episodes, as well as the
training episode each method reaches when the fastest one
completes the training process. This allows us to compare
satisfaction probabilities over the policies more fairly based on
fixed runtimes rather than a fixed number of training episodes.

Summary of Comparisons: Our experiments show that
the proposed (e, §)-greedy policy outperforms the model-free
baselines, learning policies with higher satisfaction probabil-
ities over the same timeframe. This performance gap widens
significantly as the size of the PMDP increases. Specifically,
our method begins learning policies with non-zero satisfaction
probabilities within the first few hundred training episodes.
The baselines can catch up relatively quickly, narrowing the
performance gap, typically after a few thousand episodes,
but only in small PMDPs (fewer than 10,000 states). In
larger PMDPs (more than 10,000 states), our method sig-
nificantly outperforms the model-free baselines. Additionally,
the proposed (e,d)-greedy policy and the e-greedy policy
have similar runtimes, while they tend to be faster than
UCB and, especially, Boltzmann. The model-based approach,

on the other hand, demonstrates faster computation of the
optimal policy compared to model-free baselines, including
ours, when applied to small PMDPs (e.g., with fewer than
5,000 states). However, this approach is memory inefficient,
requiring storage of the PMDP and the action value function
Q*. As a result, it failed to handle case studies with large
PMDPs (more than 15,000 states). In contrast, our method
was able to handle PMDPs with hundreds of thousands of
states; see e.g., Section V-E.

Remark 5.1 (Limitations & Implementation Improvements):
A limitation of our method compared to model-free baselines
is that it requires learning an MDP model, which can become
memory-inefficient over large-scale MDPs. However, we
believe that this limitation can be mitigated by more efficient
implementations of our approach. For instance, in our current
implementation [40], we store all learned MDP transition
probabilities used to compute the biased action. However,
the selection of the biased action does not require learning
all transition probabilities; see (15). Instead, it only requires
learning which action is most likely to drive the system from
a state x to a neighboring state z’. Once this property is
learned for a pair of states x and 2/, the estimated transition
probabilities P(ac, a, ') in (6) can be discarded.

B. Case Study I: A Simple Coverage Task

First, we consider a coverage/sequencing mission requiring
the agent to eventually reach the states 99, and 46 or 90
while avoiding 99 until 33 is reached, and always avoiding the
obstacle states 73, 24, 15, and 88. This task is captured by the
following LTL formula ¢ = (O7%9) A O (746 v 99) A (Om33) A
(—~mUR33) A7, where 7° is satisfied when the robot
visits one of the obstacle states. This formula corresponds to
a DRA with 7 states and 1 accepting pair. Thus, the PMDP
constructed using My, My, and M3 has 700, 2,800, and
17,500 states, respectively.

The comparative results are shown in Fig. 5. Our algorithm
achieves the best performance when applied to 21, regardless
of the biased strategy. As for 95, the best performance is
achieved by our (e, d)-greedy policy coupled with "Biased
3’, followed closely by the e-greedy policy, ’Biased 2’, and
’Biased 1’. Notice that e-greedy can catch up quickly when
applied to 21; and My due to the relatively small size of the
resulting PMDPs. This figure also shows the performance of
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A More Complex Coverage Task (Section V-C): Comparison of average accumulated reward (top row) and satisfaction probability P (bottom row)

when Algorithm 1 is applied with the proposed (e, d)-greedy policy, e-greedy policy, Boltzmann policy, and UCB1 policy over the MDPs 91, 912, and M.
The legend also includes the total runtime per method. The black stars on top of each reward curve denote the training episode where the corresponding
policy is when the fastest policy has finished training over the total number of episodes.

’Biased 1’ when the MDP transition probabilities are updated
only for the first 30 and 100 episodes for 2%; and 9My. The
performance of our approach is not significantly affected by
this choice, demonstrating robustness against model inaccu-
racies. This occurs because our algorithm does not require
learning the ground truth values of the transition probabilities
to compute the biased action; see (15).

The benefit of our method becomes more pronounced when
M3 is considered, resulting in a larger PMDP. In this case,
the average satisfaction probability P of the policies learned
by all baselines is close to 0 after 100, 000 training episodes
(approximately 15 minutes). In contrast, the proposed (e, d)-
greedy policy, coupled with ‘Biased 2’ and ‘Biased 3’, learned
policies with P = 0.58 and P = 0.71, respectively, within the
same timeframe. Also, notice that ‘Biased 1’ failed to yield a
satisfactory policy for 913 within the same timeframe; recall
that ‘Biased 1’ for 93 is more aggressive than ‘Biased 1 for
My and My. We attribute this to the aggressive nature of
this exploration strategy towards a desired high-reward path,
which possibly does not allow the agent to sufficiently explore
a significant portion of the PMDP state space, resulting in a
low average satisfaction probability. This shows that increasing
the amount of bias does not necessarily yield policies with
higher satisfaction probabilities.

The model-based approach was able to compute the optimal
policy for the MDPs 9t; and 9015, but failed for 913 due
to excessive memory requirements. Specifically, the optimal
policy for 9t; was computed in 0.5 minutes, and for 9o,
it took 5.98 minutes (without including the time to learn the
MDP model). The corresponding optimal average satisfaction
probabilities P were 0.916 for 9% and 0.911 for M,. We
noticed that the model-based approach tends to be faster than
the model-free baselines, particularly for smaller PMDPs.

C. Case Study II: A More Complex Coverage Task

Second, we consider a more complex sequencing task
compared to the one in Section V-B, which involves visiting a
larger number of MDP states. The goal is to eventually reach
the MDP states x = 81,95, 80, 88, and 92 in any order, while
always avoiding the states z = 5,15,54,32,24,66,42, 70,
and 71 representing obstacles in the environment. This task
can be formulated using the following LTL formula: ¢ =
O A O A O30 A One38 A O30 A Om92 A -7, where

7% is true if the robot visits any of the obstacle states. This

formula corresponds to a DRA with 33 states and 1 accepting
pair. Therefore, the PMDPs constructed using 9t;, 95, and
M3 have 3,300, 13,200, and 82,500 states, respectively,
which are significantly larger than those of Section V-B.

Overall, our method, especially when coupled with ‘Biased
2’ and ‘Biased 3’°, learns policies with higher satisfaction
probabilities faster than the baselines; see Fig. 6. The benefit of
our method is more pronounced as the PMDP size increases,
as shown in the cases of My and 9M3. For example, when
considering the MDP 913, our method equipped with ’Biased
2’ and ’Biased 3’ learns policies with P = 0.55 and P = 0.64,
respectively, while P < 0.05 for all other baselines, given the
same amount of training time. Also, as in Section V-B, observe
that ‘Biased 1’ failed to learn a satisfactory policy for 9is.

The model-based baseline computed the optimal policy
p* for the MDPs 991, and 95 in 1.1 and 112.15 minutes,
respectively, while it failed to compute the optimal policy
for 913 due to excessive memory requirements. The average
optimal satisfaction probability of the learned policies for 21y
and 95 is 0.9854 and 0.9466, respectively.

D. Case Study III: Surveillance Task

Third, we consider a surveillance/recurrence mission cap-
tured by the following LTL formula: ¢ = 00799 A O0x0 A
OO (780 v w83 ADOSE A (=887 90) AO-7%. This formula
requires the robot to (i) visit infinitely often and in any order
the states 90, 70, 80 or 63 and 88; (ii) avoid reaching 88 until
80 is visited; and (iii) always avoid the obstacle in state 33.
The corresponding DRA has 16 states and 1 accepting pair.
Thus, the PMDP constructed using 91y, 5, and 93 has
1,600, 6,400, and 40,000 states, respectively.

The comparative performance results are shown in Figure
7. Observe that the (e,0)-greedy policy, especially when
paired with ’Biased 2’ and ’Biased 3°, performs better that
the model-free baselines in terms of sample-efficiency across
all considered MDPs. For instance, in the case of 90t;, our
proposed algorithm learns policies with average satisfaction
probabilities ranging from 0.75 to 0.9, depending on the biased
exploration strategy, within 2,500 training episodes. In con-
trast, the average satisfaction probability for the baselines is
around 0.4 after the same number of episodes. As the number
of episodes increases, the baselines manage to catch up due to
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black stars on top of each reward curve denote the training episode where the corresponding policy is when the fastest policy has finished training over the
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Disjoint Surveillance Task (Section V-E): Comparison of average satisfaction probability P when Algorithm 1 is applied with the proposed (e, §)-

greedy policy, e-greedy policy, Boltzmann policy, and UCB1 policy over the MDPs 11, 92, and 3. The legend includes the total runtime per method.
The black stars on top of each reward curve denote the training episode where the corresponding policy is when the fastest policy has finished training over

the total number of episodes.

the relatively small PMDP size. Similar trends are observed for
9M5. As in the other case studies, the benefit of our method
becomes more evident when considering 9t3, which yields
a significantly larger PMDP. In this scenario, our proposed
algorithm, coupled with ’Biased 2’ and ’Biased 3’, learns
a control policy with satisfaction probabilities of P = 0.51
and P = 0.45 within 100,000 episodes (or approximately
20 minutes), respectively. In contrast, the baselines achieve
satisfaction probabilities P < 0.2 within the same timeframe.
As discussed in Section V-C, ’Biased 1’ performs poorly in
M3, possibly due to its aggressive bias.

The model-based approach can compute the optimal policy
only for the MDPs 9t; and 9915 while it failed in the case
of 93 due to excessive memory requirements. Regarding the
MDP 901, it computed an optimal policy corresponding to P =
0.989 within 2.31 minutes. As for the MDP 95, it computed
the optimal policy with P = 0.981 within 7.71 minutes.

E. Case Study 1V: Disjoint Task

Finally, we consider a mission ¢ with two disjoint sub-tasks,
i.e., ¢ = ¢1V @9 requiring the robot to accomplish either ¢, or
¢2. The sub-tasks are defined as ¢ = (<>7r99 AOTH A OT32A
O-754) and ¢y = (O7!8 A O™ A Or*). The LTL formula ¢
corresponds to a DRA with 64 states and 2 accepting pairs.
As a result, the PMDP constructed using 9t1, 915, and N3
has 6,400, 25, 600, and 160, 000 states, respectively. This task
requires the robot to eventually either visit the states 99, 45,
and 32 while always avoiding 64 or visit the states 18, 72, and

4. Notice that the optimal satisfaction probability of ¢; and
¢2 is 1 and less than 1, respectively.

The comparative results are reported in Figure 8. In 94,
our method coupled with ’Biased 1’ achieves the best per-
formance, closely followed by ’Biased 3’. Both biased explo-
ration strategies result in a control policy satisfying ¢ with
probability very close to 1 in approximately 0.5 minutes.
Additionally, all other baselines, except UCB, perform sat-
isfactorily, learning policies with P € [0.8,0.9] in the same
time frame. The performance gap between our method and the
baselines becomes more pronounced with the larger PMDPs
constructed using My and Ms. Specifically, in 9y, ‘Biased
1’ and ‘Biased 2’ achieve the best performance followed
by ‘Boltzmann’, ‘UCB’, ‘Biased 2’, and ‘e-greedy’. In fact,
‘Biased 1’ and ‘Biased 2’ still manage to learn a policy with
PP very close to 1 in 2.40 mins while for the other baselines
it holds that P < 0.8. It is worth noting that the performance
of ‘Biased 3’ has dropped significantly compared to 2Jt;. This
drop may be attributed to §, converging quite fast to O relative
to the large size of the PMDP. In fact, once J; is almost
equal to 0, then the (¢, d)-greedy policy closely resembles the
standard e-greedy policy which in this case has also learned
a policy with very low average satisfaction probability. Recall
that 901, shared exactly the same biased exploration strategies
(‘Biased 1’°, ‘Biased 2’, and ‘Biased 3’) across all case studies
regardless of the PMDP size. However, the PMDP for 95 is
significantly larger than the ones considered in the other case
studies which may explain the poor performance of ‘Biased

Authorized licensed use limited to: WASHINGTON UNIVERSITY LIBRARIES. Downloaded on February 28,2025 at 00:22:21 UTC from IEEE Xplore. Restrictions apply.

© 2024 |IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Automatic Control. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TAC.2024.3484290

3’ compared the other 91, case studies. Observe in i3
that our method outperforms all baselines. Specifically, within
20.55 mins, the average satisfaction probability corresponding
to ‘Biased 1°, ‘Biased 2’, ‘Biased 3°, and ‘Boltzmann’ is
0.8, 0.71, 0.78, and 0.6 respectively. The Boltzmann policy
requires in total 37.78 minutes to eventually yield a policy
with P = 0.76. Finally, the model-based approach was able
to compute an optimal policy only for 91; within 6.1 minutes
with P = 0.9772; interestingly, model-free methods are faster
in this case study.

VI. CONCLUSIONS

In this paper, we proposed a new accelerated reinforcement
learning (RL) for temporal logic control objectives. The pro-
posed RL method relies on new control policy, called (¢, d)-
greedy, that prioritizes exploration in the vicinity of task-
related regions. This results in enhanced sample-efficiency as
supported by theoretical results and comparative experiments.
Our future work will focus on enhancing scalability by using
function approximations (e.g., neural networks).

APPENDIX A
EXTENSIONS: BIASED EXPLORATION OVER LDBA

In this appendix, we show that the proposed exploration
strategy can be extended to Limit Deterministic Biichi Au-
tomaton (LDBA) that typically have a smaller state space than
DRA which can further accelerate learning [38]. First, any LTL
formula can be converted in an LDBA defined as follows:

Definition A.1 (LDBA [38]): An LDBA is defined as 2 =
(Q,q0,%, F,d) where Q is a finite set of states, g € Q is the
initial state, ¥ = 247 is a finite alphabet, F = {Fy,..., F Tt}
is the set of accepting conditions where 7; C Q, 1 < j < f,
and § : @ x ¥ — 29 is a transition relation. The set of states
Q can be partitioned into two disjoint sets Q = Qn U QOp,
so that (i) d(q,m) C Qp and |§(q,7)| = 1, for every state
q € Qp and 7 € ¥; and (ii) for every F; € F, it holds that
F; C Qp and there are e-transitions from Qy to Op. O
An infinite run p of 2 over an infinite word w = ogo109 - -+ €
Y, gp € ¥ = 247 V¢ € N, is an infinite sequence of states
g € Q,ie,p=qoqi.--qt-.., such that ¢z11 € (g, 0¢).
The infinite run p is called accepting (and the respective word
w is accepted by the LDBA) if Inf(p) N F; # 0,Vj €
{1,..., f}, where Inf(p) is the set of states that are visited
infinitely often by p. Also, an e-transition allows the automaton
to change its state without reading any specific input. In
practice, the e-transitions between Oy and Qp reflect the
“guess” on reaching Qp: accordingly, if after an e-transition
the associated labels in the accepting LDBA set cannot be read,
or if the accepting states cannot be visited, then the guess is
deemed to be wrong, and the trace is disregarded and is not
accepted by the automaton. However, if the trace is accepting,
then the trace will stay in Qp ever after, i.e. Qp is invariant.

Given a (non-pruned) LDBA, we construct the product MDP
(PMDP), similarly to Definition 2.6. The formal definition of
this PMDP can be found in [8], [9]. To synthesize a policy
that satisfies the LDBA accepting condition, we can adopt
any reward function for the product MDP proposed in the
literature [8], [9]. Once the LDBA is constructed, it is pruned

exactly as discussed in Section III-A. The e-transitions are
not pruned. Given the resulting automaton, similar to (3),
we define the distance to an accepting set of states J; as
dr(q,F;) = ming,er, d(q,qc) where d(q,qg) is defined
as in (2). This function is used to bias exploration so that
each set JF; is visited infinitely often. To design a biased
exploration strategy that can account for the LDBA accepting
condition, we first define the set V' that collects indices j
to the set of accepting states F; that have not been visited
during the current RL episode. Then, among all non-visited
set of accepting states JF;, we pick one randomly based
on which we define the set Qgou(g:). Similar to (10), we
define the set Qgoai(q:) as: Qgoat(qr) = {¢' € Q| (Fo €
Yfeas such that q/ € 5(Qt,0))/\(dF(q,,Fj) = dF(qta]:j)f]')}’
where j € V. Recall, that all e- transitions in the LDBA are
feasible. Thus, by definition, Qgou(g:) includes all states ¢
where the transition from ¢; to ¢ is an e-transition. Given
Qgoal (¢¢), the biased action is selected exactly as described in
Section III-C. Once the set of states JF; is visited, the set V is
updated as V = V'\ {j}, and then the set Qgoa(q:) is updated
accordingly.
APPENDIX B
PROOF FOR RESULTS OF SECTION IV-B

A. Proof Proposition 4.2

The probability of reaching any state s;11 = (411, G1+1)
where ;41 € Xeoser(2¢) under a stochastic policy p(s, a) is:
D e X ZaeA(%) wu(st,a)P(xy, a, ). Thus, we have that:*

Pb($t+1 S Xcloser(xt)) - ]P;g(xtJrl S Xcloser(‘rt)) =

Z Z P(whawm)(ﬂb(stﬂa) _I"l’g<8t?a’))7 (26)

€ Xotoser (1) a€A(t)

where p, and p,, refer to the e-greedy (no biased exploration)
and (e, d)-greedy policy (biased exploration), respectively. In
what follows, we compute p1,,(s¢,a) — py(s¢,a), for all a €
Ass. Recall, that p,(s¢,a) is the probability of selecting the
action qa at state s;. Also, hereafter, we assume that the greedy
action a* is different from the biased action a;; however, the
same logic applies if a; = a*, leading to the same result. For
simplicity of notation, we use A = | Ay (s)].

First, for the action a = a*, we have that (a) g, (s¢, a*) —
po(spa’) = (1—e+ %) —(l—et+ §)=(1-e+%) -
(I1—e+ ‘Sbjf‘;e) = %. Similarly, for a = a;, we have that (b)
ey (5e5ap) — py (st ap) = (0p + %) -&£= —W. Also,
for all other actions a # ayp, a*, we have that (c) p;(s¢,a) —

Hy(se,a) = % - = —%b. Substituting the above equations
(a)-(c) into (26) yields: Pp(zi11 € Xeoser) — P%(mtﬂ S
Xcloser) = 0 Zme)(dom(P(xtaabax) - ZaeA(zt) W)

Due to (18) and that ¢, > 0, we conclude that Py(s;1q €
Xetoser) — Py (8141 € Xeoser) > 0 completing the proof.
B. Proof Of Proposition 4.3

The probability of reaching a state s;y; where x4 1 =
zp under a policy p(s,a) is: 3 ¢ a(,) H(5t, @) P(ze, @, ).
Thus, we have Pp(zi41 = ap) = x) =
2ae Az P@e a,z)(n(se, a) — pig(se,a)) Following the

— ]P)g (.’Et+1

4Note that qt+1 is selected deterministically, due to the DRA structure, i.e.,
qt+1 = 6p(qt, L(xt)).
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same steps as in the proof of Proposition 4.2, we get that
Py(zi41 = xp) —Py (2441 = ) > 0if &, > 0, which holds by
assumption, and P(x;, ap, zp) > ZaEA(wt) % which
holds by definition of a; in (15). Specifically, given z; and x,
we have that P(zy, ap, xp) > P(24,a,xp) for all a € A(xy)
due to (15). Thus, P(x4, ap, 2p) must be greater than or equal
to the average transition probability over the actions a i.e.,

&}75’)(7) completing the proof.

ZaEA(wt)
APPENDIX C
PROOF OF RESULTS OF SECTION IV-C
A. Proof of Proposition 4.4
By definition of R~ and R;, we can rewrite the inequality

Pb(R * = 1) > maX;e 7 Pb(R 1)

ny

m=0 a€.A(m+m)

max H Z

m=0acA(Z¢ym)

Mb(8t+m7a)P($t+m7a>$t+m+1) > 27)

16 (St @) P(Tttms @y Temt1)-

where sym = (Tim,qt)s Topm = Po(m + 1), Sipm =
(:Et+laqt) jf't+m = p;(m + 1) for all m € {O t* — 1}
Recall that by construction of the paths pt the DRA state will
remain equal to ¢; as the MDP agent moves along any of the
paths pg, for all j € J; see Remark 3.4. We will show that
(27) holds by contradiction. Assume that there exists at least
one path p%, 5 € J, that does not satisfy (27), i.e.,

t*—1

I >

m=0a€A(Tt4m)
t*—1

I >

m=0acA(Ztqm)

Lo (Stpm, Q) P(Zpym, @, Tppme1) < (28)

ub(§t+m7 d)P(i‘t+m7 a, i‘t+m+1)7

where 5., and Z;,, are defined as per pt.

Next, we assume that a* # a; and a* # ay; the same logic
applies even if this is not the case leading to the same result.
Using (8), we plug the values of 14 (S¢4m,a) and 1y (8¢1m, @)
for all @ € A(xtyy,) and @ € A(Z1y.,) in (28) which yields:

t*—1

Je
7EO{P(It+m7 by Totm+1) (0 + m)+
1)
P my *a m 1* + —_— +
($t+ a, T4 +1)( € |~A<xt+m)|)
de
P(@tym, @, Term1) (77—
a#;ab (xt—i_ G +1)(|A(‘rt+m)‘)} =
t*—1 5
EO{P(xt+m7abaxt+m+l)(6b + m)+
0
P(Zym, 0", Trymy1)(1l — €+ ———)+
( t+ t+ +1)( € |A(xt+m)|)
Je
P(Zpsm, @, Tosmir)(——— )} 29
Z (ZTet t+ +1)(|A($t+m)\)} (29)

ata*,ap
In (29), a, and @, stand for the biased action computed
when the PMDP state is s;4,, and 5;1,, (using the optimal

path pt+m, as per (14), as discussed in Section III-C). The
same notation extends to all other actions. The purpose of
this notation is only to emphasize that the biased and greedy
actions at Syy,, and S;y,, are not necessarily the same. By
rearranging the terms in (29), we get the following result

t* -1

H {P(Zt4m» abs Tepma1)06+

m=0

Pty @* wemin) (1 — €) + e} <
t+m> sy Lt4+m—+41 |A($t+m)|

t*—1

H {P(Zt1m, Qs Termy1)0p+

m=0

P(Ziym,a*, T (1—e) + o } (30)
t+m, & 5 Lt4m41 — € T S

|A(Z gm0 )|

Due to (21), (30) can expressed as 3(pj.) < B(p}) which

contradicts (22) completing the proof.

B. Proof of Proposition 4.6

This proof follows the same steps as the proof of Proposition
4.4. The inequality P,(R;+ = 1) > maxjes Pg(R; = 1) can
re-written as

t*—1

II

16 (St4my @) P (Tt @ Tppmy1) | >

m=0 \a€A(xi4m)
3D
t*—1
max o 19(Stim, A P(Eepm, @ Topmein)
J m=0 \a€A(ZTism)
where = ( ) = pt.(m + 1), 5 -
St+m Lt+m,qt)> LTi+m pj-(m > St+m

(Zt+m» ), and Ty yp = ph(m+1), forallm € {1,...,t"~1}.
We will show this result by contradiction. Assume that there
exists at least one path p%, j € J, that does not satisfy (31),
ie.,

tﬁl Z

M (St4ms @) P(Ttgm, @, Topma1) | <

m=0 \a€A(wt+m)

(32)
t*—1
H Z g (8t4m> Q) P(Ttym, @, Tepmy1) |
m=0 \a€A(Zt4+m)

where S;4,, and Z.y,, are defined as per p%.

In what follows, we denote by a* and a; the greedy and the
biased action as per j, and a* the greedy action as per jig.
We assume that a* # ayp; the same logic applies even if this
is not the case leading to the same final result. We plug the
values of p(Si4m,a) and pg(Si4m,a) for all a € A(Ti4m)

SNotice that ,B(p§.) is equal to the probability that, starting from x¢, the
MDP path p;, j € J, will be generated by the end of the time step ¢ + t*,
under the proposed (e, §)-greedy policy.
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and @ € A(Zt44,) in (32) yielding:

t*—1
H {P(Tt1m, Qs Tt4m+1)0p+

m=0
de

A~

P(@igm, a° Tigpmy1) (1 —€) +

1
ml_ZIO{P(mey @, Tppm1)(1 —€) + m}

Tt+m

(33)

Due to (21) and (23), the result in (33) is equivalent to
B(pj-) < n(p%) which contradicts (24) completing the proof.®

C. Proof of Proposition 4.8

To show this result, it suffices to show that

IP)b(-75tJr:‘,* € Xgoal) > IP)g(mt«kt* S Xgoal)~ (34)

The reason is that if at the time step ¢ + ¢t* an MDP state in
Xgoal is reached, then at the next time step ¢ +¢* + 1, a DRA
state in Qgoa Will be reached. Notice that the MDP states in
Xaoal can be reached at the time step ¢+ ¢* if any of the MDP
paths pé, j € J, originating at x, are followed. Let R; be a
(Bernoulli) random variable that is true if after ¢* time steps
(i.e., at the time step ¢t + t*), a path pz-, j € J, has been
generated under a policy p. Then, (34) can be equivalently
expressed as:

S PR =1) > ) Py(R; =1).

jeg Jjeg

(35)

The rest of the proof follows the same logic as the proof of
Proposition 4.6. First, we can rewrite (35) as follows:

t*—1
Z H Z Mb(st+m;a)P(xterva?xterJrl)
J€T \m=0 \a€A(xts4m)
(36)
t*—1
Z H Z thg(8t4ms @) P(Ttym, @y Tepmy1)
JET \m=0 \acA(Zsim)

Next, as in the proof of Proposition 4.6, we show that (36)
holds by contradiction. Specifically, assume that (36) does
not hold. Then, after plugging the values of 14 (S¢t+m,a) and
tg(Sttm,a) for all @ € A(2¢1m) and @ € A(Ziyrm) in (36)
and after rearranging the terms, we get that Y-, 3(p}) <
dies n(p). This contradicts (25) completing the proof.

APPENDIX D
DECAY RATES IN NUMERICAL SIMULATIONS

In this section, we mathematically define the decay rates
used for €, dp, and . in Section V. The parameter € evolves
over episodes epi, as e¢(epi) = 1/(epi®) where « is
selected to be equal to 0.1 for 2y and My and 0.05 for

Ms. In ‘Biased 1°, & and &, evolve over episodes, as
dp(epi) = (1 — —Ls)e(epi) and .(epi) = <L) We
select 5 = 0.4 for My and My and S = 0.15 for Ms.

Notice that 77(1’;-) is equal to the probability that, starting from x¢, the
MDP path p§, will be generated by the end of the time step ¢ + t*, if the
PMDP evolves as per the e-greedy policy.

Observe that §,(epi)+d.(epi) = e(epi). To define ‘Biased
2’ and ‘Biased 3°, we need first to define the following
function denoted by g(epi). If epi < 100, then g(epi) =
1 — 0.9exp(—Aepi). Otherwise, we have that g(epi) =
1—0.1exp(—Aepi) for some A. Then, we have that d(epi)
and d.(epi) evolve as dp(epi) = (1 — g(epi))e(epi) and
de(epi) = g(epi)e(epdi). This choice prioritizes random
exploration during the first 100 episodes. The larger the A,
the faster d; converges to 0. Regarding 9, and 915, we select
A = 0.00015 for ‘Biased 2’, A = 0.0015 for ‘Biased 3’, and
A = oo for ‘Random’. As for M3, we choose A = 0.000015
for ‘Biased 2’ and A = 0.00015 for ‘Biased 3’.
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