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Abstract—Recent breakthroughs in Neural Radiance Field
(NeRF) based 3D reconstruction and rendering have spurred the
possibility of immersive experiences in augmented and virtual
reality (AR/VR). However, current NeRF acceleration techniques
are still inadequate for real-world AR/VR applications due to:
1) the lack of end-to-end pipeline acceleration support, which
causes impractical off-chip bandwidth demands for edge devices,
and 2) limited scalability in handling large-scale scenes. To tackle
these limitations, we have developed an end-to-end, scalable
3D acceleration framework called Fusion-3D, capable of instant
scene reconstruction and real-time rendering. Fusion-3D achieves
these goals through two key innovations: 1) an optimized end-to-
end processor for all three stages of the NeRF pipeline, featuring
dynamic scheduling and hardware-aware sampling in the first
stage, and a shared, reconfigurable pipeline with mixed-precision
arithmetic in the second and third stages; 2) a multi-chip archi-
tecture for handling large-scale scenes, integrating a three-level
hierarchical tiling scheme that minimizes inter-chip communica-
tion and balances workloads across chips. Extensive experiments
validate the effectiveness of Fusion-3D in facilitating real-time,
energy-efficient 3D reconstruction and rendering. Specifically,
we tape out a prototype chip in 28nm CMOS to evaluate the
effectiveness of the proposed end-to-end processor. Extensive
simulation based on the on-silicon measurements demonstrates
a 2.5x and 6x throughput improvement in training and in-
ference, respectively, compared to state-of-the-art accelerators.
Furthermore, to assess the multi-chip architecture, we integrate
four chips into a single PCB as a prototype. Further simulation
results show that the multi-chip system achieves a 7.3x and 6.5
throughput improvement in training and inference, respectively,
over the Nvidia 2080Ti GPU. To the best of our knowledge,
Fusion-3D is the first to achieve both instant (< 2 seconds) 3D
reconstruction and real-time (> 30 FPS) rendering, while only
requiring the bandwidth of the most commonly used USB port
(0.625 GB/s, 5 Gbps) in edge devices for off-chip communication.

Index Terms—Neural Rendering, VLSI, Accelerator.

I. INTRODUCTION

3D reconstruction from sparsely sampled 2D images of
a scene is a foundational task in numerous augmented and
virtual reality (AR/VR) applications, as shown in Fig. 1 [48].
Neural Radiance Fields (NeRFs) have emerged as the state-
of-the-art (SOTA) method for 3D reconstruction, thanks to
their photorealistic rendering quality [28], [45]. Another ad-
vantage of NeRFs is their relatively small storage footprint,
approximately 10 MB of parameters [13], [28], which is
notably smaller than traditional methods such as point cloud
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Fig. 1. Hlustrating NeRF-based 3D reconstruction and an application scenario.

reconstructions. This efficiency not only reduces communi-
cation bandwidth in latency-sensitive applications but is also
advantageous in scenarios with unstable network connections.
Moreover, real-world 3D reconstruction applications often
demand high performance, including instant training (recon-
struction) within 2 seconds [22], [29], [32] and real-time
inference (rendering) at a minimum of 30 FPS [47], [51],
which are essential for immersive experiences like virtual
telepresence [2]. Given the low storage needs of NeRFs [28§]
and stringent performance requirements, there is a trend to-
wards conducting NeRF training and inference at the edge [6],
[22] to achieve lower latency and conserve network bandwidth.

Despite the growing demand for 3D reconstruction at the
edge, existing commercial edge devices, e.g., the NVIDIA
Xavier NX embedded system [33], still struggle to achieve
the aforementioned requirements of instant reconstruction and
real-time rendering. Currently, these capabilities are primarily
confined to high-end GPUs, like the NVIDIA RTX 3090 [5],
[31]. To bridge this gap, recent studies [10], [13], [16], [18],
[22], [30] have developed dedicated accelerators, aiming to
enable instant reconstruction and real-time rendering on edge
devices. These works propose tailored acceleration methods to
overcome the execution bottlenecks, advancing the potential of
edge 3D reconstruction solutions for real-world applications.

Despite existing NeRF accelerators’ promises, they still
fall short in meeting two critical requirements imposed by
real-world deployments: 1) the practical off-chip bandwidth
demand and 2) the efficient scaling-up strategy to support
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Fig. 2. A visualization of the NeRF pipeline [31], including three stages: Stage I - sampling, Stage II - feature interpolation, and Stage III - post processing.

large-scale scenes [38], [52]. To understand the first require-
ment, let’s examine the NeRF pipeline, which typically in-
volves three stages: Sampling, Feature Interpolation, and Post-
Processing (see Sec. II-A). Existing NeRF accelerators focus
on accelerating the dominant operations within one or two
stages, relying on the host processor for the remaining stages.
This approach results in substantial inter-stage communication,
often leading to full utilization or even exceeding the practical
off-chip bandwidth limitations. For example, [22] and [30]
assume off-chip DRAM bandwidths of 59 GB/s and 231
GBY/s, respectively. These configurations exceed the bandwidth
capacities typically found in the latest edge devices, where the
most commonly utilized interface is the 5 Gbps (0.625 GB/s)
USB port [27], [33]. Additionally, real-world applications
often involve large-scale scenes, e.g., outdoor environments,
rather than single objects [1]. Previous solutions for enhancing
performance in larger scenes typically involve scaling up
the accelerator by adding more cores [16], [18]. However,
this incurs higher chip fabrication costs [15] and poses risks
of reduced yield due to larger chip areas [9]. Furthermore,
increasing the size of the accelerator exacerbates the off-
chip memory bandwidth issues and thus hampers its ability
to achieve both low latency and high throughput, which is
essential for real-time applications.

To overcome these challenges, we developed Fusion-3D,
which involves an end-to-end NeRF accelerator designed to
minimize off-chip communication and eliminate the external
memory access during inter-stage data transfers in the NeRF
pipeline and a multi-chip architecture as a more efficient
alternative to larger single accelerators for handling 3D recon-
struction and rendering of large-scale scenes. It is worth not-
ing that the aforementioned challenges cannot be effectively
addressed by simply adopting the end-to-end pipeline paired
with the multi-chip architecture. The main reasons for this
include inefficient sampling (C1), high precision requirements
(C2), heavy chip-to-chip communication (C3), and workload
imbalance between chips (C4), as detailed in Sec. II (here we
use C1/2/3/4 for challenges and T1/2/3/4 for corresponding
techniques). To address these challenges within the designs
of the end-to-end pipeline and multi-chip architecture, we
propose dedicated techniques in Sec. IV and Sec. V.

In summary, our contributions are as follows:

« We present Fusion-3D, which, to the best of our knowledge,
is the first accelerator that simultaneously supports instant
reconstruction (i.e., training) and real-time rendering (i.e.,
inference). It operates within the practical off-chip band-
width limits of the most commonly used 5 Gbps USB port

in edge devices and incorporates an efficient strategy to scale
up for handling large-scale scenes.

« We have developed a single-chip NeRF accelerator, the
first designed for end-to-end acceleration across all stages
of the NeRF pipeline. This accelerator integrates two key
techniques: 1) model normalization and partitioning com-
bined with dynamic workload scheduling, which streamline
complex computations and balance workloads in Stage I
(i.e., Sampling of NeRF processing); and 2) a shared, mixed-
precision pipeline that enhances computing unit utilization
and reduces numeric conversion overheads. To validate the
effectiveness of these proposed techniques, a prototype chip
has been fabricated in 28nm CMOS.

o Leveraging the aforementioned accelerator, we have co-
designed a multi-chip system to handle large-scale scenes,
offering a more efficient alternative to increasing chip size.
This system features a three-level hierarchical tiling: 1)
mixture-of-expert-based multi-chip tiling for spatial scaling
with minimized chip-to-chip communication; and 2) two-
level hash tiling to eliminate irregular memory accesses
and conflicts, ensuring balanced chip-to-chip workloads. We
have implemented a proof-of-concept by integrating four
chips onto a PCB board.

« Experiments and ablation studies validate the effectiveness
of our Fusion-3D. Specifically, the single-chip accelerator
achieves a 3.3x energy saving and a 2.5x speedup in
training, along with an 18.6x energy saving and a 6Xx
speedup in inference, compared to the latest NeRF solutions.
The multi-chip system demonstrates a 304 x energy saving
and a 7.3x speedup in training, as well as a 270x energy
saving and a 6.5x speedup in inference when compared
against the Nvidia RTX 2080 Ti GPU.

II. BACKGROUND, MOTIVATIONS, AND CHALLENGES
A. Background of NeRFs

The SOTA NeRF pipeline, shown in Fig. 2 [31], comprises
three stages: Stage I: the NeRF algorithm generates rays for
each pixel on the image to be rendered, and then samples
3D points in the 3D model space along these pixel rays.
The number of sampled points can either be small (e.g., 4,
5) or large (e.g., 128, 144, 255). Subsequent to sampling,
an occupancy grid is employed to filter out points in empty
spaces, reducing the computational demand for the other
two stages. In other words, only the points within non-zero
occupancy grids are stored and processed. Thus, the occupancy
grid naturally serves as a ‘“gating function” for our multi-
chip architecture, a discovery first made by this work (see



TABLE I
OFF-CHIP BANDWIDTH REQUIREMENTS OF EXISTING NERF ACCELERATORS
VERSUS OFF-CHIP BANDWIDTH AVAILABLE ON THREE COMMERCIAL EDGE

PLATFORMS
Support Off-Chip .
Platform H Training Connection Type Bandwidth
Prior Accelerators
RT-NeRF (Edge) [18] No LPDDR4-1600 17 GB/s
Gen-NeRF [10] No LPDDR4-2400 17.8 GB/s
NeuRex (Edge) [16] No LPDDR4-3200 25.6 GB/s!
Instant-3D [22] Yes (Instant) LPDDR4-1866 59.7 GB/s
NGPC [30] No GDDR6X 231 GB/s
RT-NeRF (Server) [18] No HBM2 510 GB/s
NeuRex (Server) [16] No HBM2 256 GB/s!
SOTA Edge Platforms
Nvidia XNX [33] USB32Gen1  0.625 GB/s?
Meta Quest 2/3/Pro [27] USB 3.2 Gen 1 0.625 GB/s2
Samsung S24 Ultra [41] USB 3.2 Gen 1 0.625 GB/s?
This Work
This Work || Yes (Instant) USB 3.2 Gen 1 0.6 GB/s

. Detailed numbers not reported in the paper, estimated based on the used
memory type (DDR4-3200, HBM2).

2 : Available bandwidth for connecting to dedicated accelerators.

Sec. V-A). Stage II: The feature interpolation stage extracts
features for each sampled 3D point, where each point will
be assigned features across different levels with distinct grid
resolutions. During this process, the target point’s features are
interpolated from the eight nearby vertices. Stage III: After
extracting features for each 3D point, an MLP is used to
determine the density and color for all points. Subsequently,
the renderer performs volumetric rendering to integrate these
attributes along each ray, resulting in a pixel.

B. Motivation 1: Bandwidth Limitation of Edge AR/VR Calls
for an End-to-End Accelerator

As shown in Fig. 3, training a NeRF model to an acceptable
quality (e.g., 25 PSNR [24], [49]) involves a total of 155
GB intermediate data volume. This indicates a substantial
memory bandwidth requirement for a 2-second instant training
process: around 12.5 GB/s for data exchange among the three
stages and 77.5 GB/s for off-chip data transfers within the
three stages. However, the off-chip bandwidths of typical
edge devices do not meet these requirements. Tab. I lists
the bandwidth requirements reported in previous accelerators
alongside the available bandwidth for dedicated accelerators
when integrated into SOTA edge platforms [27], [33], [41].
This bandwidth limitation prevents the seamless integration
of NeRF accelerators into existing systems without costly
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Fig. 3. Illustrating the data volume for the three stages in the NeRF pipeline
during training and the design boundaries covering different stages. The data
was obtained using Instant-NGP [31] on the NeRF-Synthetic Dataset [28].
Unlike prior works that cover varying numbers of stages, our work encom-
passes all stages to minimize inter-stage communication.

TABLE II
RENDERING QUALITY WITH QUANTIZED TRAINING MODELS

1000 Iter.
30.1 (J1.6)

200 Iter
26.0 (15.7)

Quantization Frequency' H Never

PSNR (INT8)> || 31.7

Every Iter.

Not Convergent

!': Quantize all the weights after every N iteration.

2: The exact PSNR number may change on different termination conditions. The
reported number is measured with a total iteration of 5000 on the NeRF-Synthetic
Dataset [28], averaged over all eight scenes of the dataset.

hardware upgrades (e.g., adding additional high-bandwidth
memories). Moreover, allocating less memory bandwidth to
these accelerators would compromise their ability to achieve
instant training or real-time rendering, thus failing to deliver
the immersive experience they are designed for.

However, as indicated in Fig. 3, only 700 MB of data trans-
fer is required for the input and output of the entire pipeline.
Thus, to address the above issue of impractical bandwidth
requirement, we propose an end-to-end NeRF accelerator with
heterogeneous modules for each stage, allowing all necessary
computations to be completed on-chip. This minimizes the
need for large volumes of off-chip data exchanges for partial
sums, as outlined in the blue box of Fig. 3. Additionally, by
organizing the three stages in a pipeline, our accelerator further
enhances its performance.

C. Challenges in Designing an End-to-End Accelerator

Challenge C1: Inefficient Sampling. As discussed in
Sec. II-B, the impractical off-chip bandwidth requirements
necessitate accelerator solutions to support the end-to-end
NeRF pipeline. Although Stages II and III in Fig. 3 dominate
the overall latency of the NeRF pipeline [16], [18], [22], [30],
once they are properly accelerated, e.g., by over 10x with
dedicated optimization [16], [22], the workload associated
with Stage I will become the new bottleneck. This necessitates
dedicated hardware optimizations for Stage I to achieve effi-
cient sampling and thus keep pace with the other two stages,
as corroborated by [21].

Challenge C2: Distinct Workload Patterns and Data
Precisions in Training and Inference. Previous research on
NeRF accelerators for inference [16], [18], [30] and training
[22] has indicated the necessity for both real-time (>30 FPS)
inference and instant (<2 s) training in edge AR/VR systems.
However, the workload patterns during inference and training
can differ significantly. For instance, during inference, Stage
II primarily aggregates features, while in training, it focuses
on the distribution of gradients. Moreover, NeRF training
demands higher precision and relies on floating-point opera-
tions. Tab. II illustrates that quantized training can nontrivially
hurt model quality, based on experiments with Instant-NGP
[31]. The requirement to support both training and inference,
along with their unique workload patterns and data precisions,
poses a significant challenge: how to efficiently accelerate both
processes within a single system.

D. Motivation 2: Scalability Limitation of Prior NeRF Accel-
erators Calls for a Multi-Chip System

To accelerate 3D reconstruction and rendering for large real-
world scenes, or to meet higher performance requirements,
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spatially scaling up an accelerator by adding more cores is
commonly adopted, as observed in [16], [18], [22]. However,
the increased area reduces manufacturing yield and raises
tapeout costs. For instance, the yield decreases from 99% to
72% for RT-NeRF [18] based on the yield model in [9], which
results in a doubling of the cost per unit area. Additionally,
scaling up the chip area limits flexibility in adapting to
the diverse core number requirements of different devices,
such as high-end and middle/low-end AR/VR devices. These
challenges are further exacerbated by off-chip bandwidth lim-
itations, as discussed in Sec. II-B. For example, there is an
increase of 20-fold in memory bandwidth requirements when
scaling up RT-NeRF [18] and NeuRex [16]. For example, RT-
NeRF (Server) needs 510 GB/s of bandwidth but RT-NeRF
(Edge) only requires 17 GB/s, as detailed in Tab. I.

In this work, we explore an orthogonal approach to scaling
up by using multiple chips. Such a design can reduce chip
fabrication costs, but it introduces challenges associated with
managing higher-cost chip-to-chip communication [25], [37],
[43], [53]. To address this, we propose algorithm-hardware
co-design techniques to minimize chip-to-chip communication
volume and prevent workload imbalance across chips.

E. Challanges in Designing the Multi-chip System

Challenge C3: Heavy Chip-to-Chip Communication.
Given the trend toward larger neural networks/models, multi-
chip systems have become a cost-effective alternative to
scaling up chip area, as discussed in [9], [42]. Despite the
advantages, these systems may suffer from performance degra-
dation due to the latency in chip-to-chip communication and
the limited bandwidth available for such interactions [12].
To this end, we introduce an algorithm-hardware co-designed
approach (see Sec. V-A). Specifically, we are the first to exploit
the built-in gating function of NeRF (i.e., the occupancy grid
as mentioned in Sec. II-A) to build a Mixture-of-Experts
(MoE) NeRF model that reduces the need for intermediate
data communication among chips, thus largely reducing the
chip-to-chip communication volume.

Challenge C4: Workload Imbalance among Chips. An-
other challenge in a multi-chip system is workload balancing.
All chips must complete their jobs before the aggregated

(b)
Fig. 4. Overview of the proposed Fusion-3D system: (a) the block diagram of our single-chip accelerator and (b) our multi-chip system.

result can be derived. Consequently, if one chip’s runtime is
significantly longer than others, it creates a bottleneck for the
entire system. We propose a method to regularize memory
accesses, as detailed in Sec. V-B. This method specifically
targets the mitigation of memory access conflicts, which often
lead to varied runtimes due to the differences in access times.
By diminishing these conflicts, we effectively ensure a more
balanced runtime across all chips.

ITI. SYSTEM OVERVIEW
Fig. 4 shows an overview of the proposed Fusion-3D
system, comprising two levels of hierarchy: Single-Chip and
Multi-Chip. This section briefly introduces these two levels
and then provides their details in Sec. IV and Sec. V, respec-
tively.

A. Overview of the Fusion-3D’s Single-Chip Accelerator

Fusion-3D’s single-chip accelerator is designed to address
the impractical bandwidth requirement limitations of existing
NeRF acceleration, as discussed in Sec. II-B. To achieve this,
it offers end-to-end acceleration for all three stages of the
NeRF pipeline and addresses the challenges associated with
end-to-end acceleration. As shown in Fig. 4(a), the single-chip
architecture comprises six major components: three computing
modules and three supporting modules, introduced below:

¢ 1) The Sampling Module is designed for processing Stage I
of the NeRF pipeline. Here, we address Challenge C1:
the heavy sampling workload in this stage. We develop
Technique T1: efficient pre-processing and dynamic work-
load scheduling to mitigate this challenge, as detailed in
Sec. IV-A. This module comprises a pre-processing unit and
16 parallel sampling cores.

¢ 2) The Feature Interpolation (Intp.) Module and 3) the
Post Processing (Proc.) Module are designed to execute
Stages II and III of the NeRF pipeline, respectively. In
these stages, we identify Challenge C2: the need for effi-
ciently supporting both training and inference within a single
hardware system and the requirements for high precision
during training. To address this, we propose Technique T2:
a shared and reconfigurable pipeline with a mixed-precision
multiplier, as detailed in Sec. IV-B.
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e 4) The Memory Clusters serve as shared memory
spaces for the three computing modules mentioned above.
Equipped with multiple SRAM arrays, these clusters enable
simultaneous access by all computing modules. Software-
configurable connections between the arrays and comput-
ing cores facilitate a ping-pong buffer mechanism, fur-
ther enhancing acceleration performance. 5) The Inter-
face/Controller Module is responsible for top-level control,
managing data transmission and reception to and from exter-
nal sources. 6) The Network-on-Chip (NoC) Module acts
as the connectivity layer, interlinking all the aforementioned
modules for efficient communication.

B. Overview of Fusion-3D’s Multi-Chip Accelerator

To enhance scalability as discussed in Sec. II-D, we propose
a multi-chip system for handling larger scenes, as depicted in
Fig. 4(b). In this multi-chip system, we identify Challenge
C3: the latency and high energy consumption associated with
data transfer between chips. To mitigate this, we introduce
Technique T3: a hardware-algorithm co-designed multi-chip
collaboration scheme, detailed in Sec. V-A, aimed at reduc-
ing inter-chip communication volume. Additionally, within
the multi-chip system, we address Challenge C4: workload
imbalance caused by irregular memory accesses, which can
adversely affect system-level performance. Our response is
Technique T4: a memory access regularization strategy, de-
scribed in Sec. V-B, aiming to even out memory access
variations and balance the workload across chips.

IV. FUSION-3D: SINGLE-CHIP END-TO-END
ACCELERATION

A. Technique T1: Optimized Sampling: Model Normalization
& Partitioning and Dynamic Workload Scheduling

1) Technique T1-1: Model Normalization & Partitioning:
In the sampling stage, the initial task is to identify intersec-
tion points between a ray and the 3D model bounding box,
thereby establishing the sampling start (¢¢) and end (¢1) points.
The diverse and irregular shapes of objects/scenes result in

bounding boxes of varying dimensions across 3D space. Con-
sequently, detecting ray-model intersections is computationally
demanding, involving solving six linear equations (requiring
18 divisions, 54 multiplications, and 54 additions [26]). This
complexity, coupled with the limited computational capac-
ity of AR/VR devices, hinders the acceleration of this and
subsequent steps. To reduce the computational complexity
in detecting start (fy) and end (¢1) points, we propose the
Model Normalization & Partitioning technique. This technique
first normalizes the model region into a standard cube with
coordinates ranging from [0,0,0] to [1,1,1] as depicted in the
upper part of Fig. 5(a). As a result, the starting (o) and
end (t1) points can be efficiently calculated by solving a
much-simplified equation, thanks to the fixed bounding box.
Specifically, the model normalization helps to fix some of the
parameters in the linear equations, allowing us to simplify the
equations to solve ¢y and t1. This simplified calculation only
needs 3 multiplication and 3 Multiply-Accumulate (MAC) op-
erations [36], significantly reducing the computational burden.
Consequently, our NeRF accelerator can compute multiple
intersections simultaneously without requiring more compu-
tation resources than the standard pipeline. To parallelize the
sampling process between the ray and the normalized space,
we divide the whole space into eight cubes and perform the
aforementioned starting and end point computation on the ray
and these eight cubes, as shown in the lower part of Fig. 5(a).
Only the ray-cube pairs with valid intersections proceed to the
subsequent sampling cores, while those without intersections
are discarded. As the first end-to-end work investigating the
sampling process in NeRF, this work, for the first time,
finds and emphasizes that model normalization is vital for
end-to-end customized hardware as it can greatly reduce the
computation in the first stage of the pipeline (as validated in
Sec. VI-C) and simplify the design of corresponding hardware.

2) Technique TI1-2: Dynamic Workload Scheduling: The
valid ray-cube pairs continue to the multi-core sampling
processor to determine the sampled points. However, the
number of valid ray-cube pairs for one ray (e.g., 1~3)
and the number of sampled points for each ray-cube pair
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unit sharing. (b) The schematic of the proposed reconfigurable interpolation array. (c) The time-division multiplexing between inference and training for the
shared pipeline. (d) The schematic of the proposed FP-INT efficient multiplier, and its area & power saving.

(e.g., 3~100) vary significantly. Employing a simple ray-by-
ray or pair-by-pair workload scheduling approach can cause
underutilization of the multiple sampling cores. Therefore,
we introduce the Dynamic Workload Scheduling technique
to enhance the utilization, as visualized in Fig. 5(c). This
sampling controller continuously checks the availability of
the sampling cores (see Fig. 4(a)). Once the number of
available sampling cores exceeds the number of cores needed
for computations corresponding to an entire ray, the controller
dispatches all the ray-cube pairs in this ray for execution.
The purpose of using this threshold, rather than launching
execution as soon as a single core becomes available, is to
strike a balance between the complexity of the control logic
and the achievable performance. Additionally, this approach
reduces the required intermediate buffer size by alleviating the
need to store the partial sum associated with each ray. Hence,
this dynamic scheduling technique ensures efficient utilization
of sampling cores, enabling the processor with fewer stalls.

B. Technique T2: Optimized Feature Interpolation and Post
Processing - Shared and Reconfigurable Pipeline with Mixed-
Precision Multiplier

1) Technique T2-1: Shared and Reconfigurable Datapath
with Time-Division Multiplexing between Inference and Train-
ing: As mentioned in Challenge C2, there is a need to support
both inference and training. We address this need from three
perspectives: 1) directly reusing hardware for both purposes,
2) reconfiguring hardware that cannot be directly reused, and
3) utilizing under-utilized hardware for inference tasks during
training periods.

1) To achieve direct resource sharing between inference and
training, we begin by examining their similarities. For Stage II,
both inference and training require the computation of nearby
vertices’ coordinates, feature indices, and interpolation weights

from input coordinates. Consequently, these hardware compo-
nents—nearby vertices’ coordinate generation, feature index
computation, and interpolation weight determination—can be
shared in both modes. This enhances area efficiency by
eliminating redundant computing modules, as illustrated in
Fig. 6(a). 2) Next, let’s examine the differing workloads
between inference and training: In the forward pass, outputs
of eight multiplications are accumulated, similar to an adder
tree, whereas in the backward pass, results are added back to
the original features, akin to an inverse adder tree, and stored
in the feature SRAM. These differences are denoted by blue
and red lines in Fig. 6(a), representing inference and training,
respectively. In other words, inference and training share the
same computation graph structure but with inverse edges. This
symmetrical yet distinct workload leads to the proposed shared
reconfigurable interpolation array, as shown in Fig. 6(b). This
array enhances area efficiency by negating the need for sepa-
rate hardware for inference and training. Functioning either as
a MAC tree for the forward pass or a vector multiplication unit
for the backward pass. 3) After understanding the workloads
between training and inference above, we investigate whether
there is underutilized hardware during training that can be
utilized to perform inference. Specifically, during training,
the three-step feature updates—comprising one cycle each for
reading, computing, and writing back to SRAM—create an
IDLE slot in the feature memory during computation, which
reduces system efficiency. To utilize this IDLE slot in memory
effectively, we schedule an inference task with a training task,
as depicted in Fig. 6(c).

2) Technique T2-2: FP-INT Efficient Multiplier: The ex-
perimental results in Tab. II confirm the necessity of floating-
point representation for NeRF model training. However, cer-
tain operations, such as interpolation weight computation in
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Stage II still utilize integers. The resulting mixed multipli-
cations, combining integer and floating-point numbers, pose
challenges. Traditionally, a design that includes an Integer-
to-Floating Point (INT2FP) conversion unit followed by a
complete Floating Point Multiplier (FPMUL) is used, which
increases area/power overhead. To overcome this drawback,
we develop an FP-INT Efficient Multiplier (FIEM). The FIEM
module processes the fraction and exponent of the floating
point input separately, first multiplying the fraction by the
input integer and then combining this result with the expo-
nent. This approach conserves area compared to using a full
FPMUL. The module’s schematic is shown in Fig. 6(d).

3) Ablation Study for Technique T2: Post-layout simu-
lation results indicate that 87.4% of the area in Stage II is
directly shared between inference and training, while 12.6%
of the area is reused. Additionally, compared to the traditional
approach of an INT2FP unit followed by a FPMUL, the FIEM
achieves a 55% area reduction and a 65% power saving, as
shown in Fig. 6(d).

V. FUSION-3D: MULTI-CHIP FOR ENHANCED
SCALABILITY

A. Technique T3: Multi-Chip Design with Mixture-Of-Expert

To design a multi-chip system capable of handling large
neural networks/models, a common approach involves map-
ping each layer to a specific chip or distributing several
computationally intensive layers across multiple chips [12].
However, this strategy leads to significant data transfer de-
mands for inter-layer and intra-layer communication, thereby
increasing latency and energy costs associated with chip-
to-chip communication, which can outweigh the benefits of
parallelization across multiple chips. To reduce data transfer in
multi-chip systems, we extend the Mixture-of-Experts (MoE)
concept [7], [8], [14], [17], [39]. Typically, MoE utilizes
small “experts” and a gating function for input-specific expert
selection. Our method, referred to as “Level 1 Tiling” divides
the entire model into complete, smaller models or “experts”
and assigns each chip an expert, as illustrated in Fig. 7(a).
Regarding the gating function in our proposed MoE method,
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Fig. 8. Visualization of our MoE-based multi-chip design. Different region colors indicate the corresponding region features are mainly learned by different
experts. Taking the NeRF-Synthetic tractor scene as an example, the left-bottom region is learned by Expert 2 (green), while the right-top region is learned

by both Expert 1 (red) or Expert 3 (blue).



we use occupancy grids (as mentioned in Sec. II-A) as built-
in gating functions within each expert (chip). Thus, we can
simply use addition to fuse the outputs from all experts via an
Input-Output (I/O) module. Through our MoE design, com-
munication between chips during inference/training is greatly
reduced (see Sec. VI-C). The workload distribution among
chips is visually depicted in Fig. 8, highlighting how different
experts tend to specialize, automatically dominating different
pixels during the training process. Additionally, our MoE-
based multi-chip system flexibly adapts to varying numbers of
chips, as shown in the upper row of Fig. 8, where workload
assignment automatically adjusts to accommodate the number
of chips.

B. Technique T4: Two-Level Hash Tiling

In the feature interpolation stage (i.e., Stage II), each
sampled point requires eight memory accesses to retrieve
features from its eight nearest vertices. This process can lead
to bank conflicts because feature indexing functions, such as
the random hash function in the SOTA design [31], may map
nearby vertices to the same memory bank, causing conflicts
during these accesses. These conflicts can cause memory
access times for a single sampled point to vary from 1 (i.e.,
no conflict) to 8 cycles (i.e., all accesses target the same
bank). This variability in runtime equivalently causes workload
imbalances across chips, leading to the stalling of faster chips.

To tackle the memory access conflicts and, thus, variable
runtimes, we propose a two-level hash tiling strategy to map
features of vertices onto proper SRAM banks. The first level,
termed “interpolation level tiling,” is noted as “Level 2 Tiling”
in conjunction with the previously mentioned “Level 1 Tiling”
in Sec. V-A, as illustrated in Fig. 7(b). The eight nearest
vertices of each sampled point are generated by offsetting
the X, Y, and Z coordinates by one unit. Because the hash
function applies larger factors to the Y and Z offsets [31],
vertices with varying YZ offsets show a wider distribution
in hash table addresses (average distance approximately 1/4
of the hash table size). Leveraging this, we partition the
feature hash table into four groups, each characterized by a
unique YZ offset and a dedicated SRAM group. To further
mitigate memory conflicts, we utilize a property of the hash
function: addresses that are offset by one unit along the X
coordinate always exhibit opposite parities. To leverage this
property, we allocate two SRAM banks for even and odd X
address parities, respectively, thus resolving potential conflicts
in vertex memory access within a YZ SRAM group. This
configuration is illustrated in Fig. 7(c) and is referred to as
“Level 3 Tiling,” which is also noted as “parity level tiling.”

VI. EXPERIMENTS
A. Evaluation of Fusion-3D’s Single-Chip Accelerator

Evaluation Methodology. To evaluate the performance and
practical viability of Fusion-3D’s end-to-end single-chip accel-
erator, we conduct two sets of evaluations. First, we tape out
a silicon prototype chip and measure its performance to verify
our design’s functionality and to characterize its performance.
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Fig. 9. The fabricated prototype for Fusion-3D’s single-chip accelerator: (a)
die photo, (b) measured results, and (c) resource breakdown for different
modules.

Second, for a fair comparison with other NeRF accelerators,
we design a scaled-up single-chip accelerator with resources
similar to the baselines, for which we develop a cycle-accurate
simulator based on the measured results of the prototype
chip and validate through post-layout simulations. Finally, we
evaluate this scaled-up accelerator against the baselines.

Details of Fusion-3D’s Prototype Chip. Here are the
implementation, chip configuration, and measurement of the
single-chip accelerator prototype chip. 1) Chip implementa-
tion: We implement the design in Verilog HDL, then adopt
Cadence EDA tools [3], [4] to generate the layout, and finally
tape out this silicon prototype chip in a commercial 28nm
CMOS technology. Fig. 9(a) is the die photo. The spec table
is shown in Fig. 9(b). 2) Chip configuration: The prototype
chip features a Sampling Module, a Feature Interpolation
Module with five feature interpolation cores, one Post Pro-
cessing Module, and two Memory Clusters. Their detailed
configurations are summarized in Fig. 9(c). Additionally, their
area and power breakdown are presented in Fig. 10(c). 3) Chip
measurement set-up: The chip measurement set-up is shown
in Fig. 10(b). Specifically, the chip is mounted on a PCB
board (see Fig. 10(a)); A power supplier provides the supply
voltages for the chip and reports the current; Simultaneously,
a clock generator supplies clock signals to the chip; Addition-
ally, an FPGA board acts as an interface with the PC [54].
During measurement, we characterize the operating frequency
under different chip supply voltage, the results are shown in
Fig. 10(d). 4) Chip Measurement Results. We evaluate the
silicon-validated prototype chip across three metrics: i) We
verify the chip’s functionality by matching the chip results
and the algorithm outputs, the results show a PSNR difference
within 0.1. ii) We verify the chip’s performance by measuring
the start and end time for a specific task, results show that
it can achieve 36 FPS in rendering or 1.8 s training at 600
MHz clock frequency separately. iii) We verify that the chip
consumes 1.21 W of power when running at 600 MHz by
multiplying the supply voltage and the average current read
from the ammeter.




TABLE III

THE PROPOSED SINGLE-CHIP ACCELERATOR VS. SOTA NERF ACCELERATORS IN TERMS OF ACCELERATOR RESOURCES AND EFFICIENCY PERFORMANCE

H Nvidia Jetson Nano  Nvidia Jetson XNX RT-NeRF Instant-3D NeuRex MetaVRain This Work
[35] [331] ICCAD’22 [18] ISCA’23 [22] ISCA'23 [16] ISSCC’23 [13]
Silicon Prototype [l No No No No No Yes Yes
Process [l 20 nm 12 nm 28 nm 28 nm 28 nm 28 nm 28 nm
Die Area [ 118 mm? 350 mm? 18.85 mm? 6.8 mm? 3.14 mm? 20.25 mm? 8.7 mm?
Clock Frequency H 900 MHz 1100 MHz 1000 MHz 800 MHz 1000 MHz 250 MHz 600 MHz
SRAM Size H 2,500 KB 11,000 KB 3,500 KB 1,536 KB 884 KB 2,050 KB 1,099 KB
Core Voltage [l N/A N/A 1V 1Y% N/A 095V 095 V
NeRF Algorithm H Hash Grid Hash Grid Dense Grid Hash Grid Hash Grid MLP Hash Grid
Instant Training (<2s) [l No No No Yes No No Yes
Real-time Inference (>30 FPS) H No No Yes Yes Yes Yes! Yes
End-to-End Train&Infer. Support || Yes Yes No No No No Yes
Inference Throughput? I 2.5 M/s 12.5 M/s 288 M/s NR 112 mys* 13.8 M/s 591 MUs
Training Throughput? [l 0.5 M/s 2.6 M/s N/S 32 M/s N/S N/S 199 M/s
Inference Energy/Point® [ 192 n] 486 nl 27 nJ N/R 41 nJ* 65 nJ 2.5n)
Training Energy/Point® [l 943 nJ 2357 nJ N/S 59 nJ N/S N/S 7.4 nJ
Off-Chip Bandwidth [l 25.6 GB/s 59.7 GB/s 17 GB/s 59.7 GB/s N/R N/R 0.6 GB/s

! MetaVRain adopts image warping, so if there are more than 97% of the overlapped pixels between the current and last frames, it can achieve real-time inference.

2 For throughput, we use the no. of sampled points per second following [13], 591 M/s means processing 591 million sampled points (from Stage I: sampling) per second.
3 For energy, we use energy consumption per sampled point as per the standard in literature [13].
4 Estimated based on the speedup and energy saving over [33] reported in [16], where only the result on one of the eight scenes in the NeRF-Synthetic dataset [28] is reported.

5 N/A: Not Applicable, N/R: Not Reported and can not be computed based on the reported data, N/S: Not Supported

Details of Fusion-3D’s Single-Chip Accelerator. Here, we
provide details on the configuration, benchmark dataset, and
evaluation standard of the single-chip accelerator: 1) Single-
chip accelerator configuration: To ensure a fair comparison
with other NeRF accelerators (see Tab. III) that use larger on-
chip resources than our prototype chip, we design a single-chip
accelerator to includes five additional Feature Interpolation
cores and three more Memory Clusters than the prototype
chip. This scaled-up accelerator occupies an area of 8.7 mm?,
based on post-layout estimation. We then develop a cycle-
accurate simulator to simulate and evaluate the performance of
our single-chip accelerator. The simulator’s technology-related
parameters, such as memory access cost, are characterized by
the prototype chip, and its functionality is validated through
post-layout simulations. 2) Dataset and evaluation standard:
We use the NeRF-Synthetic dataset [28], commonly used
as a normal-scale scene dataset (800x800 resolution), for
evaluating the performance of both single-chip inference and
training tasks. Because different NeRF accelerators may adopt
different algorithms, we use inference/training quality on the
same dataset (i.e., PSNR) as a unified standard for all the
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devices. Specifically, for NeRF training tasks, the runtime
is measured when the training quality reaches 25 PSNR
following prior works [22], which is recognized as “acceptable
quality”; and for NeRF inference tasks, we use 30 PSNR as
the standard following prior works [18], as this is recognized
as good quality to human eyes [11], [19], [40].

Evaluation Results of Fusion-3D’s Single-Chip Acceler-
ator. We benchmark the single-chip accelerator against six
baselines, including two SOTA edge GPUs [33], [35] and
four SOTA NeRF accelerators [13], [16], [18], [22]. Tab. III
summarizes their detailed performance comparison. First, the
single-chip accelerator achieves 1.36x inference throughput
speedup w.r.t. the best baseline [18] for inference and 4.15x
training throughput speedup w.r.t. the best baseline [22] for
training. In addition, compared with the best baselines in terms
of inference [18] / training [22] throughput, our single-chip
accelerator also has a 19x/25x energy efficiency improvement
for inference/training, respectively. Finally, compared with
the baseline accelerators [16], [22] adopting the same NeRF
algorithm [31], our accelerator demonstrates 6x inference
speedup w.r.t [16] and 2.5x training speedup w.r.t. [22].
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Fig. 10. Chip measurement setup and results: (a) The packaged chip is mounted onto the PCB board and uses a socket, (b) measurement set-up photo, (c)
the area and power breakdown of the fabricated chip, and (d) the measured voltage-frequency curve of the fabricated chip.
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B. Evaluation of Fusion-3D’s Multi-Chip System

Evaluation Methodology. To evaluate the multi-chip sys-
tem, we first design a PCB board-based multi-chip prototype
using an FPGA as the I/O module and integrating four
prototype chips. This prototype is used to verify the functional
correctness of the multi-chip system and to characterize the
communication bandwidth supported by this low-end sub-
strate, i.e., the PCB board. We then develop a cycle-accurate
simulator to represent a multi-chip system, emulating the
integration of four scaled-up single-chip accelerators on a PCB
board. This setup enables us to make a fair comparison with
the baselines.

Details of Fusion-3D’s PCB-based Multi-Chip Prototype.
We design the multi-chip prototype mentioned above, using an
8-layer PCB board (see Fig. 4(b)). This prototype incorporates
an FPGA as the I/O module, which performs the gating func-
tion detailed in Sec. V-A; Additionally, four of the prototype
chips (see Fig. 9(a)) are mounted on the PCB board and
communicate with the I/O module. This multi-chip prototype’s
measurement setup is akin to that of the single-chip prototype
shown in Fig. 10(b). We measure the PCB prototype using
two metrics: 1) We verify the functionality using the same
protocol as the single-chip setting. 2) We verify that the 0.6
GB/s bandwidth can be achieved by the low-cost PCB board.

Details of Fusion-3D’s Multi-Chip System. 1) Multi-
chip system configuration: For a fair comparison with the
baseline cloud accelerators, we design a multi-chip system
comprising four scaled-up single-chip accelerators as config-
ured in Sec. VI-A, along with an I/O module. The I/O module
runs the same functions as those on the FPGA I/O module
in the multi-chip prototype. It is worth noting that the area
and the SRAM size of the multi-chip system are not simply
four times that of a single chip. These numbers account for
both the four scaled-up single-chip accelerators and the 1/O
module, which introduces a 0.5% area overhead and a 2.3%
SRAM size overhead in the I/O module. The I/O module
is implemented using the same technology and follows the
same synthesis, placement, and routing flow as the single-
chip accelerators to ensure a fair comparison. We then design
a cycle-accurate simulator to evaluate the multi-chip system.
The simulator’s I/O bandwidth is derived from the multi-chip
PCB prototype, and its functionality is validated through post-
layout simulations. 2) Dataset and evaluation standard: We
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TABLE IV
THE PROPOSED MULTI-CHIP SYSTEM VERSUS SOTA NERF ACCELERATORS IN TERMS OF
ACCELERATOR RESOURCES AND ENERGY EFFICIENCY PERFORMANCE.

H Nvidia 2080Ti  RT-NeRF-Cloud NeuRex-Server  This Work
[34] ICCAD’22 [18] ISCA’23 [16]
Process i 12 nm 28nm 28nm 28 nm
Die Area H 754 mm? 565 mm? 21.37 mm? 35 mm?
Clock Frequency H 1350 MHz 1000 MHz 1000 MHz 600 MHz
SRAM Size || 27394 KB 105,000 KB 4,644 KB 4,500 KB
Typical Power i 250 W 240 W 6.1 W 6.0 W
Inference Throughput/Watt || 0.4 M/s 34 M/s! 50 M/s! 98.5 M/s
Training Throughput/Watt || 0.1 M/s 332 M/s
Off-Chip Bandwidth H 616 GB/s 510 GB/s 512 GB/s? 0.6 GB/s

! Estimated based on the reported data on the reported dataset in the papers.
2 Estimated based on the evaluation setup in [16].
TABLE V
SPEEDUP AND ENERGY SAVING ACHIEVED BY OUR PROPOSED MULTI-CHIP SYSTEM W.R.T.
NVIDIA 2080T1 [34] ON THE SEVEN SCENES OF NERF-360 [1] WITH THE SAME MODEL.

‘ ‘ bicycle bonsai counter garden kitchen room  stump

Inference Speedup 9.2x 8.2x 6.1x 3.1x 59x% 7.3x 53x
Training Speedup 8.7x 8.8x 5.5x% 6.7x 5.7x 7.1x 8.5x
Inference Energy Eff. 380x 342x 255% 128 x 244 x 302x  221x
Training Energy Eff. 359x 365x% 229% 279% 236% 295x  351x

select the NeRF-360 dataset [1], widely recognized as a real-
world large-scale scene dataset [52]. We set 25 PSNR as this
unified standard for both large-scale training and inference
tasks, referring to [38], [52].

Evaluation Results of Fusion-3D’s Multi-Chip System on
Real-World Large Scale Scenes with Different Complexity.
We benchmark the multi-chip system against a cloud GPU [34]
and two SOTA cloud NeRF accelerators [16], [18], with a
summary in Tab. IV. To align with the power constraints of
AR/VR devices (around 8 W [27]), we compute throughput per
watt for a fair comparison. Our system outperforms the best
baseline [16] with a 1.97 x improvement in inference through-
put per watt and a 332x improvement in training throughput
per watt compared to the cloud GPU [34]. Notably, we require
only 0.6 GB/s off-chip bandwidth (plus 2.4 GB/s intra-system)
to achieve this performance, two orders of magnitude less than
the baselines. In additional comparisons with the cloud GPU
baseline [34] on the NeRF-360 dataset [1] (see Tab. V), this
work achieves up to 7.3x speedup and over 267.4x energy
efficiency in training, demonstrating improvements in both
speed and energy efficiency.

C. Ablation Study

Speedup Achieved by the Proposed Technique T1. To
validate the effectiveness of the proposed technique T1 in
Stage I, we conduct ablation studies to evaluate the speedup
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TABLE VI
ABLATION STUDY FOR THE SAMPLING MODULE ON THE EIGHT SCENES OF
THE NERF-SYNTHERIC DATASET [28].
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attributable solely to technique T1. Following the single-chip
evaluation methodology outlined in Section VI-A, technique
T1 achieves a speedup ranging from 5.4x to 20.2x across
various scenes, compared to naive sampling modules without
the proposed technique, as detailed in Tab. VL.

Communication, Area, and Latency Savings Achieved
by the Proposed Techniques T3 and T4. To validate the ef-
fectiveness of the proposed techniques T3 and T4, we conduct
a series of ablation studies within the same settings described
in Sec. VI-B. As depicted in Fig. 12(a), the communication
volume across chips is reduced by 94% using the MoE-
based multi-chip design. Owing to the regularized memory
access, the need for a crossbar-like memory access unit is
eliminated. Instead, a straightforward one-to-one connection is
implemented, leading to significant area and latency savings
as illustrated in Fig. 12(b) and (c). Furthermore, the reduction
in randomness results in the variance of the feature fetching
latency becoming zero, as indicated in Fig. 12(d), suggesting
a more balanced latency. Lastly, the memory access pattern is
depicted in Fig. 12(e), where, with the proposed level 2 and
3 tiling, each access is aligned with a single memory bank,
effectively eliminating all access conflicts.

PSNR and Convergence Comparison Between the Pro-
posed Technique T3 and the Original Single Large Model.
To examine the impact on PSNR and convergence of the
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Fig. 13. Experiments on the scalability of this work: (a) The testing PSNR
w.r.t. training iterations on the Room scene [1], which is commonly used in
recent NeRF works for ablation study [20], [46]. (b) The testing PSNR and
required memory bandwidth for 2-second training when adopting different
model sizes on NeRF-Synthetic dataset [28].
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proposed technique T3, we conduct experiments comparing
PSNR versus training time. These experiments involve various
configurations of small models within the MoE model against
the original single large model. As illustrated in Fig. 13(a),
the MoE model, comprising four small models, is capable of
achieving a PSNR comparable to that of the large model within
the same training time, thereby matching the convergence
speed. Notably, each small model in the MoE configuration
has a hash table size of 2%, whereas the large model has a
hash table size of 2'6. Furthermore, it is observed that the
convergent PSNR improves as the number of small models
(i.e., the number of chips) increases.

Bandwidth Savings Across Different Model Sizes. We
present a curve in Fig. 13(b) that illustrates the bandwidth
requirements across various single-chip model sizes, which
are sufficient to meet a 2-second training time constraint.
Observations include: 1) Our proposed techniques consistently
reduce the off-chip bandwidth requirements across different
model sizes; 2) Using the same model size as the SOTA
NeRF training accelerator (i.e., 2'6 4 2% as reported in [22]),
we achieve a 76% bandwidth reduction compared to this
SOTA accelerator. This 76% reduction (44 GB/s) is solely
attributable to our optimized end-to-end pipeline; 3) In our
current configuration, all hash tables can be stored on-chip,
utilizing only 2 x 5 x 64 KB of SRAM, which results in a
minimal bandwidth requirement of only 0.6 GB/s.

Effectiveness of the Proposed Techniques When Adapted
to Other NeRF Pipelines. Our key components are adaptable
to various NeRF pipelines as these pipelines share common
components, such as the sampling and post-processing mod-
ules referenced in [18], [28], [31]. Consequently, our proposed
designs for these modules can be employed in other NeRF
implementations. Specifically, when integrating the proposed
Sampling and Post-Processing modules into TensorRF [5]
(while retaining its Feature Interpolation Module), we observe
a 39% reduction in power consumption and an 11% reduction
in area compared to RT-NeRF [5]. Furthermore, our MoE
design integrates seamlessly with the final output stages of
various NeRF pipelines, making it fundamentally compatible
with different architectural designs. When the MoE configura-
tion was applied to TensorRF [5], four smaller models (each
with 1282 parameters) achieve a PSNR difference of only -
0.5 when compared to a single larger model (with 4 x 1283
parameters) using the NeRF-Synthetic dataset [28].

Speedup Breakdown Analysis. The design methodology of
this work is to first push the speed of Stage II to fit the need for
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Fig. 14. (a) The block diagram of the chiplet-based multi-chip system. (b)
The required I/O module area to keep off-package bandwidth to 0.6 GB/s
with different model sizes. The area of the I/O module is the sum of the area
of the current implemented I/O module without any buffer and the SRAM
area computed using the datasheet.

real-time inference and instant training, then match the speed
of Stages I and III by adjusting the number of computing cores.
Thus, the speedups for different stages are the same, in other
words, all the stages have a 47x and 76x speedup during
inference and training w.r.t. Nvidia XNX [33], respectively.

D. Integration into Existing Systems.

This work integrates easily into existing AR/VR systems
like a USB drive, as this dedicated accelerator requires only
0.6 GB/s of memory bandwidth, which is lower than the
common USB connection bandwidth [50] of 0.625 GB/s
in edge devices [27], [41]. We demonstrate an integration
example in Fig. 4(b), using an FPGA for interfacing our
prototype chip with the host SoC like Meta’s avatar chip [44].

VII. RELATED WORKS

Several accelerators have been developed for NeRF.
MetaVRain [13] utilizes MLP-based NeRF pipelines [28]. It
employs image-warping to reuse the previous frame’s image
in the current frame to reduce computation. RT-NeRF [18], fo-
cusing on the TensorRF [5] algorithm, introduces a sparse en-
coding scheme for enhanced hardware efficiency. NGPC [30],
Instant-3D [22], and NeuRex [16] target the Instant-NGP [31]
algorithm. NGPC focuses on integrating NeRF units into
existing GPUs. Instant-3D aims to shrink the feature table
size by decoupling color and density branches and introduces
a memory reordering & merging scheme to address memory
access irregularities. NeuRex concentrates on space tiling and
enhancing neural network accelerators with specialized hash
encoding engines.

VIII. DISCUSSION AND FUTURE WORK

Discussion on the Impact of Chiplet to Design Scaling.
Using chiplets can reduce the number of chips needed when
designing systems to handle larger models. Chiplets provide
higher bandwidth between chips in the advanced package, as
noted in [42]. This high bandwidth enables the integration of a
buffer in the I/O module, which connects to the four computing
chips in our multi-chip system with a higher bandwidth than
that of the off-chip connections, as shown in Fig. 14(a).
This buffer allows the computing chips to be temporally
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reused with a low off-package bandwidth by caching data
within the package instead of performing off-package data
exchanges. This setup helps avoid the need to spatially add
more chips simply to accommodate larger model sizes when
off-chip bandwidth is limited. However, the newly introduced
buffer incurs additional overhead. To quantitatively assess this
overhead, Fig. 14(b) demonstrates the relationship between the
model size and the required area of the I/O module, aiming
to maintain an off-package bandwidth of 0.6 GB/s. As we
can see, the I/O module area needs to increase significantly
when scaling up the model size. Therefore, a potential future
direction for this work is to find an optimal balance between
off-chip communication, silicon area in different modules, and
runtime performance across various multi-chip systems (e.g.,
PCB-based and chiplet-based) for 3D reconstruction tasks.

Discussion on the Impact of 3D Stacked Memory to
Design Scaling. 3D stacked memory can help boost single-
chip performance thus helping reduce the number of chips
needed for multi-chip systems. It can also help reduce fab-
rication costs for the IO Module. Based on the post-layout
results, approximately 50% of our chip’s Feature Interpolation
Module’s area is occupied by SRAMs, and the critical path
of the design is now a long wire that crosses the SRAM
block. Using 3D stacked memory can move this memory to
another dimension [23], effectively doubling the core count
within the same area and resolving this critical path issue.
Thus, with 3D stacked memory, both the area efficiency and
clock frequency can be improved. With this enhancement in
single-chip performance, we can reduce the number of chips
needed for multi-chip configurations. Moreover, the stacked
memory die could be reused between the computing chips
and the IO module, thus further reducing the tapeout cost
for the chiplet design. One potential future direction of this
work is to study an optimal silicon area arrangement for logic
and memory, considering reuse in multi-chip systems with 3D
stacked memory for 3D reconstruction tasks.

IX. CONCLUSIONS

We propose, design, and validate an end-to-end and scal-
able 3D reconstruction and rendering acceleration framework.
The techniques integrated in the single-chip accelerator are
validated through a silicon prototype in 28nm CMOS, while
the multi-chip system is proven in concept through a PCB
prototype. To the best of our knowledge, this work is the first
to achieve both instant (< 2 seconds) 3D reconstruction and
real-time (> 30 FPS) rendering, while requiring only 0.6 GB/s
of memory bandwidth.
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