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Abstract—Frequency estimation is a pivotal process in many
signal-processing applications. Generating radar range profiles
for linear frequency modulated radar systems is such a case
where spectral analysis is used to estimate target ranges. Conven-
tional methods like fast Fourier transform (FFT) are the golden
standard in frequency estimation, despite its Rayleigh resolution
limit and high sidelobe levels. To address such limitations this
paper introduces HRFreqNet; a deep neural network (DNN)
architecture for high-resolution frequency estimation from 1D
complex time domain data consisting of multiple frequency
components. Our deep learning (DL) architecture consists of
an auto-encoder block to improve signal-to-noise ratio (SNR),
a frequency estimation block to learn frequency transformations
to generate pseudo frequency representations(FR), and finally, a
1D-UNET block to reconstruct high-resolution FR. Experimental
results on synthetically generated data show enhanced perfor-
mance in terms of resolution, estimation accuracy, and ability
to suppress noise. Achieved range profiles are also sparser with
lower sidelobe levels. The proposed HRFreqNet is evaluated over
both synthetic and experimental real-world radar data and it is
observed that accurate, sparse, high-resolution range profiles are
obtained compared to existing approaches.

Index Terms—Stretch processing, Deep Learning, Frequency
Estimation, Auto-encoder, Unet, Radar Range profile, Sparsity.

I. INTRODUCTION

Frequency estimation of multi-component sinusoidal signals
from a finite number of samples is an important problem in
signal processing. Frequency estimation is the fundamental
element in many applications like radar imaging [1], wireless
communication [2], medical imaging [3], audio and speech
processing [4], underwater acoustics [5], calibration [6] and
many more. For linear frequency modulation (LFM) radar
systems, the received signal is dechirped by multiplying it
with a local oscillator LFM signal that has the same sweep
rate. Distinct targets appear as different frequencies after
the mixing operation. To create a radar range profile and
estimate the relative ranges of each target, spectrum analysis
is applied, and the most commonly used technique for that is
the discrete Fourier Transform (DFT). Such spectrum analysis
techniques are widely employed for extracting different radar
data representations such as range profiles (RP), range-Doppler
(RD) representations, range-Angle (RA) domains or micro-
Doppler spectrograms (µ-DS) [7]. While very few DNN-based
architectures use raw radar data directly [8]–[10], one or
multiple of these radar data representations have been used
in applications like human activity recognition (HAR) [11]–
[13], mini-UAV classification [14], indoor monitoring [15],

[16], advanced vehicle assistant systems (ADAS) [17], [18],
and health monitoring [19].

While the DFT is a powerful tool for frequency estimation,
it has certain limitations. When dealing with infinitely long
time-domain signals, the DFT can accurately represent the
frequency representation (FR) of that signal. However, in
real-world applications, signals are finite in length and often
corrupted by noise. This finite signal length reduces the
resolution of the signal in the frequency domain, consequently
affecting the accuracy of frequency estimation. Moreover, high
sidelobe levels are observed for DFT and low SNR conditions
alleviate the effects of an accurate frequency estimation. To
address these challenges, there has been a growing interest
in the development of deep learning (DL) based methods
for high-resolution frequency estimation. In [20], the authors
introduced Deepfreq, a DNN architecture designed to estimate
frequencies in a multi-sinusoidal complex-valued signal. This
model concatenates the real and imaginary channels, forming
a 1D frequency spectrum input for the neural network. In
a similar vein, [21] presented Cresfreq, a complex-valued
neural network (CVNN) architecture tailored for generating
a 1D frequency representation of multi-sinusoidal complex-
valued signals. However, these DL methods have drawbacks,
including very high computational demands, and sensitivity to
noise, limiting their performance at lower SNRs.

Expanding on the insights inspired by Deepfreq, Cresfreq,
this paper presents HRFreqNet, a novel end-to-end DNN
architecture designed to generate high-resolution FRs from
1D complex-valued signals. The proposed approach offers
higher resolution, enhanced noise robustness, and superior
computational efficiency. HRFreqNet includes a convolutional
auto-encoder for noise reduction, a convolutional frequency
estimation block for intermediate frequency representation,
and a 1D-UNET block for constructing high-resolution FR.
While DFT utilizes sinc function as the basis, which is the
reason for both the Rayleigh resolution limit and the sidelobe
levels, the proposed approach utilizes a new ground truth
labeling structure that leads to higher resolution FR. With
the help of the autoencoder and the 1D-UNet blocks, the
HRFreqNet can effectively suppress noise, resulting in cleaner
and high-resolution FRs using the proposed labels as well
as the designed novel weighted loss function scheme. The
contributions of this paper can be summarized as follows:

• Development of an end-to-end DNN architecture with a
weighted loss function for enhanced noise suppression,
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Fig. 1: The SP flow diagram [22]

and generation of accurate and high-resolution frequency
representations.

• Investigation of HRFreqNet’s advantages over traditional
FT, highlighting its cleaner and high-resolution FRs.

• Examples of HRFreqNet’s capability to generate sparser
radar range profiles from synthetic and real-life raw radar
data.

The paper is organized as follows: summarizing the RF
signal model for LFM radar systems and existing DL-based
spectrum analysis techniques in Section II, discussing HRFre-
qNet in Section III, analyzing performance in Section IV, and
concluding and discussing future directions in Section V.

II. THEORETICAL BACKGROUND

A. Radar Signal Model

The radar transmits LFM pulses. This can be modeled as,

s(t) = exp(jπαt2)rect(
t

T
), (1)

rect(x) =

{
1, if |x| < 1

0, otherwise

where, α = B
T is the sweep rate, B is the bandwidth and

T is the pulse width. If there are M scatterers at ranges
Rm, m = 1, 2, ...,M within the range interval [Rmin, Rmax]
around centre range R0, the received signal r(t) from all
reflectors will be modelled as,

r(t) =
M∑

m=1

Am exp(j2πfc(t− τRm
)) exp(jπα(t− τRm

)2),

(2)
where, fc is the carrier frequency, c is the propagation speed,
Am is the complex reflectivity and τRm

= 2Rm

c is the time
delay of the mth scatterer. The time delay w.r.t. the centre
range time delay τ0 can be written as τRm = τ0 +∆τRm .

In stretch processing (SP) using the same sweep rate as s(t),
the heterodyne LFM signal can be formulated as,

h(t) = exp(j2πfc(t− τ0) exp(jπα(t− τ0)
2), (3)

resulting in the mixed output which can be written as

v(t) = r(t)h∗(t),

=
M∑

m=1

Âm exp(j2πα∆τRm
t) + n(t).

(4)

The mixer output, given by the sum of complex exponentials
in (3), is affected by additive Gaussian noise n(t), with Âm

representing the complex constant terms for the scatterer.
The frequency fRm

of the mth term, corresponding to a
relative time delay ∆τRm

, is expressed as fRm
= α∆τRm

.
For sampling the mixer output with a lower-rate ADC, the
sampling frequency Fs is determined by the bandwidth in
the mixed signal. The signal’s bandwidth, arising from a
sum of complex exponentials, is linked to the maximum and
minimum frequencies dictated by the range window extent.
If the time delay interval for the expanded range window
is ∆τRm

= τRmax
− τRmin

, where Rmax and Rmin are
the maximum and minimum time delay values for the cor-
responding ranges, then the minimum ADC rate Fs is given
by Fs = ∆τRint

/α to be less than the pulse bandwidth B.
Uniformly sampling the mixed output at Fs over the time
interval τRmin

− T
2 ≤ t ≤ τRmax

+ T
2 generates at least Ns ≥

Fs(T + τRint
) samples for SP. The target frequencies fRm

and their corresponding ranges are estimated using traditional
DFT or DL-based frequency estimation techniques as shown
in Fig. 1. In the subsequent section, we will briefly discuss
two existing DL-based estimation techniques: DeepFreq and
CresFreq.

B. DL-based frequency estimation techniques

The DeepFreq framework, introduced in the context of
precisely estimating the frequencies of multi-sinusoidal signals
from a limited set of noisy samples, utilizes a deep learning-
based technique as outlined in [20]. This approach presents a
novel DNN architecture that surpasses conventional methods
such as DFT in high SNR scenarios. The DeepFreq framework
integrates two key modules: one for enhancing frequency
representation and another for automatic frequency count
estimation within a fixed signal length. While DeepFreq stands
as one of the early DL-based methodologies for frequency esti-
mation, it exhibits certain limitations. Notably, its sensitivity to
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input signal noise can result in imprecise frequency estimates.
Furthermore, the framework lacks the capability to discern
the amplitude of individual frequency components within a
given signal. Lastly, DeepFreq is characterized by a higher
computational complexity when compared to the established
DFT approach.

Building upon the foundations laid by DeepFreq, a novel
Complex-Valued Neural Network (CVNN), named Cresfreq,
has been introduced for high-resolution frequency estimation
in 1D complex signals, as detailed in [21]. Cresfreq takes a
unique approach by training on complex-valued basis vectors
and incorporating convolutional kernels to effectively suppress
noise. Real-valued residual blocks are subsequently employed
to enhance the resolution of frequency representation. The
authors of this paper claim, Cresfreq effectively addresses
some of the limitations observed in DeepFreq, particularly in
improving performance in low SNR scenarios and providing
more accurate estimates of the amplitudes of frequency com-
ponents. However, it’s worth noting that Cresfreq comes with
a higher computational latency compared to DeepFreq.

III. PROPOSED METHOD

This section presents the structure and specifics of our pro-
posed ML approach for frequency estimation. It covers dataset
creation, introduces HRFreqNet architecture, and explains the
training process with a weighted loss function.

A. Dataset Generation

The dataset creation procedure involves two stages. Firstly,
we generated multi-sinusoidal 1D complex time-domain sig-
nals to serve as inputs for our architecture. Subsequently,
we created labeled frequency representations to depict the
frequencies of these input signals.

1) 1D Multi-sinusoidal Complex Signal Generation: We
utilize multi-sinusoidal signals denoted as s(k) as the dataset
inputs. These signals can be represented as,

s(k) =

Q∑
q=1

Aq exp(j(2πfqk + θq)), (5)

In the context provided, the component number Q adheres
to a discrete uniform distribution U(1, 30). The intensity of the
qth component, denoted as Aq , is calculated as 0.2 + 2.5|σq|,
where σq follows a uniform distribution U(0, 1). The param-
eter θq is drawn from a uniform distribution U(0, 2π), and
the normalized frequency fq follows a uniform distribution
U(−0.5, 0.5). The signal length is K = 200 and the minimum
separation between two frequencies is 1/N .

2) Ground truth Frequency representations: To generate the
ground truth data, first, the whole frequency range (-0.5 to
0.5) is divided into Nf = 1000 frequency bins. The initial 1D
ground truth GT0(n) can be represented as,

GT0(nf ) =

{
Aq, (∃q)(nf∆nf ≤ fq(i) < (nf + 1)∆nf )

0, otherwise
(6)

where, the frequency index is denoted as nf which ranges
from 0 to Nf − 1. In this context, ∆nf = 1

Nf
represents

the frequency interval. Afterwards, GT0(n) is convolved with
a 1D Gaussian kernel with a kernel size of 3 and standard
deviation of 0.3/N to generate the final ground truth denoted
as GTfinal.

B. Proposed HRSpecNet Architecture

This section introduces HRFreqNet, a novel DL architecture
designed for high-resolution frequency estimation. Our model
comprises three key components: an auto-encoder, a dense
layer resembling the DFT, and a 1D U-Net block dedicated
to producing high-resolution 1D FRs. The input consists of
complex signals with dimensions C × L, where C=2 denotes
the real and imaginary parts, and L depends on the signal
length. During the training process, the network handles noisy
signals, with the auto-encoder playing a pivotal role in noise
reduction. The output from the auto-encoder is fed into the
Fourier transform-like dense layer, responsible for generating
multiple proxy FRs. The U-Net block refines these proxies
into high-resolution FRs. Throughout the training phase, a
weighted loss function is employed, guiding the model to
generate high-resolution FRs that closely align with the ground
truth while simultaneously mitigating noise present in the
input signal. In the subsequent sections, we provide detailed
explanations for each block of the HRFreqNet architecture.

𝑳𝟐

Auto-Encoder
Block

Frequency 
Estimation 

Block

1D UNET 
Block

𝑳𝟏 𝑳𝑻𝒐𝒕𝒂𝒍

Noisy Input 
Data

Clean Signal

Autoencoder
Output Final Output

Ground Truth TF

*𝝀

Fig. 2: Flow-diagram of the proposed architecture.

1) Auto-Encoder Module: The autoencoder architecture in-
corporates multiple Conv1D layers aimed at capturing intricate
patterns in the input data while simultaneously reducing the
feature space dimension. Each Conv1D block is configured
with 64 filters, a kernel size of 3, and a stride of 2 for
local convolution operations, leading to a reduction in spatial
dimensions. This encoding process enables the autoencoder to
acquire a concise representation of the input data. The initial
input data, shaped as 2 × 200, is first reshaped into 1 × 400,
with the real part of the signal in the first 200 positions and
the imaginary part in the subsequent 200. Throughout the
training process, the autoencoder maintains the output shape
of 1 × 400. The model’s objective is to minimize the sum
of squared error (SSE) loss, denoted as L1 in Figure 2, by
comparing its output to a noise-free version of the input signal.
This approach effectively diminishes noise, contributing to the
enhancement of the final FR.

2) Frequency Estimation Block: The noise-reduced output
from the autoencoder block is directly fed into the Frequency
Estimation Block. This block employs a dense layer unit
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Fig. 3: The HRFreqNet Architecture

to generate multiple FRs. The output feature maps of the
dense layer within this block have dimensions of 1 × BN .
These feature maps undergo reshaping within the block to
yield B × N , representing B pseudo FRs. In Figure 3, we
illustrate a sample signal with a length of 200, partitioned
into real and imaginary parts in a 2-channel configuration. In
the frequency estimation block, following the dense layer of
size 1 × 1600, the output is reshaped to 8 × 200, where 8
denotes the number of pseudo FRs. Figure 4 showcases the
frequency spectra learned from the weights of the frequency
estimation block, unveiling the presence of 8 distinct Fourier-
like transformations, each spanning the entire frequency range.
Each of these transformations is capable of generating FRs for
the original signal, thus providing a diverse set of frequency
features for the subsequent U-net block to produce a high-
resolution FR.
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Fig. 4: Visualization of the frequency spectra learned by the
Frequency Estimation block.

3) 1D UNET Module: The primary objective of the 1D U-
Net module is to combine multiple frequency FR feature maps
from the Frequency Estimation module into a high-resolution
FR. This module adopts an encoder-decoder architecture: the
encoder employs convolutional layers for hierarchical feature
extraction, while the decoder utilizes transposed convolutional
layers for feature map upsampling. Skip connections, estab-
lished through concatenation, facilitate the integration of low-
level and high-level features, promoting detailed frequency

analysis. The final convolutional layer produces a single-
channel output with the shape of 1 × 1000, representing the
high-resolution FR.

4) Training the proposed architecture: Our training dataset
comprises 3 × 105 noisy signals, with uniformly random
generated signal-to-noise ratio (SNR) levels ranging from 0 to
15 dB. For validation, a separate set of 3× 104 noisy signals
is used, with SNR levels following the same distribution.
The loss in the 1D-UNet module denoted as L2, is SSE loss
between the final FR output of the model and the labeled FR.
This L2 loss is combined with the loss in the autoencoder
block, denoted as L1. The overall loss utilized for training the
entire model is defined as:

Ltotal = λ× L1 + L2 (7)

Here, Ltotal represents the cumulative training loss, and the
hyperparameter λ is systematically tuned to a value of 2
through an iterative process to optimize model performance.
The flow diagram of the proposed model is illustrated in Fig.
2 for better visualization.

IV. PERFORMANCE ANALYSIS OF THE PROPOSED
METHOD

In this section, we will evaluate the performance of the
proposed HRFreqNet model.

(a) FFT (b) HRFreqNet
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Fig. 5: Frequency Representation of the Signal (8) by (a) FFT,
(b) HRFreqNet.
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Fig. 6: Frequency Representation of the Signal (9) by (a) FFT, (b) HRFreqNet.

A. Simulation Validation

To illustrate the performance of the proposed approach, an
example signal consisting of three frequency components is
considered. The signal is given as follows:

s(t) = 10 exp(j2π(−50)t) + 7 exp(j2π30t)

+ 5 exp(j2π65t)
(8)

In this experiment, the SNR was 10 dB, and the signal
length is 200 with a sampling frequency of fs=200. Figure
5a and 5b shows the FR of signal (8) for FFT and HRFreqNet
respectively. The proposed model can generate a much sparser
FR than the standard FFT.

B. High-Resolution Frequency Representation

This section will analyze and compare the model’s perfor-
mance in terms of distinguishing closely related frequency
points. To test this, we chose a noiseless signal with two
frequency components, with a constant frequency difference.
The sampling frequency and the duration are 200 Hz and 1 sec
respectively. The generated FR had a dimension of 1 × 1000
for both cases. The signal representation is given as,

s(t) = 10 exp(j2π10t) + 7 exp(j2π(10 + d)t) (9)

In Fig. 6, for d = 2, both FFT and HRFreqNet effectively
distinguished two frequency components. However, as d de-
creased below 4, FFT gradually lost this capability, while
HRFreqNet maintained clear separation. HRFreqNet could
still distinguish the components even at d < 0.3, although
amplitude identification slightly diminished. Notably, at d <
0.1, HRFreqNet also lost its ability to distinguish the two
components. This highlights HRFreqNet’s superior frequency
resolution and low sidelobe levels compared to FFT.

C. Range Profile generation in different SNR levels

Figure 7 shows the synthetically generated range profiles
(RPs) from the proposed HRFreqNet model along with FT
and the ML-based methods for the same signal under different
SNR conditions varying from 20 dB to -10 dB. Important to
note that, all the DL-based methods, as well as the standard
FT, yield accurate RPs when applied to higher SNRs (20dB).
The DL-based approaches especially CresFreq and HRFreqNet

were able to produce sparser RPs compared to other methods.
But at lower SNR levels (0 or -10 dB), the DL-based methods,
DeepFreq and CresFreq, performed really poorly. The RP
generated by applying FT shows the frequency components
in a noisy background. The proposed HRFreqNet can produce
accurate RPs in a much cleaner background. This is because of
the two-level noise suppression process from HRFreqNet, first
from the auto-encoder module and second from the 1D-Unet
module.

Overall, the proposed HRFreqNet model outperforms the
other methods including FT in terms of noise suppression and
frequency resolution at lower SNR conditions. This suggests
that HRFreqNet could be used for applications where sparse
radar RPs are required in a noisy environment, such as radar
target recognition or object tracking.

D. Range Profile generation in Real-world Scenario
In this section, we are showing the capability of HRFreqNet

to generate RPs from real-world radar data. Figure 8 shows
the RPs from walking and running. This data was collected
from INRAS Radarbook2 FMCW radar with a duration of 1
second. The RPs generated from HRFreqNet are much cleaner.
In the future, we will collect data from multiple targets at the
same time to show the sparsity clearly in real-world scenarios.

V. CONCLUSION

HRFreqNet, a novel deep learning architecture, excels at
reconstructing precise frequency representations of complex
multi-sinusoidal signals. The initial study shows the model’s
noise resilience and generalization capability in both synthet-
ically generated and real-world datasets. It holds promise for
RF-sensing-based target detection and tracking. The HRFre-
qNet model currently takes a particular length signal as input.
In the future, we will upgrade or model in such a way
that it is able to take the signal of any length. Also, we
will do an extensive analysis in terms of noise suppression,
sparsity calculation, and computational complexity for the
proposed approach as well as comparisons with other DL-
based approaches.
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