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Abstract 

Fuel moisture content (FMC) is a critical parameter in fire and plume behaviors, showing diurnal 

and spatial variations influenced by local meteorological conditions, soil characteristics, and fuel 

properties. In low-intensity fires, small-scale FMC variations intensify, leading to an amplification 

of their effects on fire physics. In an effort to capture these variations, this paper presents the 

development of a physics-based model that couples a thermodynamic-based FMC prediction 

model for dead fuels with the Fire Dynamics Simulator of the National Institute of Standards and 

Technology. The model accuracy is validated against several existing experimental data, showing 

improvements over the baseline model which uses the kinetic-based Arrhenius drying approach. 

A case study of flame propagation in a small fuel bed is also presented, indicating the improved 

performance of the new model and its novel capabilities in capturing complex processes of fuel 

drying and moisture flux exchanges between the fuel and ambient atmosphere. 
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Introduction 

Fuel moisture content (FMC), which is defined as the ratio of water in the fuel and the dry 

mass of the fuel, has a pivotal role in fire events: the fuel ignitability (Dimitrakopoulos et al., 2001; 

Fernandes et al., 2008), fire behavior (Asensio et al., 2023; Burrows, 1999; Pimont et al., 2019; 

Rothermel, 1972; Yebra et al., 2013), plume concentration and spread (Marcelli et al., 2004; 

Morvan, 2013; Potter, 2005), and fire severity are all impacted to varying degrees by the FMC. In 

the solid medium, the fuel moisture modifies the solids’ thermal and physical properties (i.e., 

thermal conductivity, specific heat, and density) and affects their ignitability by altering the heat 

energy required to vaporize moisture (Simms & Law, 1967). As a result, the variation in fuel 

moisture regulates the local fire spread (Loudermilk et al., 2017; Marshall et al., 2023; Nelson Jr, 

2001), heterogeneity of the burned areas (Parsons et al., 2017; Wu et al., 2018), and the fire 

intensity (Kane, 2021; Tanskanen et al., 2006). In the gas phase, the fuel moisture released by the 

drying and evaporation processes impacts the temperature and velocity distribution inside the 

plume (Marcelli et al., 2004), the temperature of the flame (Ferguson et al., 2013), and the emission 

of particulate matter (Robertson et al., 2014). Owing to its multifaceted effect on various aspects 

of fire, fuel moisture is an essential input to the fire danger indicators (e.g., Forest, 1984; Noble et 

al., 1980; Stocks et al., 1989) and fire-atmosphere interaction models (Coen, 2013; Filippi et al., 

2018; R. Linn et al., 2002; R. R. Linn et al., 2020, p. 202; Mell et al., 2007; Skamarock & Klemp, 

2008). Incorporating the information of FMC variations also enhances the wildfire occurrence 

probability predictions (Quan et al., 2024). 

Wildland fuels are a mixture of live and dead fuels, both of which play crucial roles in 

determining fire behavior. The moisture content of live fuels changes slowly in response to the 

atmospheric conditions, while the dead fuel moisture content responds rapidly to the atmospheric 

conditions and thus experiences significant variations diurnally (Chuvieco et al., 2004). Recent 

studies developed models to predict Live Fuel Moisture Content (LFMC) using remote sensing 

data, utilizing optical and microwave data gathered by Earth-orbiting satellite sensors (Marino et 

al., 2020; Miller et al., 2023; Rao et al., 2020). These techniques provide live fuel moisture 

prediction over large areas at low to moderate resolutions, typically ranging from 0.5 to 5 km 

(Miller et al., 2023; Vinodkumar et al., 2021). 

The dead FMC is influenced by the vegetation characteristics, soil conditions, and the 

phenological and micro-meteorological conditions at the local scale (Clements et al., 2015; Iván 
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et al., 2023; Wiesner et al., 2019), adding additional elements of complexity to the fuel 

representation (Hiers et al., 2020; Pimont et al., 2016). As the temporal variation of dead fuel 

moisture significantly influences fire and plume behavior, numerous efforts have been made to 

model this variability. Methodologies to estimate the dead FMC are broadly classified into 

empirical and physics-based modeling techniques. The former approach involves setting up 

statistical correlations between the fuel moisture and atmospheric conditions derived from 

laboratory-based (Byram et al., 2015; E. A. Catchpole et al., 2001; Nelson Jr, 1984)  or field-based 

experiments (Alves et al., 2009; Ferguson et al., 2002; Lin, 2004; Ray et al., 2010; Sharples et al., 

2009). In recent studies, data from these traditional approaches have been used to train machine 

learning-based fuel moisture prediction models (e.g., Fan et al., 2023; Hou et al., 2024). The 

empirical-based models provide fuel-specific, ambient condition-dependent FMC prediction and 

thus, cannot be easily adapted universally. Physics-based models, however, are universal as they 

are developed based on the physical laws governing the FMC variation and provide an explicit 

relationship between the atmospheric conditions, soil conditions, fuel properties, and FMC. To the 

best of our knowledge, only two physics-based FMC prediction models for dead fuels are currently 

available: Wittich (2005) developed a fine fuel moisture prediction model that simulates heat and 

moisture transport inside fine fuels. In this model, the rate of change of moisture varies with the 

precipitation, drainage, absorption, and evaporation rate of water. Two identified limitations 

(Matthews, 2014; Wittich, 2005) of this model are that the heat and water transfer between the 

litter layers and the underlying soil is not considered, and the model has not been tested for a forest 

environment whose microclimate differs from that of an open grass field (due to the interception 

of rain and radiation by trees). Forest canopies play important roles in the amount of FMC and its 

variations over time by influencing the precipitation intensity and its duration (Diószegi et al., 

2023). These limitations are addressed in the physics-based fuel moisture prediction model of 

Matthews (2006), which represents the transfer of energy and water in the fuel bed and considers 

the thermodynamic interaction of FMC with the soil and atmosphere. The model also predicts 

changes in the fuel moisture due to the varying local solar radiation, ambient temperature, relative 

humidity, wind speed, and rainfall.  

There are two primary methods for physics-based modeling of moisture evaporation in forest 

fuels within fire-atmosphere interaction models. The first is the heat sink approach, which assumes 

that evaporation occurs at the boiling temperature of water. This method treats evaporation as 
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primarily controlled by heat transfer, with the assumption that there is no resistance to the water 

vapor mass transfer. The second method is the Arrhenius approach, which considers evaporation 

as a kinetic process. The kinetic approach provides information on how fast evaporation can occur 

by determining the rate of drying. It describes evaporation using a set of kinetic parameters (e.g., 

pre-exponential factor and activation energy) and fuel temperature. While the kinetic approach 

provides insights into the rate of evaporation, it has some known limitations. Firstly, obtaining a 

unique set of kinetic parameters for different fuels is challenging. Additionally, the Arrhenius 

model struggles to capture the characteristics of high-temperature or high-heating rate drying 

scenarios, such as large gradients in liquid moisture, and it inaccurately predicts low-temperature 

drying behaviors (Borujerdi et al., 2019). 

A third approach, not currently utilized in the fire-atmospheric interaction models, is the 

thermodynamic approach. This method focuses on the phase change nature of moisture 

evaporation, considering that the liquid water and vapor coexist in thermodynamic equilibrium. 

The thermodynamic approach models fuel drying as a complex process influenced by the water 

vapor mass fraction and temperature gradients between the porous fuel layers, and the fuel and its 

surroundings. Previous studies indicated that the thermodynamic approach represents the 

underlying physics of evaporation more accurately in comparison with the Arrhenius method 

(Borujerdi et al., 2019). 

In fire behavior modeling, the choice of evaporation modeling approaches impacts the 

accuracy of fire and smoke behavior predictions, especially in scenarios involving low-intensity 

fires. In these cases, the finer-scale variations within the fire environment become more noticeable, 

underscoring the need for precise modeling (Jonko et al., 2021; R. R. Linn et al., 2021; Marshall 

et al., 2023). In these scenarios, the presence of significant temperature variations within both solid 

materials and the surrounding environment plays a crucial role in influencing drying and pyrolysis 

processes, consequently affecting the behavior of fire spread (Marshall et al., 2023). As 

communities increasingly recognize the importance of low-intensity prescribed fires as essential 

ecological processes that can enhance natural resources and human health (Hiers et al., 2020), the 

accurate depiction of these fires becomes imperative.  

The study in the current paper aims to develop a new modeling capability for investigating 

the role of the spatiotemporal variations of dead fuel moisture content on local fire behavior and 

plume dynamics using the thermodynamic approach. To this end, the physics-based fuel moisture 
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prediction model of Matthews (2006) is coupled with the Fire Dynamics Simulator (FDS; 

McGrattan et al., 2004) developed by the National Institute of Standards and Technology (NIST). 

For the development of the model, the most recent version (v6.8.0) of FDS was employed. In the 

following, we first explain the two models (i.e., Matthews FMC model and FDS) and their 

coupling. This is followed by a description of validation studies of the FMC model and the two-

way coupled model. We also briefly discuss a study of flame propagation in a laboratory-size pine 

needle fuel bed using the coupled model, followed by a summary section. In addition, we provide 

our exploratory validation studies of the baseline FDS model in the Appendix Section for scenarios 

of flows over topographies and in daytime atmospheric boundary layer as an additional resource 

to the FDS users.  

 

Model Description 

Fire Dynamics Simulator (FDS) 

FDS is a physics-based computational fluid dynamics fire-atmosphere interaction model. It 

solves the three-dimensional (3D) filtered continuity, momentum, species transport, enthalpy, and 

ideal gas equations using the large-eddy simulation (LES) technique for low Mach number (<

0.3) flows to obtain flow velocity, hydrodynamic pressure, temperature, species mass fraction, 

and species density (McGrattan et al., 2004). In the LES technique of FDS (McDermott, 2005), 

the turbulent motions larger than the filter size are resolved directly while the smaller eddies are 

modeled using a turbulent closure scheme based on the Deardorff’s model (Deardorff, 1980), in 

which the turbulent viscosity is a function of sub-grid scale turbulent kinetic energy (TKE). The 

sub-grid scale TKE is determined from the resolved velocity field using an algebraic scale 

similarity approach (Bardina et al., 1980). To appropriately scale the eddy viscosity near the wall, 

the wall adapting local-eddy (WALE) model is used in the first grid cell next to the wall, wherein 

the eddy viscosity is determined by the filtered density, LES filter width, model constant (𝐶𝑤), and 

a combination of strain rate and rotation rate tensor. The default model constant value of 𝐶𝑤 = 0.6 

was used for the current study. The low Mach number assumption helps to eliminate the need for 

solving the energy equation explicitly and speeds up the simulations, while the hydrodynamic 

solver guarantees that the energy equation is satisfied at each time step. More details of the FDS 

model can be found in McGrattan et al. (2004). 
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In the following, we first describe how the fuel temperature is calculated in FDS, to explain 

the heat sink and Arrhenius FMC models within FDS and later, the coupling of the new 

thermodynamic-based FMC model and FDS. Fire propagation in FDS can be modeled using either 

a semi-empirical method (based on a level-set scheme) or a physics-based approach. In the 

physics-based method, the fuel is represented either by fixed lagrangian particles that act as sources 

of drag, heat, and mass fluxes or by a boundary-fuel method. The bulk influence of the drag force 

in the gas phase momentum depends on the fuel physical properties (i.e., density, surface area to 

volume ratio, packing ratio, and shape factor), the local velocity of the flow, and the local Reynolds 

number. The net heat flux due to the fire convection and radiation at the bottom boundary of the 

gas cells alters the temperature of the solid fuel. The temperature evolution of a solid fuel (𝑇𝑠 (K)) 

with time (𝑡 (s)) in FDS is, therefore, found using Eq. (1):  

𝜌𝑠𝑐𝑝,𝑠

𝜕𝑇𝑠

𝜕𝑡
= −∆ℎ𝑣𝑎𝑝𝑅𝐻2𝑂 − ∆ℎ𝑝𝑦𝑟𝑅𝑝𝑦𝑟 − 𝛼𝑐ℎ𝑎𝑟∆ℎ𝑐ℎ𝑎𝑟𝑅𝑐ℎ𝑎𝑟 + 𝑞̇𝑠,𝑐

′′′ + 𝑞̇𝑠,𝑟
′′′  (1) 

In this equation, 𝜌𝑠𝑐𝑝,𝑠 is the volumetric-averaged heat capacity of the fuel, with 𝜌𝑠 (kg m-3) 

and 𝑐𝑝,𝑠 (J kg-1K-1), respectively, being the solid fuel density and specific heat. ∆ℎ𝑣𝑎𝑝 (J kg-1), 

∆ℎ𝑝𝑦𝑟 (J kg-1), and ∆ℎ𝑐ℎ𝑎𝑟 (J kg-1) are the heat of vaporization, heat of pyrolysis, and heat of char 

oxidation, and 𝑅𝐻2𝑂 (kg m-3s-1), 𝑅𝑝𝑦𝑟 (kg m-3s-1), and 𝑅𝑐ℎ𝑎𝑟 (kg m-3s-1) are the reaction rates for 

evaporation, pyrolysis of dry vegetation, and char oxidation, respectively. 𝛼𝑐ℎ𝑎𝑟 represents the 

fraction of heat generated due to the char oxidation reaction, and 𝑞̇𝑠,𝑐
′′′   (W m-3) and 𝑞̇𝑠,𝑟

′′′  (W m-3) 

are the fire heat flux due to convection and radiation, respectively. The averaged properties of the 

fuel depend on the volume fraction of components in the fuel (i.e., water, dry solid fuel, and char) 

and are influenced by both the dry fuel and FMC.  

In FDS, the FMC can be treated using one of the two following approaches. The first, which 

is based on the heat sink approach, assumes FMC is constant everywhere and is defined by a single 

user-defined value. In this approach, when the temperature of the solid fuel (𝑇𝑠) exceeds the 

boiling point of water (100°C), all the heat energy supplied to the fuel is used to evaporate the fuel 

moisture. The second approach considers that fuel moisture decays with increase in fuel 

temperature following the Arrhenius drying equation. The Arrhenius equation describes the 

temperature dependence of evaporation rate, treating fuel drying as a kinetic process that converts 

liquid to water vapor (Borujerdi et al., 2019). The rate of reaction for evaporation using the 
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Arrhenius equation (Eq. 2) is dependent on the water vapor density in the fuel 𝜌𝑠,𝐻2𝑂 (kg m-3), pre-

exponential factor 𝐴𝐻2𝑂 (K1/2 s-1), activation energy 𝐸𝐻2𝑂 (K), and fuel temperature. As it is evident 

from this equation, the evaporation rate depends on the thermo-kinetic constants 𝐴𝐻2𝑂 and 𝐸𝐻2𝑂, 

and it’s worth noting that these constants vary depending on the type of fuel (Grishin et al., 2003). 

𝑅𝐻2𝑂 = 𝜌𝑠,𝐻2𝑂 𝐴𝐻2𝑂 𝑇𝑠
−0.5 𝑒−𝐸𝐻2𝑂 𝑇𝑠⁄  (2)  

Following either of these approaches for estimating FMC, the solid fuel decomposes 

according to a two-stage endothermic process: evaporation of fuel moisture accompanied by 

volatilization of the solid fuel. These processes result in a change in density of water vapor in the 

fuel (through Eq. 3), and mass loss of the fuel, which modifies the fuel density (through Eq. 4) and 

the gas phase density, species, and enthalpy equations. 

𝜕𝜌𝑠,𝐻2𝑂

𝜕𝑡
= −𝑅𝐻2𝑂  (3) 

𝜕𝜌𝑠

𝜕𝑡
= −𝑅𝐻2𝑂 − (1 − 𝜒𝑐ℎ𝑎𝑟)𝑅𝑝𝑦𝑟 − (1 − 𝜒𝑎𝑠ℎ)𝑅𝑐ℎ𝑎𝑟 (4) 

In Eq. (4) 𝜒𝑐ℎ𝑎𝑟 and 𝜒𝑎𝑠ℎ are, respectively, the fraction of dry fuel converted to char and the 

fraction of char converted to ash. 

 

Thermodynamic-based FMC prediction model  

In this paper, the temporal variation in the FMC is modeled by employing the physics-based 

FMC variation model of Matthews (2006). The model represents the transfer of energy and liquid 

water and their two-way interactions in a fuel bed that is bound between the atmosphere and soil. 

The fuel bed is composed of multiple layers, each consisting of three components: solid fuel, air, 

and free liquid water. The model is governed by the local ambient conditions (i.e., precipitation, 

diurnal solar radiation, relative humidity, wind speed, and air temperature), and the physical (e.g., 

surface area to volume ratio, packing ratio, and height of the fuel bed) and thermal (i.e., specific 

heat and thermal conductivity) properties of the fuel. In the following, the process of fuel drying 

and the heat and moisture exchanges in fuel layers are explained.  
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When the fuel dries, the fuel moisture undergoes phase change from liquid water (in the solid 

and liquid components of fuel) to water vapor and is transferred to the fuel air spaces. The flux of 

water vapor from solid to air spaces and the evaporation of liquid water to air spaces are, 

respectively, represented by the flux terms 𝐸𝑚𝑎 (Eq. 5) and 𝐸𝑙𝑎 (Eq. 6). It should be noted that, in 

describing Matthews (2006) model in the following equations, subscripts 𝑚, 𝑎, and 𝑙, are 

respectively related to solid, air, and liquid components of the fuel. In Eq. 5, the flux 𝐸𝑚𝑎 

(kg m−2 s−1) depends on the fuel relative humidity (𝑅𝐻𝑚 (%)), saturation specific humidity (𝑞𝑠𝑎𝑡 

(kg kg-1)), specific humidity of air (𝑞 (kg kg-1)), the surface conductance (𝐾𝑚𝑎,𝐸 (m s-1)), and 

density of air (𝜌𝑎𝑖𝑟 (kg m-3)). 𝑅𝐻𝑚 is obtained by using the equilibrium fuel moisture content 

model of Nelson (1984) and is a function of FMC and temperature of the solid phase of the fuel 

(𝑇𝑚 (K)) (note: 𝑇𝑚 is the temperature of the solid phase of the porous fuel in Matthews (2006) 

model and is different than 𝑇𝑠, which is the temperature of non-porous fuel used in baseline FDS 

(Eq. 1)). Similarly, in Eq. 6, the flux 𝐸𝑙𝑎 (kg m-2s-1) is proportional to the conductance (𝐾𝑙𝑎,𝐸 

(m s−1)) and density of air and the difference between the saturation specific humidity of water 

(𝑞𝑠𝑎𝑡) and the specific humidity of air (𝑞). 

𝐸𝑚𝑎 = 𝜌𝑎𝑖𝑟𝐾𝑚𝑎,𝐸(𝑅𝐻𝑚 . 𝑞𝑠𝑎𝑡 − 𝑞) (5) 

𝐸𝑙𝑎 = 𝜌𝑎𝑖𝑟𝐾𝑙𝑎,𝐸(𝑞𝑠𝑎𝑡 − 𝑞) (6) 

Besides evaporation, the liquid water is absorbed by the solid fuel until the solid fuel reaches 

saturation. The moisture flux exchange between the solid fuel and liquid water (𝐸𝑚𝑙 (kg m-2s-1)) is 

determined by Eq. 7 from the density of solid fuel (𝜌𝑠 (kg m-3)), surface area to volume ratio of 

the fuel (𝜇 (m-1)), fuel moisture content (𝑓𝑚𝑐 (kg kg-1)), and the empirical parameters 𝐿𝑎 (kg kg−1) 

and 𝐿𝑏 (kg kg-1). The empirical parameters 𝐿𝑎 and 𝐿𝑏 are obtained by fitting a correlation to the 

experimentally observed absorption curve of liquid water in fine litter fuel (Fig. 2 in Matthews, 

2006). 

𝐸𝑚𝑙 =
−𝜌𝑠

𝜇
𝐿𝑎𝑒𝑥𝑝 (

𝐿𝑏 − 𝑓𝑚𝑐

𝐿𝑎
) (7) 

Analogous to the moisture flux exchange is the heat flux exchange between the fuel 

components at each fuel layer. The sensible heat flux exchange at the interface of solid fuel with 
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air and liquid water with air within the porous fuel are, respectively, given by the flux terms 𝐻𝑚𝑎 

(W m-2; Eq. 8) and 𝐻𝑙𝑎 (W m-2; Eq. 9). 𝐻𝑚𝑎 depends on the density and specific heat (𝐶𝑝 

(J kg−1 K−1)) of air, conductance (𝐾𝑚𝑎,𝐻) of heat flux from solid fuel to air, and the difference 

between the solid and air temperatures (𝑇𝑚 and 𝑇𝑎 (K), respectively). Similarly, 𝐻𝑙𝑎 is proportional 

to the density and specific heat of air, conductance of heat flux from liquid water to air (𝐾𝑙𝑎,𝐻), 

and the difference between the liquid water temperature (𝑇𝑙 (K)) and air temperature. 

𝐻𝑚𝑎 = 𝜌𝑎𝑖𝑟 𝐶𝑝 𝐾𝑚𝑎,𝐻 (𝑇𝑚 − 𝑇𝑎) (8) 

𝐻𝑙𝑎 = 𝜌𝑎𝑖𝑟 𝐶𝑝 𝐾𝑙𝑎,𝐻 (𝑇𝑙 − 𝑇𝑎) (9) 

In the same way, the conductive heat flux between solid and liquid 𝐻𝑚𝑙 (W m-2; Eq. 10), 

depends on the heat conductance from solid to liquid water (𝐾𝑚𝑙,𝐻) and the difference in 

temperature of the solid and liquid water. 

𝐻𝑚𝑙 = 𝐾𝑚𝑙,𝐻(𝑇𝑚 − 𝑇𝑙) (10) 

Equations 5 – 7 describe the moisture flux exchange and Eq. 8 – 10 describe the heat flux 

exchange between solid, air, and liquid within each layer of the porous fuel. In addition to these 

fluxes, the heat and moisture exchanges also occur vertically between fuel layers. These exchanges 

include the net radiative heat transfer (𝑅𝑛𝑒𝑡 (W m-2)), the heat fluxes due to conduction in solid 

(𝐻𝐶 (W m-2)) and in the air spaces (𝐻𝑇 (W m-2)), the mass flux between air spaces (𝐸𝑇 

(kg m−2 s−1)), and drainage of rainfall (𝐷 (kg m-2s-1)). The vertical conductive heat and mass 

fluxes 𝐻𝐶, 𝐻𝑇 , and 𝐸𝑇 are, respectively, proportional to the vertical gradients of fuel temperature, 

air temperature, and specific humidity of air between the fuel layers. To estimate rainfall drainage, 

the model operates on the premise that each fuel layer intercepts a portion of rainfall proportional 

to its storage capacity (𝐷𝑠 (kg kg-1)), with any surplus water passing on to the layer beneath, based 

on the modified drainage flux (Rutters et al., 1971). More details of these terms can be found in 

Matthews (2006). 

For each fuel layer, the model solves six interrelated equations: energy balance and moisture 

balance equations for the three components (solid, gas, and liquid) of the fuel layers. The energy 

balance equations for the fuel’s solid (Eq. 11), air spaces (Eq. 12), and liquid water (Eq. 13), 
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respectively, provide the solid fuel temperature (𝑇𝑚), air temperature (𝑇𝑎), and liquid water 

temperature (𝑇𝑙) in each fuel layer. 

𝐶ℎ,𝑚

𝜕𝑇𝑚

𝜕𝑡
=

1

𝑉𝑚
(

𝜕𝑅𝑛𝑒𝑡

𝜕𝑧
+

𝜕𝐻𝐶

𝜕𝑧
) − 𝜇𝑚,𝑎𝐻𝑚𝑎 − 𝜇𝑚,𝑎𝜆𝐸𝑚𝑎 − 𝜇𝑚,𝑙𝐻𝑚𝑙 (11) 

𝜌𝑎𝑖𝑟𝐶𝑝

𝜕𝑇𝑎

𝜕𝑡
=

1

𝑉𝑎

𝜕𝐻𝑇

𝜕𝑧
+ 𝜇𝑎,𝑚𝐻𝑚𝑎 + 𝜇𝑎,𝑙𝐻𝑙𝑎 (12) 

𝐶ℎ,𝑙

𝜕𝑇𝑙

𝜕𝑡
= −𝜇𝑙,𝑎𝐻𝑙𝑎 − 𝜇𝑙,𝑎𝜆𝐸𝑙𝑎 + 𝜇𝑙,𝑚𝐻𝑚𝑙 (13) 

The variation in temperature of the solid fuel (in Eq. 11) is governed by the net radiative heat 

fluxes (𝑅𝑛𝑒𝑡), including both shortwave and longwave radiations, heat fluxes due to conduction 

(𝐻𝐶), sensible heat flux exchanges between the solid fuel and air spaces (𝐻𝑚𝑎; Eq. 8) and between 

the solid fuel and liquid water (𝐻𝑚𝑙; Eq. 10), and the latent heat exchanges between the solid fuel 

and air spaces (𝜆𝐸𝑚𝑎, with 𝜆 (J kg-1) being the latent heat of water vaporization). The variation in 

the air temperature inside each porous fuel layer (in Eq. 12) is regulated by the conductive heat 

fluxes (𝐻𝑇), sensible heat exchanges between the solid fuel and air spaces (𝐻𝑚𝑎) and between the 

free liquid water and air spaces (𝐻𝑙𝑎; Eq. 9). The temperature of the liquid water inside the fuel 

layers (based on Eq. 13) varies due to the sensible heat exchanges between the liquid water and air 

spaces (𝐻𝑙𝑎) and between the liquid water and solid fuel (𝐻𝑚𝑙), and the latent heat exchanges 

between the liquid water and the air spaces (𝜆𝐸𝑙𝑎). In the above equations, 𝐶ℎ,𝑚 (J m-3K-1) and 𝐶ℎ,𝑙 

(J m-3K-1) are, respectively, the volumetric heat capacities of solid fuel and water. The terms 𝑉𝑚 

(m3
 m

-3) and 𝑉𝑎 (m3
 m

-3) are the volumetric fraction of solid fuel and air, respectively, and 𝜇𝑥,𝑦 

(m−1) represents the surface area-to-volume ratio of medium 𝑥 for fluxes to/from medium 𝑦. As 

mentioned above, subscripts 𝑚, 𝑎, and 𝑙 represent the mediums of the porous fuel, i.e., solid fuel, 

air spaces, and liquid water, respectively. Lastly, 𝑧 (m) corresponds to the depth of the fuel layer 

and 𝑡 (s) is the time. 

The moisture balance equations for the solid medium (Eq. 14), air spaces (Eq. 15), and liquid 

water (Eq. 16), respectively, provide the FMC (𝑓𝑚𝑐), specific humidity of air spaces (𝑞), and 

liquid water content (𝑙𝑤) in each fuel layer.  
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𝜌𝑠

𝜕(𝑓𝑚𝑐)

𝜕𝑡
= −𝜇𝑚,𝑎𝐸𝑚𝑎 − 𝜇𝑚,𝑙𝐸𝑚𝑙   (14) 

𝜌𝑎𝑖𝑟

𝜕𝑞

𝜕𝑡
=

1

𝑉𝑎

𝜕𝐸𝑇

𝜕𝑧
+ 𝜇𝑎,𝑚𝐸𝑚𝑎 + 𝜇𝑎,𝑙𝐸𝑙𝑎 (15) 

𝜕(𝑙𝑤)

𝜕𝑡
=

𝜕𝐷

𝜕𝑧
+ 𝜇𝑙,𝑚𝐸𝑚𝑙 − 𝜇𝑙,𝑎𝐸𝑙𝑎 (16) 

The variation in FMC (Eq. 14) occurs due to the moisture flux exchanges between the solid 

fuel and air spaces (𝐸𝑚𝑎) and the absorption of liquid water in the solid fuel (𝐸𝑚𝑙). The specific 

humidity of air spaces (Eq. 15) changes due to the moisture exchanges between layers of the fuel 

(𝐸𝑇), moisture flux exchanges between the solid fuel and air spaces (𝐸𝑚𝑎), and evaporation of 

liquid water (𝐸𝑙𝑎). The amount of liquid water in the fuel layers (Eq. 16) varies due to the 

interception and drainage of rainfall (𝐷), the liquid water absorbed in the solid fuel (𝐸𝑚𝑙), and the 

water evaporated into the air spaces (𝐸𝑙𝑎).  

The two sets of the energy and moisture equations (i.e., Eq. 11 – 16) are interrelated by 

exchanging the information of the water vapor flux from the solid fuel to the air spaces (𝐸𝑚𝑎) and 

the liquid water evaporated into the air spaces (𝐸𝑙𝑎). In the above equations, 𝜌𝑠 is the density of 

solid fuel. Once the amount of FMC (𝑓𝑚𝑐) is calculated, the reaction rate for evaporation, 𝑅𝐻2𝑂
′ =

𝜌𝑠(𝜕(𝑓𝑚𝑐) 𝜕𝑡⁄ ) is found to replace the evaporation reaction rate found by the Arrhenius equation 

(Eq. 2) in FDS at each time step. The above set of interrelated equations is solved in FORTRAN, 

using backward finite differencing in space and advances in time using the Newton-Raphson 

method.  

 

The two-way coupling of the thermodynamic-based FMC model and FDS fire-atmosphere 

interaction model 

The FMC model requires specific boundary conditions to find the instantaneous fuel moisture 

at each fuel grid cell. These boundary conditions include radiation (𝑅𝑛𝑒𝑡) at the fuel surface (for 

Eq. 11), fuel surface temperature (for Eq. 11), wind speed (for terms 𝐻𝑇, 𝐸𝑇, 𝐻𝑚𝑎 and 𝐻𝑙𝑎 in Eq. 

11-13 & 15), air temperature (for Eq. 12), relative humidity (for term 𝐸𝑇 in Eq. 15), and 

precipitation (for term 𝐷 in 16). For pre-fire conditions, the hourly local solar flux, wind speed, 

temperature, and relative humidity are obtained from meteorological data via weather data files by 
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the National Renewable Energy Laboratory (NREL) (i.e., Himawari 2011-15: Physical Solar 

Model (PSM), version 3). While during fire the effects of these meteorological conditions can be 

impeded by fire-induced effects, they are significant for determining the fuel condition before fire, 

depending on the geographical location, and time of the day and year. During fire, the local and 

instantaneous net radiative heat fluxes, turbulent air temperature and wind speed, and relative 

humidity that are affected by the presence of fire are found at the first grid point in the gas phase 

above the solid fuel in FDS and fed into the FMC model at each time step. Besides boundary 

conditions, the FMC model sources the local and instantaneous values of solid fuel density (𝜌𝑠; 

Eq. 4) from FDS. The spatiotemporally varying fuel-layers-average FMC found in the FMC model 

is then fed into FDS, where it updates the evaporation reaction rate (𝑅𝐻2𝑂), the volumetric-

averaged fuel density, specific heat, and thermal conductivity of the fuel, and the decomposition 

of fuel. Since FDS considers fuel as a pure solid substance without voids, the evaporation and 

condensation processes are treated as surface phenomena in it. Conversely, the thermodynamic-

based FMC model treats fuel as a multi-layer porous medium, each composed of solid, liquid, and 

air spaces, where the evaporation and condensation processes occur inside the fuel layers. For the 

coupling process, therefore, a fuel-layer-average moisture value calculated as 
1

𝑁
∑ (𝑓𝑚𝑐)𝑁

1 , with 𝑁 

being the number of fuel layers, was used to calculate 𝑅𝐻2𝑂
′  to be supplied to FDS in Eq. 1, where 

the fuel sees the effect of fire to find the fuel temperature (𝑇𝑠). 

 

Model Validation 

In this section, validation studies of the thermodynamic-based FMC prediction model, and the 

coupled FDS + FMC model are provided. Even though the baseline FDS model is validated for its 

different aspects in previous literature, we performed additional validation studies to test its 

accuracy under daytime atmospheric conditions and on capturing flow physics over non-flat 

surface topographies in the absence of fire. These validation studies are provided in Appendix A. 

 

Validation of the FMC model 

In this validation study, the measured data reported by McCaw (1997) was used. The observed 

data was recorded in April 1996 near Perup in southwest Western Australia over dead fuel of 

0.01 − 0.03 m thickness. The fuel consisted of Eucalyptus leaves and shrubs, with an average 
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thickness of 0.02 m. The tree canopy at the location was 4 m high with 40% canopy closure. The 

air temperature and relative humidity data for three consecutive days that were recorded at 2 m 

height (Matthews, 2006) was used as inputs in the model. The model also requires wind speed and 

solar radiation data as inputs. However, these required data were not provided in the literature. 

Therefore, they were obtained from the first accessible data from Himawari 2011-15: PSM v3 

weather data file for the year 2011. For the same month of April in 2011, the days with temperature 

and relative humidity close to the recorded temperature and humidity data reported in Matthews 

(2006) were identified and the hourly mean diurnal solar radiation and wind speed of those days 

were calculated. Following Matthews (2006), the soil temperature was assumed to be equal to the 

air temperature and there was no moisture flux exchange between the soil and fuel. The vegetation 

characteristics were obtained from Matthews (2006) and are provided in Appendix B.  

Figure 1 shows a comparison of the model prediction for FMC against measured data by 

McCaw (1997) and model prediction by Matthews (2006). To quantify the prediction accuracy, 

the root mean square error (RMSE) of the predicted values was also estimated, indicating a small 

error of 0.024 kg kg-1. We suspect that the potential source of the slight differences seen here is 

the input parameters of solar radiation and wind speed, which were approximated from the weather 

data file of a different year, due to unavailability. 

 

Fig. 1: Comparison of predicted and experimentally observed temporal variation of surface fuel moisture 

content (FMC) for three consecutive days in Perup Western Australia.  

 

Validation of the new model 

In this section, we conduct three validation studies to investigate the accuracy of the new two-

way coupled FDS + FMC model in predicting the rate of flame spread and heat release rate (HRR). 
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In these studies, we used the experimental data of Korobeinichev et al. (2022), Perez-Ramirez et 

al. (2017), and Catchpole et al. (1998). It should be noted that, in general, there is a dearth in the 

existence of experimental data with proper details on the effect of fuel moisture on fire propagation 

that could be used for the validation study in this work. 

 

Validation study 1: Testing the flame spread rate in a small pine needle fuel bed 

In this study, the new model is validated against the flame propagation experiment of 

Korobeinichev et al. (2022) that was performed on a pine needle fuel bed of 0.02 m height in a 

chamber of dimension 0.7 m (streamwise) × 0.34 m (spanwise) × 0.3 m (vertical). The fuel bed 

was laid over an asbestos substrate, which was placed on the lower surface of the chamber. The 

experiments were conducted using fuel beds of varying widths, namely 0.08 m and 0.2 m, with a 

fixed bed length of 0.5 m. Fire clay walls, each 0.02 m in height, were erected on both sides of the 

fuel bed to contain the combustion process. The fuel bed was located 0.1 m from the inlet and 

outlet of the chamber (Fig. 2 of Korobeinichev et al. (2022)). The air flow inside the chamber was 

generated by a fan with a maximum flow rate of 0.11 m3 s-1. The air was passed through an 

expanding circular channel and through a porous channel to ensure the flow was laminar as it 

entered the chamber. The position of the flame front, required to determine the rate of flame spread, 

was recorded using two cameras positioned to capture both frontal and overhead perspectives.  

As stated by Korobeinichev et al. (2022), in the 0.08 m wide fuel bed, the flame intensity was 

less, which led to reduced preheating of fuel as compared to the 0.2 m wide fuel bed. Consequently, 

for the 0.08 m wide bed, the flame rate of spread was more sensitive to fuel moisture (that 

remained in the fuel after preheating) in contrast to the 0.2 m wide bed. In addition, it is reported 

that, for the 0.08 m width fuel bed at a wind speed of 0.4 m s-1, the baseline FDS model 

underpredicts the rate of spread (Korobeinichev et al., 2022), thus, this case was chosen to 

investigate whether the new model can improve the baseline FDS prediction. 

The pine needles in the computational domain were represented as a collection of fixed 

cylindrical lagrangian particles. As the flame approaches the needles, it decomposes the fuel into 

water vapor, pyrolysis gases, char, and residue following infinite-rate chemistry. The properties of 

the fuel, char, and pyrolysis gases were obtained from Korobeinichev et al. (2022) and are provided 

in Appendix C. The ambient air at 300 K entered the domain from the left boundary at a uniform 

velocity of 0.4 m s-1. The right boundary was at outflow condition with constant pressure. All other 
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boundaries of the chamber were considered as no-slip walls with a constant temperature of 294.15 

K. As in Korobeinichev et al. (2022), the fuel bed was ignited using a constant temperature heating 

plate maintained at 1573.15 K for 2.5 s at a distance of 0.002 m upstream of the leading edge of 

the fuel bed. A sensitivity analysis indicated that a grid resolution of 0.005 m (streamwise), 0.01 

m (spanwise), and 0.006 m (vertical) was fine enough for this simulation. 

Following Korobeinichev et al. (2022), the rate of flame spread was determined by the average 

of the time taken for the flame front to travel each 0.1 m section of the fuel bed after it reached 0.2 

m from the leading edge. As reported by Korobeinichev et al. (2022), the flame rate of spread in 

the wind-tunnel experiment was 6 mm s-1, while the rate of spread predicted by the baseline FDS 

was 4 mm s-1. Our simulation, using the new model improved the baseline FDS prediction by 20%, 

yielding a spread rate of 4.8 mm s-1. While with the new model the prediction of the flame spread 

rate improves, we believe that the general underprediction of both the baseline and modified FDS 

models involves factors other than fuel moisture. 

 

Validation study 2: Heat release rate in a pine needle fuel bed measured in a furniture calorimeter 

A second study was conducted to investigate the accuracy of the new model against the 

experiments of Perez-Ramirez et al. (2017). The experiments were performed for a 2 m long and 

1 m wide pine needle fuel bed located inside a 1 MW furniture calorimeter with three combinations 

of fuel loading and fuel height (Table 1 of Perez-Ramirez et al., 2017). The fuel bed was situated 

within a 3 m × 3 m hood with 1 m3 s-1 extraction system. A line fire was ignited along the width 

of the fuel bed to observe the flame spread rate. Combustion gases (carbon monoxide and carbon 

dioxide) and oxygen in the exhaust pipe were analyzed during each experiment to calculate the 

heat release and mass loss rates using the oxygen consumption calorimetry technique.  

In Perez-Ramirez et al. (2017), the HRR (kW) for all experiment scenarios was compared 

against the numerically predicted HRR by the Wildland-urban interface Fire Dynamics Simulator 

(WFDS) model (a previous version of the FDS model). WFDS, like FDS, uses the Arrhenius 

approach to model the fuel drying process. For two of these cases, the mass loss rate (MLR; kg s−1) 

for one (out of four) experiment was underpredicted by WFDS at the beginning of pyrolysis and 

during the extinction phase. The study reports that the underprediction of MLR by WFDS during 

the extinction phase was because the single-step reaction was unable to capture the char oxidation 

while it does not discuss the reason for the initial underprediction of MLR. We hypothesize that 
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the underestimation of the MLR by WFDS at the beginning of pyrolysis is related to the Arrhenius 

fuel drying model. To investigate whether the new model can improve the baseline Arrhenius 

prediction of MLR and HRR, two cases with 1) fuel loading of 1.2 kg m-2 and fuel bed height of 

0.065 m and 2) fuel loading of 0.9 kg m-2 and fuel height of 0.055 m were studied. For the sake 

of brevity and due to the similarity of the trends, only the results of the first case are shown here. 

In line with Perez-Ramirez et al. (2017), the pine needle fuel bed in the simulation was located 

under a 3 m × 3 m hood in a domain of 3 m (streamwise) × 3 m (spanwise) × 3.84 m (vertical), 

representing the furniture calorimeter. The fuel bed in the domain was represented as a collection 

of fixed cylindrical lagrangian particles. Details of the fuel bed configuration and thermo-physical 

properties of the solid and gas phases were obtained from Perez-Ramirez et al. (2017) and are 

provided in Appendix D. The streamwise and spanwise boundaries were at inflow-outflow 

conditions. The hood was represented by multiple stepwise obstacles with a constant volume flow 

rate of 1 m3 s-1. As in Perez-Ramirez et al. (2017), the fuel bed was ignited by ignitor particles 

arranged in a 0.004 m × 1 m area located upstream of the fuel bed and maintained at 1273.15 K. 

A uniform grid size of 0.02 m in all directions was used based on the result of the grid 

independency study conducted by Perez-Ramirez et al. (2017). The 0.02 m grid size is reported to 

be sufficient to model the flow velocity in the hood (Perez-Ramirez et al., 2014). This grid size is 

also less than the extinction length (Morvan, 2011) derived based on the volume fraction and 

surface area-to-volume ratio of the fuel. 

The total HRR (kW), which is the combination of heat released from the flaming and 

smoldering combustion, was predicted, and compared against the experimental results in Fig. 2a. 

It was observed that as the fire approached a quasi-steady rate of spread (characterized by nearly 

constant total HRR), 60 – 75% of the total HRR stemmed from the flaming combustion phase. The 

HRR obtained using the new model shows higher magnitudes compared to those obtained from 

the baseline FDS model using the Arrhenius approach and is in closer agreement with the 

experimentally measured HRR values. This is because, in the new model, unlike the baseline 

model, localized regions of low fuel moisture in front of the fire were significantly more 

pronounced due to the more effective preheating of the fuel. As a consequence, when fire reaches 

the fuel, less thermal energy is used for drying the solid fuel particles in the new model resulting 

in an increase in the fire intensity and HRR. In the same way, the prediction of MLR (kg s-1) using 

the new model improved, showing closer agreements with the experimental results (Fig. 2b). In 
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general, HRR and MLR exhibit significant variations throughout the fire progression. These 

quantities increase, reach a quasi-steady state, and then decline to zero. To assess this variability, 

a moving standard deviation was also calculated using a sliding window of 5 seconds. The moving 

standard deviation for the HRR for both the baseline and new models ranged from 1.58 to 1.585 

kW, while for the mass loss rate, it varied between 0.0001 and 0.0048 kg s-1. Similar improved 

trends in the prediction of HRR and MLR were observed for the case with a fuel loading of 0.9 kg 

m-2 and fuel height of 0.055 m (not shown). 

 

Fig. 2: Temporal variation of the modeled and experimental (a) heat release rate (HRR) and (b) mass loss 

rate (MLR). 

 

Validation study 3: Testing fire propagation in an excelsior fuel bed 

This study evaluated the accuracy of the new model by comparing it to the experiments 

conducted by Catchpole et al. (1998), specifically in assessing the fire rate of spread across a range 

of FMC conditions. Catchpole et al. (1998) conducted 357 experiments in a wind tunnel of 

dimensions 12 m (length) × 3 m (width) × 3 m (height) to obtain the rate of spread for several 

combinations of fuel moisture, wind speeds, and fuel properties (depth, particle sizes, and packing 

ratio). The length of the fuel bed varied between 5 m and 8 m in different experiments. Metal 

strips, matching the fuel bed length, were placed along the sides of the fuel bed to prevent air from 

entering the combustion zone. At the tunnel inlet, wire mesh was placed to promote the 

development of turbulent boundary layer in the flow. The wind velocity inside the tunnel ranged 

between 0.0 and 3.1 m s-1 in the free stream above the boundary layer for different sets of 

experiments. The fuel was pre-conditioned to achieve the specified moisture content for each 

experiment. Among all experimental scenarios, in four cases, wind speed and all fuel properties 
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were held constant, while the FMC varied between 18.1% (EXMC48), 10.1% (EXMC36), 5.5% 

(EXMC23), and 3% (EXMC69). Within this group, case EXMC36, with a FMC of 10.1% 

indicated a lower rate of fire spread compared to that of case EXMC48 with a higher FMC of 

18.1%. Therefore, case EXMC36 was considered as an outlier and not used in the comparison 

study.  

 In accordance with Catchpole et al. (1998), a simulation was conducted featuring an 8 m long 

and 1 m wide fuel bed with a height of 0.203 m, composed of regular excelsior. The fuel was 

represented as a collection of fixed Lagrangian particles with a packing ratio of 0.005. Positioned 

2 m from the domain inlet, the fuel bed was equipped with a baffle upstream and walls on both 

sides with heights matching the height of the fuel bed. In the streamwise direction, inflow-outflow 

boundary conditions were specified, incorporating an inlet wind velocity of 2.68 m s-1. The 

configuration details of the fuel bed, along with the thermo-physical properties of the solid and gas 

phases, were sourced from the FDS version v6.8.0 validation repository, as provided in Appendix 

E. The fuel bed was ignited by a plate measuring 0.05 m in length and 1 m in width, subjected to 

a heating rate of 800 kW m-2 for a duration of 10 seconds. A uniform grid size of 0.05 m was 

employed in all directions, adhering to the maximum grid size constraints based on the extinction 

length criteria (0.1 m). 

Consistent with the experiments, the rate of spread was determined by evaluating the average 

of the time taken for the fire to travel each 0.5 m section of the fuel bed after it reached a quasi-

steady rate of spread at 4.5 m from the leading edge. The comparison of the modeled and observed 

average rate of spread for the three cases is shown in Table 1. The results indicate that the new 

model improved the baseline FDS prediction, respectively, by 14.21%, 7.9%, and 1.16% for 

EXMC69, EXMC23, and EXMC48 cases. The results of both the baseline and new models showed 

similar standard deviations in the range of 0.027 – 0.043. 

 

Table 1: Comparison of the modeled (using the baseline FDS and the new FDS + FMC models) and 

observed (Catchpole et al., 1998) average rate of spreads for fuels with different FMCs. 

 

Cases FMC (%) Rate of spread (m s-1) 

Experiment Baseline FDS New model 

EXMC69 3.0 0.242 0.211 0.241 

EXMC23 5.5 0.252 0.202 0.218 
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EXMC48 18.1 0.175 0.171 0.173 

 

 

A Case Study: FMC Response to Instantaneous Turbulence and its Effect on 

Fire and Plume Behavior 

While this work focuses on the description of a new physics-based fuel moisture model 

coupled with the FDS fire-atmosphere interaction model, an application of the model is briefly 

described here. The experimental setup of Korobeinichev et al. (2022) (described in Validation 

Study 1) was used as a case study and the results pertinent to the spatiotemporal variation of FMC 

and fire and plume behaviors are briefly discussed below.  

 

Spatiotemporal Variations of FMC 

To investigate the spatiotemporal variations of FMC, virtual probes were introduced on the 

fuel bed at five locations in the streamwise direction at the mid-span of the domain (i.e., 𝑦/ℎ = 0, 

with ℎ being the fuel height). Figure 3 compares the FMC variations with time from the baseline 

FDS model (Fig. 3a) with those of the new model (Fig. 3b). Comparison of the figures shows that 

the drop in FMC from its initial value starts with delays in the new model compared to the baseline 

FDS model. Following that, the two models continue showing different drying behaviors with 

time. The baseline model indicates quick plunges in the moisture levels at all locations that takes 

approximately 18 s from the beginning of drying to the complete evaporation of the fuel moisture. 

However, in the new model, the drying process indicates a gradual and different behavior: At 

𝑥/ℎ = 10, and 15, complete drying happened in 25 s, indicating an increase of 38% in drying 

time compared to that of the baseline model at the same locations. At 𝑥/ℎ = 20, 25, and 30, we 

noticed a small rise of 1.5% in FMC from the baseline value of 0.065 kg kg-1 before the flame 

reaches the (virtual) probes at these locations. This rise in the local FMC is due to the addition of 

water vapor to the gas phase during combustion, which causes an increase in the relative humidity 

of the ambient air. Because of this, a positive water vapor flux exchange occurred from the ambient 

air to the fuel, raising the FMC at these locations. The amount of this moisture rise in fuel, in 

general, depends on several environmental factors that control the concentration of water vapor 

over the fuel layer. The observed increase in fuel moisture is consistent with the observations by 

Zhao et al. (2021), who investigated the dynamic variations of FMC in wood pellets in a domestic 
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stove. The rise in FMC at 𝑥/ℎ = 20, 25, and 30 led to an increase in the fuel drying time to 

approximately 30 s. It should be noted that the increase in local relative humidity and its effect on 

FMC is not captured by the Arrhenius drying model in the baseline model. Our investigation 

confirms that the delay in the drop of FMC from its initial value in the new model is also due to 

this process. 

 

Fig. 3: Temporal variations of FMC in the fuel bed (following the setup of Korobeinichev et al., 2022) at 

𝑥/ℎ = 10, 15, 20, 25, and 30 along 𝑦/ℎ = 0, simulated by (a) the baseline FDS model and (b) the new 

model. 

 

Fire and plume behaviors 

Figure 4 compares the temporal evolution of the fuel surface temperature at two locations in the 

streamwise direction (i.e., 𝑥/ℎ = 20 and 25) at the mid-span of the domain. The two peaks in 

temperature in Fig. 4a correspond to the time when the leading and the trailing edges of the flame 

pass location 𝑥/ℎ = 20. It can be noticed that, in the new model, the fuel temperature at both 

locations rises above that of the baseline FDS after around 40 s into the fire propagation and after 

the flame had enough time to thermally interact with the fuel ahead of the fire front. We speculate 

that the occurrence of higher fuel temperature in the new model is due to the lower evaporation 

rate in this case (Fig. 3), indicating lesser energy going to evaporating water and thus more energy 

spent on increasing the whole fuel temperature, which also influences the reaction rate of pyrolysis. 
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Fig. 4: Temporal variations of fuel surface temperature at 𝑥/ℎ = 20, and 25 along 𝑦/ℎ = 0. 

 

To investigate how the thermodynamic variations of FMC influences the plume behavior, the 

Byram convection number, which indicates the ratio of the power of fire to the power of the wind 

was investigated for the two cases using Eq. 17 (Finney et al., 2021; Korobeinichev et al., 2022). 

𝑁𝑠 =
2𝑔𝐼

𝜌∞(𝑈∞ − 𝑅𝑂𝑆)3𝐶𝑝𝑇∞
 (17) 

 

In this equation, 𝜌∞ (kg m-3), 𝑈∞ (m s-1), 𝐶𝑝 (J kg-1K-1), and 𝑇∞ (K) are the density, velocity 

magnitude, specific heat, and temperature of the air, respectively. 𝑔 (m s-2) is the acceleration due 

to gravity, 𝐼 (W m-1) is the intensity of the fire line, and 𝑅𝑂𝑆 (m s-1) is the fire rate of spread. The 

Byram number was calculated at the same locations where the rate of spread was found (i.e., 𝑥/ℎ =

 20, 25, 30), and the average of these values was then used for comparison between the two cases. 

The Byram number for the baseline FDS case is 8.24, while it rises to 10.97 for the new model, 

indicating a higher power of buoyancy force as compared to the power of inertial force, and thus 

a more plume-dominated rather than a wind-driven fire in the new model. This is also evident 

when comparing the trajectory of the flame and plume throughout the course of the fire 

propagation and the average plume angle between the two cases. To calculate the average plume 

angle, the iso-contour of carbon dioxide mass fraction at 0.05 kg kg-1 was examined for the time 

when the fire passed across the length of the fuel bed from 𝑥/ℎ = 5 to 𝑥/ℎ =  30. The average 

plume angle was then determined from the angle formed by the line connecting the plume base 

center (i.e., the center of the flame depth) to the rightmost top edge of the plume with respect to 

the fuel surface. Notably, in the baseline FDS, the average plume angle was observed to be 6.63° 
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less than the corresponding angle of 27.29° in the new model. The magnitude of the average plume 

angle changes for both cases when different carbon dioxide mass fraction values are used to define 

the plume’s boundary. Nevertheless, across all scenarios, the average angle that the plume formed 

with the surface in the new model consistently exceeded that of the baseline FDS.  

 

Summary 

This paper introduces a comprehensive physics-based model that integrates a thermodynamic-

driven prediction model for dead fuel moisture content (FMC) with the Fire Dynamics Simulator 

(FDS) of the National Institute of Standards and Technology. The motivation for developing this 

model arises from the existing modeling limitations, where fuel drying is often treated as a kinetic 

process, whereas in nature, it is a thermodynamic process. Unlike the kinetic process, in the 

thermodynamic process, the phase change nature of moisture evaporation and the coexistence of 

liquid water and water vapor in the porous layers of the fuel, together with the complex 

interchanging processes of mass and heat transport between the porous fuel layers are considered. 

Such a capability is important in fire-safety research, especially where small-scale variations in 

fire dynamics are important.   

Following tests of the sub-models, the accuracy of the whole new FMC + FDS model for 

predicting HRR and MLR was tested against the experimental data by Korobeinichev et al. (2022), 

Perez-Ramirez et al. (2017), and Catchpole et al. (1998). The validation results indicated 

improvements over the baseline model. Given the absence of additional measured data providing 

essential details, the model tests were constrained to the scenarios mentioned above. However, 

more tests are desired to identify potential model weaknesses and to explore the breadth of model 

performance across various environmental, material, and geometrical conditions.  

The paper also includes a case study on flame propagation in a small fuel bed, showcasing the 

enhanced efficacy of the new model and its unique ability to depict intricate processes such as 

moisture exchanges with the ambient atmosphere (a process that cannot be captured by a kinetic-

based model). The results of our case study also indicated that the kinetic-based FMC model (in 

the baseline FDS model) and thermodynamic-based FMC model (in the new FMC + FDS model) 

result in different fuel drying behavior, fire spread, fuel temperature, and plume dynamics. Further 

studies, however, are required in different scales to better understand the differences between the 

models and the extent of the effect of FMC model choice. The model can be improved in several 
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aspects; however, the large number of input parameters and the computational costs of the 

simulations are the main limiting factors (which are shared between all physics-based models). 

For large domains, under realistic atmospheric conditions with enough grid resolutions, the 

computational costs can be significant, limiting the application of the model. 
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Appendix A: FDS model validation 

A review of the literature indicates that there are several validation studies of FDS that test 

the model accuracy for predicting the heat release and mass loss rates of fuels (Meerpoel-Pietri et 

al., 2022; Perez-Ramirez et al., 2017), and the rate of fire spread (Mell et al., 2013). In this section, 

however, we conduct three studies to investigate the accuracy of the LES of FDS in predicting 

flow characteristics within channel flows affected by surface topographies (using laboratory data 

of Martinuzzi & Tropea (1993) and Meinders (1998)) and in convective atmospheric boundary 

layer flows (using field data of Lenschow et al. (1980)) in the absence of fire.  

 

Channel flow with a surface-mounted obstacle 

In this study, the experimental data obtained by Martinuzzi and Tropea (1993) and 

documented and used by Rodi et al. (1997) and Letzel et al. (2008) was utilized. The experimental 

setup included a surface-mounted obstacle of height 𝐻 that was placed at a distance of 3𝐻 from 

the inflow boundary of a channel of height 2𝐻. Following the numerical study of Letzel et al. 

(2008), the domain length and width were taken to be 19𝐻 and 7𝐻, respectively, in the streamwise 

and spanwise directions. A uniform inflow velocity with a Reynolds number of 106 (based on H) 

was prescribed at the inlet and periodic boundary conditions were used in the streamwise and 

spanwise directions. The domain length was found to be long enough to eliminate the effects of 

the residual wake flow from the obstacle at the inlet due to the periodic boundary conditions. 

Through a sensitivity analysis, it was found that a grid size of 0.025H is adequate for these 

simulations.  

The simulation was run for 5 hours to stabilize, and the results were time-averaged over the 

last 2 hours, equivalent to over 100 eddy turnover times in the domain. The time-averaged vertical 

profiles of streamwise velocities normalized by the bulk velocity at different locations in the 

streamwise direction were compared against the experimental data as shown in Fig. 5. The results 

indicate that FDS satisfactorily captures the flow features at different locations of the domain.  
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Fig. 5: Time-averaged vertical profiles of the normalized streamwise velocities at 𝑦 ⁄ 𝐻 = 0 and 𝑥 ⁄ 𝐻 = -
1, 0.5, 1, 1.5, 2.5, and 4. 𝑢𝑏 is the bulk velocity. 

 

Flow over an array of surface-mounted obstacles 

In this validation study, flow measurements of Meinders (1998) were utilized. The experimental 

setup involved an array of 25 by 10 cubical obstacles of width 𝐻 that were placed uniformly with 

a distance of 3𝐻 from each other in each horizontal direction. The obstacles were mounted at the 

bottom of a channel with a height of 3.4𝐻. The measurements were made in locations where a 

fully developed periodic flow was achieved. Following Tseng et al. (2006), a computational 

domain with a dimension of 12𝐻 (streamwise) × 12𝐻 (spanwise) × 3.4𝐻 (vertical) and consisting 

of a matrix of 3 by 3 cubes was chosen. Periodic and no-slip boundary conditions were, 

respectively, imposed in the horizontal directions and at the top and bottom boundaries. Through 

grid sensitivity analyses, a grid size of 0.05𝐻 was found to be fine enough for this simulation. A 

uniform inflow velocity was prescribed at the inlet according to the Reynolds number of 106 based 

on the obstacle height. The results were averaged over the last 4 hours (equivalent to over 100 

eddy turnover times in the domain) of a 10-hour simulation, and mean streamwise and spanwise 

velocity profiles from various locations were compared against the experimental results. Figures 

6a and 6b, respectively, compare the vertical and spanwise profiles of the mean streamwise 
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velocities obtained from the 𝑦 𝐻 = 0⁄  and 𝑧 𝐻 = 0.5⁄  planes for the central cube at five different 

locations along the flow (i.e., 𝑥/𝐻 =  −0.3, 0.3, 1.3, 1.7, and 2.3). Figure 6c compares the mean 

spanwise velocities obtained at 𝑧 𝐻 = 0.5⁄  for the central cube at five locations along the flow. 

The velocities are normalized by a reference velocity value obtained at (𝑥 𝐻⁄ , 𝑦 𝐻⁄ , 𝑧 𝐻⁄ ) = (1.3, 

0, 2.25). The FDS predicted mean streamwise and spanwise velocities agree well with the 

experimental data. 

 

Fig 6: Time-averaged (a) streamwise velocity profiles from the vertical center plane at 𝑦 𝐻⁄ = 0, (b) 

streamwise velocity profiles from the horizontal plane at half the obstacle height (𝑧 𝐻⁄ = 0.5), and (c) 

spanwise velocity profiles from the horizontal plane at 𝑧 𝐻⁄ = 0.5. 
 

Convective atmospheric boundary layer flow 

Validation studies presented above are related to cases with neutrally stratified flows. To 

investigate the accuracy of FDS in predicting flow features under non-neutral stratified 

atmospheric boundary layer flows, field-measured data from Lenschow et al. (1980) and 

laboratory-measured data from Willis and Deardorff (1974) were used. Additionally, a comparison 

of the results was made against the numerical results of Raasch and Etling (1991). The 

computational domain was chosen to be a cuboid of dimension 3.2 km × 3.2 km × 4.8 km with a 

constant heat flux of 125 W m-2 imposed at the bottom boundary. The simulation was initialized 

by a flow at rest with an initial neutral temperature stratification till 800 m from the ground and a 

stable layer of 1 K ⁄100 m aloft. The results were averaged over the last 2 hours of a 6-hour 

simulation. Figure 7a compares the time and horizontally averaged profile of vertical heat flux 

normalized by the surface heat flux and Figs. 7b and 7c compare the time and horizontally 

averaged profiles of streamwise and vertical velocity variances normalized by the square of the 

convective velocity (𝑤∗) against the experimental and numerical data. Overall, FDS captures the 
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flow statistics satisfactorily. The slight differences in the results by FDS from the measured data 

are expected to be due to the energy equation that is not explicitly solved in the model. 

 

  

Fig. 7: Time and horizontally averaged profiles of normalized (a) vertical heat flux, (b) streamwise velocity 

variance, and (c) vertical velocity variance. 𝑤∗ and 𝜃∗ are the characteristic velocity and potential 

temperature, respectively. 
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Appendix B: Parameters used in validation of the FMC model  

 

Table 2: Parameters used to perform the validation of the moisture model (based on Table 1, and Appendix 

1 of Matthews, 2006)  
 

Parameter Unit Value 

 

 

Solid fuel 

Height m 0.02 

Bulk density kg m−3 62 

Density (𝜌𝑠) kg m−3 550 

Surface area-to-volume ratio m−1 3000 

Characteristic length m 0.03 

 

 

Solid fuel 

moisture 

Nelson model parameter A - 5.2 

Nelson model parameter B - -19 

Surface conductance (𝐾𝑚𝑎,𝐸) m s−1 0.0006 

Saturation moisture content kg kg−1 1.4 

Liquid water absorption parameter 𝐿𝑎 kg kg−1 0.23 

Liquid water absorption parameter 𝐿𝑏 kg kg−1 -1.63 

Radiation Albedo - 0.27 

Attenuation coefficient - 1.363 

 

Conduction 

Heat conductivity as a function of moisture content 

𝑘𝑠𝑙𝑜𝑝𝑒 
Wm−1K−1 0.2 

Heat conductivity as a function of moisture content 

𝑘𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 
Wm−1K−1 0.14 

Solid-to-water heat conductivity (𝐾𝑚𝑙,𝐻) Wm−2K−1 700 

Drainage Rainfall storage capacity kg kg−1 1.153 

Drainage coefficient s−1 0.00003 

 

Vertical 

mixing 

Diffusivity at the top of the litter layer 𝐷𝑇0,𝑎 m2s−1 0.00002 

Diffusivity at the top of the litter layer 𝐷𝑇0,𝑏 s m−1 2.60 

Diffusivity attenuation coefficient 𝜒𝑎 - 2.08 

Diffusivity attenuation coefficient 𝜒𝑏 s m−1 2.38 

Soil Albedo - 0.2 

Field capacity m2m−3 0.3 

Top 

boundary 

Aerodynamic roughness length m 0.01 

Screen height m 2.0 

 

 

 

 

 

Constants 

Thermal diffusivity of air m2s−1 2.08 × 10-5 

Diffusion coefficient of water vapor in the air m2s−1 2.34 × 10-5 

Latent heat of vaporization of water (𝜆) J kg−1 2.45 × 106 

Stefan-Boltzmann constant J m−2K−4 5.67 × 10-8 

Volumetric heat capacity of water (𝐶ℎ,𝑙) J m−3K−1 4.3 × 10-6 

Volumetric heat capacity of solid fuel (𝐶ℎ,𝑚) J m−3K−1 1.0 × 106 

Specific heat of air (𝐶𝑝) J kg−1K−1 1004.5 

Von Karman constant  0.4 

Universal gas constant J mol−1K−1 8.314 

Molecular mass of water g mol−1 18.0153 
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Appendix C Parameters used to validate the fully coupled model in Validation 

Study 1 

 

Table 3: Parameters used to perform the validation of the fully coupled model (based on Table 1 of 

Korobeinichev et al., 2022)  

  

Parameter Unit Value 

 

 

 

Solid 

fuel 

Height m 0.02 

Dry fuel density kg m−3 593 

Surface area-to-volume ratio m−1 4550 

Packing ratio - 0.058 

Pre-exponential factor (𝐴𝑝𝑦𝑟) s−1 36,400 

Activation energy (𝐸𝑝𝑦𝑟) Jmol−1 60,276 

Heat of pyrolysis (∆𝐻𝑝𝑦𝑟) kJ kg−1 418 

 Mass fraction of dry fuel converted to char - 0.18 

Moisture Fuel moisture content (for constant FMC case 

only) 
m−1 0.065 

Heat of vaporization of water(∆𝐻𝑣𝑎𝑝) kJ kg−1 2259 

 

 

 

Char 

Density kg m−3 300 

Thermal conductivity Wm−1K−1 0.05 

Specific heat 

(As a function of temperature T) 
kJ kg−1K−1 0.42 + 0.002 T + (6.85 

× 10-7) T2 

Pre-exponential factor (𝐴𝑐ℎ𝑎𝑟) m s−1 430 

Activation energy (𝐸𝑐ℎ𝑎𝑟) Jmol−1 -12,000 

Heat of formation (∆𝐻𝑐ℎ𝑎𝑟) kJ kg−1  

Mass fraction of char converted to ash - 0.2 

Mass fraction of oxygen - 1.65 

 

 

Ash 

Density kg m−3 67 

Thermal conductivity Wm−1K−1 0.1 

Specific heat 

(As a function of temperature T) 
kJ kg−1K−1 1.244(T/300)0.315 

 

Soot 

Density kg m−3 1800 

Thermal conductivity Wm−1K−1 0.55 

Specific heat kJ kg−1K−1 2.1 
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Appendix D Parameters used to validate the fully coupled model in Validation 

Study 2 

 

Table 4: Parameters used to perform the validation of the fully coupled model (based on Perez-Remirez et 

al., 2017)  

  

Parameter Unit Value 

 

 

 

Solid 

fuel 

Height m 0.065 

Dry fuel density kg m−3 511 

Surface area-to-volume ratio m−1 3057 

Packing ratio - 0.035  

Pre-exponential factor (𝐴𝑝𝑦𝑟) s−1 36300 

Activation energy (𝐸𝑝𝑦𝑟) Jmol−1 60300 

Heat of combustion (∆𝐻𝑐) kJ kg−1 16360 

 Mass fraction of dry fuel converted to char - 0.27 

Moisture Fuel moisture content (for constant FMC case 

only) 
m−1 0.05 

Heat of vaporization of water(∆𝐻𝑣𝑎𝑝) kJ kg−1 2259 

 Pre-exponential factor (𝐴𝐻2𝑂
) K1/2 s−1 600,000 

 Activation energy (𝐸𝐻2𝑂) K 5800 

 

 

 

 

Char 

Density kg m−3 511 

Thermal conductivity Wm−1K−1 0.11 

Specific heat 

(As a function of temperature T) 
kJ kg−1K−1 2.04 

Pre-exponential factor (𝐴𝑐ℎ𝑎𝑟) m s−1 215 

Activation energy (𝐸𝑐ℎ𝑎𝑟) K 9000 

Heat of formation (∆𝐻𝑐ℎ𝑎𝑟) kJ kg−1 -32740 

Mass fraction of char converted to ash - 0.11 

Mass fraction of oxygen - 1.65 

 

 

Ash 

Density kg m−3 15 

Thermal conductivity Wm−1K−1 0.1 

Specific heat kJ kg−1K−1 2 
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Appendix E Parameters used to validate the fully coupled model in Validation 

Study 3 

 

Table 5: Parameters used to perform the validation of the fully coupled model (based on Catchpole et al., 

1998)  

  

Parameter Unit Value 

 

 

 

Solid 

fuel 

Height m 0.203 

Dry fuel density kg m−3 398 

Surface area-to-volume ratio m−1 7596 

Packing ratio - 0.005 

Pre-exponential factor (𝐴𝑝𝑦𝑟) s−1 36300 

Activation energy (𝐸𝑝𝑦𝑟) Jmol−1 60300 

Heat of combustion (∆𝐻𝑐) kJ kg−1 17260 

 Mass fraction of dry fuel converted to char - 0.2 

Moisture Fuel moisture content (for constant FMC case 

only) 
m−1 0.03, 0.055, 0.181 

Heat of vaporization of water(∆𝐻𝑣𝑎𝑝) kJ kg−1 2259 

 Pre-exponential factor (𝐴𝐻2𝑂
) K1/2 s−1 600,000 

 Activation energy (𝐸𝐻2𝑂) K 5800 

 

 

 

 

Char 

Density kg m−3 398 

Thermal conductivity Wm−1K−1 0.11 

Specific heat 

(As a function of temperature T) 
kJ kg−1K−1 0.44 + 0.0008 T 

Pre-exponential factor (𝐴𝑐ℎ𝑎𝑟) m s−1 430 

Activation energy (𝐸𝑐ℎ𝑎𝑟) Jmol−1 74800 

Heat of formation (∆𝐻𝑐ℎ𝑎𝑟) kJ kg−1 -32370 

Mass fraction of char converted to ash - 0.02 

Mass fraction of oxygen - 1.65 

 

 

Ash 

Density kg m−3 67 

Thermal conductivity Wm−1K−1 0.1 

Specific heat kJ kg−1K−1 2 
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