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AbstractÐMany intelligent sensing systems rely heavily on
automatic analysis tools to extract high level information from the
raw videos or images captured by cameras. In particular, deep-
learning-based computer vision solutions have shown promising
results in analysis tasks ranging from image segmentation to
object detection and recognition. In practical systems, image
distortions due to factors such as noise and blur may degrade
the accuracy of these analysis tools. This paper proposes a no-
reference image quality assessment model for predicting the
quality of images from the perspective of three major computer
vision tasks: image segmentation, image classification, and object
detection. A data set is constructed that considers distortions
including noise, blur, and bad lighting, which commonly occur
during the image acquisition process in diverse applications.
Three widely used deep-learning-based algorithms are considered
to label the quality of the images in the dataset. A set of light-
weight features are extracted to characterize the structure of the
content in an image. Based on the data set and the extracted
features, a classification model is built to predict the quality of
images used in computer vision tasks. Experimental results show
that the proposed model offers more accurate predictions than
common image quality measures such as BRISQUE, NIQE, and
PIQE.

Index TermsÐimage quality assessment, no-reference, com-
puter vision, image classification, object detection, image seg-
mentation

I. INTRODUCTION

Cameras have become vital components in a variety of

intelligent sensing applications such as intrusion management,

crowd detection, traffic monitoring, and augmented reality.

Many of these applications rely heavily on deep-learning-

based computer vision (CV) tools that can automatically

analyze the images captured by cameras and extract high

level information from them. Due to environmental or human

factors, the sensed images may suffer from different types of

distortions like noise, blur, or bad light. The accuracy of a

CV algorithm could degrade if the quality of an input image

is not satisfactory. Therefore, it is necessary to assess how

and to what extent image distortions affect the performance

of common CV tools.

In the field of image quality assessment (IQA), there are

extensive studies on modelling the perceptual image quality
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which is evaluated by human users [1]±[3]. Traditional per-

ceptual quality assessment methods take advantage of known

characteristics of the human visual system (HVS) such as

luminance sensitivity, color perception, spatial resolution [4].

However, the quality of an image evaluated by a computer

vision algorithm is not necessarily sensitive to the same

factors that drive human perceptions. In our recent work on

object detection quality [5], we found that the performance of

classical object detection algorithms could be influenced by the

quality of background, whereas human beings can easily focus

on a moving object even with a blurred background. It has

also been shown in [6] that some characteristics of the HVS

are useless for CNN-based methods of computer vision tasks.

For example, images are typically presented to CNNs as a

static rectangular pixel grid with fixed spatial resolution but the

primate eye has an eccentricity dependent spatial resolution.

There are a few studies on the problem of quality evaluation

for different computer vision tasks. For example, five quality

factors, including contrast, brightness, focus, sharpness, and

illumination, were used to evaluate the performance of face

recognition [7]. The degradation of the performance of face

detectors was quantified considering different factors includ-

ing noise, blur, and compression in [8]. An image quality

prediction model for object detection was proposed based

on features like image gradient, edge, and estimated object

size [9]. For target tracking, the image quality for tracking in

airborne reconnaissance systems was studied in [10], and it has

been found that the accuracy of target detection is impacted

by factors such as jitter, level of noise, and edge sharpness,

but it is less sensitive to spatial resolution.

In this paper, we aim to advance existing studies by tackling

the challenge of building a more general quality prediction

model for a wide range of intelligent sensing applications

considering common types of distortions that may occur. We

propose to study three representative computer vision methods:

image classification, object detection, and image segmentation,

because almost all of the existing image analysis tasks are

based on at least one of these three methods. We consider

image distortions caused by noise, blur, and bad lighting.

We propose a no-reference image quality assessment model

based on local features in an image such as edge as well

as global features like contrast and estimated object size.
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(a) Gaussian Noise (b) Gaussian blur (c) Motion blur

(d) Lens blur (e) Brighten (f) Darken

Fig. 1: Samples of distortions.

The model is trained using a large number of images with

different distortions considering three representative deep-

learning-based computer vision algorithms. The accuracy of

the proposed model is then evaluated on a separate test data

set and compared with commonly used IQA measures.

II. DATASET AND PERFORMANCE METRICS

A. Dataset Generation

We have generated a distorted images dataset based on three

different datasets, ImageNet [11], PASCAL VOC2012 [12],

and COCO [13], corresponding to the three CV tasks being

considered. We selected 685 correctly classified images which

are used in the ImageNet challenge for image classification.

We selected 1225 images from PASCAL VOC2012, which

contains 20 object categories for object detection. For image

segmentation, we chose 772 images from COCO, which is a

large dataset for object detection, segmentation, and captioning

published by Microsoft. For each of the 2,682 selected original

images, we simulated 6 specific types of distortion: Gaussian

noise, Gaussian blur, motion blur, lens blur, brighten, and

darken. And for each distortion type, 5 distortion levels were

simulated (low, mid-low, mid, mid-high, and high).

Samples of distorted images in our dataset are shown in

Fig.1. Gaussian noise was added to the original images, where

variances were set to be 0.001, 0.002, 0.003, 0.005, and 0.01.

The 2D circularly symmetric Gaussian blur kernel was applied

to generate the blurring effect of each image by using standard

deviations of 0.1, 0.5, 1, 2, and 5. Motion blur was simulated

to approximate the linear motion of a camera by 1, 2, 4, 6,

and 10 pixels with an angle of 45 degrees. Circular averaging

filter was used to simulate lens blur by adjusting filter radius

to 1, 2, 4, 6, and 8, where a higher radius means a high level

of lens blur. For the brighten and darken distortions, we non-

linearly adjusted the luminance channel by keeping extreme

values fixed and increasing or decreasing others. For brighten

effects, 0.1, 0.2, 0.4, 0.7, and 1.1 were used for increasing from

low to high distortion levels, and for darken effects, 0.05, 0.1,

0.2, 0.4, and 0.8 were used for decreasing from low to high

distortion levels.

B. Deep-Learning-Based Computer Vision Tasks and Metrics

We considered three core tasks in computer vision: image

classification, object detection, and image segmentation. These

(a) Object Detection (b) Image Classification (c) Image Segmentation

Fig. 2: Different computer vision tasks.

foundational tasks underpin almost all other computer vision

processes. Specifically, given an image, it is crucial to segment

the various parts of the scene, as illustrated in Fig. 2(c). Once

the different segments are identified, it is essential to detect and

isolate each meaningful object in the scene (localization) from

the background, as shown in Fig. 2(a). Finally, classification,

as shown in Fig. 2(b), allows us to build more complex tasks

such as action recognition. We propose to study the following

deep-learning-based methods because of their efficiency and

popularity in the computer vision field:

• ResNet-50 for image classification [14];

• YOLOv3 for object detection [15];

• Mask-RCNN for image segmentation [16].

There are a variety of metrics for evaluating the performance

of different CV tasks. Towards a general quality model, we

chose a set of metrics that can generate normalized values

ranging from 0 to 1.

For image classification, the accuracy measures the number

of correct predictions over a total number of predictions:

Accuracy =
Number of Correct Predictions

Total Number of Predictions
. (1)

Apart from the accuracy of each class in an image, we are

also interested in the probability values associated with the

classification accuracy for each class. For correctly classified

images, the confidence in the prediction is reflected in the

probability score while the score for misclassified images

is effectively set to zero, resulting in a cTE (classification

evaluator) ranging from 0 to 1, which is given by

cTE = Accuracy ∗ Probability Score. (2)

For object detection, the evaluation metric is the mean

average precision (mAP) score that is calculated by taking the

mean AP (average precision) over all the classes in an image:

mAP =
1

N

i=1∑

N

APi. (3)

The performance of image segmentation can be evaluated

using the intersection-over-union (IoU), also known as the

Jaccard Index which basically determine the pixels common

between the ground truth and the prediction divided by the

total pixels present across both masks:

IoU =
groundtruth ∩ prediction

groundtruth ∪ prediction
. (4)

To analyze the impact of the studied distortions on the

performance of CV tasks, we applied the three chosen deep-

learning-based methods on each image in our distorted dataset.
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