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Abstract

Let f be an analytic polynomial of degree at most K — 1. A classical inequality
of Bernstein compares the supremum norm of f over the unit circle to its supre-
mum norm over the sampling set of the K-th roots of unity. Many extensions of this
inequality exist, often understood under the umbrella of Marcinkiewicz—Zygmund-
type inequalities for L?, 1 < p < oo norms. We study dimension-free extensions of
these discretization inequalities in the high-dimension regime, where existing results
construct sampling sets with cardinality growing with the total degree of the poly-
nomial. In this work we show that dimension-free discretizations are possible with
sampling sets whose cardinality is independent of deg(f) and is instead governed
by the maximum individual degree of f; i.e., the largest degree of f when viewed
as a univariate polynomial in any coordinate. For example, we find that for n-variate
analytic polynomials f of degree at most d and individual degree at most K — 1,
| fll oo ny < C(X)d||f||Loo(Xn) for any fixed X in the unit disc D with | X| = K. The
dependence on d in the constant is tight for such small sampling sets, which arise
naturally for example when studying polynomials of bounded degree coming from
functions on products of cyclic groups. As an application we obtain a proof of the
cyclic group Bohnenblust—Hille inequality with an explicit constant O (log K)?¢.

Mathematics Subject Classification 41A17 - 41A63 - 42B05 - 32A08

1 Introduction and motivation

Discretization inequalities control the L”, 1 < p < 0o norm of functions f by their
L? norm over some finite sampling set. In this work we present discretization in-
equalities in a parameter regime motivated by harmonic analysis on high-dimensional
discrete spaces. We sketch these motivations now; self-contained statements of our
main results are in Sect. 1.1.

Exemplary among applications of harmonic analysis to discrete spaces is har-
monic analysis on the hypercube {—1, 1}"*, which has led both to new proofs (and
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sharpenings) of classical results [6, 12], as well as to many discoveries in combina-
torics and theoretical computer science—seminal examples of which are [25, 26, 32];
see [42] for more. A guiding application for us is the recent introduction of the
Bohnenblust—Hille (BH) inequality to statistical learning theory.

The classical BH inequality [13] states that for an n-variate degree-d analytic poly-
nomial f on the polytorus T" = {z € C: |z| = 1}",

IIJ’”\II% =C@DIflr, (1.1)

for a constant C(d) that, crucially, is independent of dimension n. Here and through-
out the norm || - ||x for a space X denotes the supremum norm, and fdenotes the
sequence of coefficients of f. Equation (1.1) has a long history: it generalizes Lit-
tlewood’s celebrated 4/3 inequality [38] and derives from Bohnenblust and Hille’s
resolution [13] of the Bohr’s strip problem [14] on the convergence of Dirichlet se-
ries ), ayn~°. Since then, the BH inequality has become an important tool in har-
monic analysis and functional analysis, for example to study Sidon constants and the
asymptotic behavior of Bohr radii [5, 21]. We remark that in these applications it is
important to have good control of the BH constants. See the recent monograph [22]
for more discussion and applications to infinite dimensional holomorphy, probability
theory, and analytic number theory.

In view of these developments, it is natural to ask for generalizations of the BH
inequality to other groups, such as the discrete hypercube. The hypercube BH in-
equality, which was first proved in [11] and sharpened in [23], gives the analogous
estimate for any f : {£1}" — R of degree at most d:

LI 22 S If ey 1.2)

Here and in what follows, A < 4 B means A < C(d)B for a constant C(d) > 0 de-
pending only on d. The sharp dependence on degree d of the constants in (1.1) and
(1.2) are longstanding open problems; see [20, 22, 23] for more.

Surprisingly, Eskenazis and Ivanisvili [24] recently applied the hypercube BH in-
equality to obtain exponential improvements in a central task in statistical learning
theory called low-degree learning: find (with high probability) an L? approxima-
tion to an unknown degree-d polynomial f :{£1}" — [—1, 1] using only the data
{(xD, f(xy) }j for x(/)’s drawn independently and uniformly from {—1, 1}".

Low-degree learning was introduced in the seminal work of Linial, Mansour, and
Nisan [37] who gave an algorithm using O(n¢logn) samples (x/, f(x(/))). The
best dependence on dimension n for this task remained 7@ until Eskenazis and
Ivanisvili [24] obtained the dramatic reduction to O (log n - CP°Y(@)) (one should think
d <« n). They applied the hypercube BH inequality to obtain strong Fourier concen-
tration results for bounded low-degree functions, leading to an efficient thresholding
approach for estimating f via its Fourier coefficients f Extensions of this idea to
quantum learning theory, with corresponding noncommutative (or qubit) variants of
the BH inequality (1.2), swiftly followed [29, 48].

To expand the reach of these applications, it is necessary to extend harmonic anal-
ysis results from the hypercube to other discrete spaces. A primary generalization is
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Dimension-free Bernstein's discretization inequalities 471

the discrete n-torus,
QL= (WK k=0,1,....,K - 1)",

which arises naturally as the “hypergrid” in property testing [10, 19], is a key setting
for studying the hardness of approximation (e.g., the Plurality is Stablest Conjecture
of [35], see also [41]), and is crucial for understanding operators on K -level qudits
in the quantum (or noncommutative) setting [46]. Already there is a wealth of appli-
cations of harmonic analysis to Q% in combinatorics [1, 39], number theory [3], and
graph theory [2], for example.

All functions f : Q% — C can be extended to analytic polynomials with indi-
vidual degree (the maximum degree in any variable) at most K — 1 using Fourier
expansion. In the spirit of generalizing the hypercube BH inequality (1.2) and learn-
ing theory applications to ", we shall pursue Fourier-type estimates for functions
f: Q% — C whose corresponding polynomials also have total degree bounded by d.
Note that our applications stipulate the parameter regime K < d < n.

Attempts to prove inequalities that are standard on the hypercube (K = 2) meet
significant challenges on the discrete n-torus for larger K. For example, if one tries
to prove the BH inequality on Q' (even for K = 3) by repeating the argument that
worked for both the polytorus and the hypercube, one quickly encounters trouble, as
detailed in [45, Appendix A].

We now sketch a difficulty appearing already for a simpler estimate: bounding
spectral projections of low-degree polynomials. Concretely, given a polynomial f :
Q% — C of total degree at most d and individual degree at most K — 1, we seek to
control its degree-¢ homogeneous part f; as follows:

I felln = Cd, K fllqn - (1.3)

This sort of estimate is a typical dimension-free inequality in harmonic analysis.
When the domain is the polytorus (K = oo) this comparison is a trivial Cauchy
estimate and bears constant 1. For the hypercube (K = 2), this estimate, usually
attributed to Figiel [40, §14.6], comes fairly easily as well: given f : Q] — R,
deg(f) <d, and with x* € Q) a maximizer of | f¢|, one considers the polynomial
o) == f(txy,...,tx;) for t € [—1,1] (f is extended to [—1, 1]" as a multiaffine
function). A Markov—Bernstein-type estimate gives

®
Il fellan = lQE& =Cd, DIQl-1.11 =C, DI f 1,117,
with optimal constant C(d, £) < (1 + V2)? [23, Lemma 1.3 (4)]. The final step is
to recognize that || f|lj—1,17» = Il fll{=1,1y» because the extension of f to [—1, 1]" is
affine in each coordinate.

However, as soon as K = 3 it is quite unclear how to proceed. For example, one
could analogize the argument from above, constructing a polynomial Q(¢) with ¢ now
in the disk D, to obtain via a Cauchy estimate for holomorphic functions

0
_127O0 o =10l

Il fellqn TR
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472 L. Becker et al.

Unfortunately, there is no simple way to relate || Q||t to || f ||Qg. Of course || QT <
| f |IT=, but then it seems we would need a dimension-free comparison of the form

Il gk 1f N, - (1.4)

Naive attempts to prove (1.4) lead to constants with exponential dependence on
dimension n. And that is for good reason, as the inequality (1.4) would be quite
strong. Not only would it give the spectral projection bound (1.3), but it would also
immediately imply the Bohnenblust-Hille inequality for Q7% via:

. (1.1) (1.4)
IIfIIglz_f1 Sa Wl g 1l (1.5)

A proof of the inequality (1.4) and its generalizations are the subject of this work.

1.1 Main results: discretizations of L°° norms by small sets and a new
interpolation formula

Our main result is a generalization of (1.4) where Qk is relaxed to any set of points
of cardinality K with uniform spacing in the complex unit disk.

Theorem 1 Letn > 1 and K > 2. Consider Y,, = ]_[;'.:1 Zj forsets 21,25, ..., 2, C
D such that for all 1 < j <n we have |Z;| = K, and denote by n the minimum
pairwise distance,

n= min min |z—2Z|>0. (1.6)
I<j<nz#7'eZ;

Then for any analytic polynomial f : D" — C of degree d and individual degree
K —1,

I fllpr < Cd, K| flly,- 1.7

Here the constant C(d,K) := C(d,K,n) = C(K, n)d, and C(K,n) > 0 depends
only on K and 1. ]
Moreover if all Z; = Qg = {ezmk/K tk=0,1,...,K — 1} then C(d,K) <

(Oog K))*, which proves (1.4).

The term individual degree here means the maximum degree of f viewed as a
univariate polynomial in variable z;, 1 < j <n. That is, we say f is of degree at
most d and individual degree at most K — 1 if it can be expressed as

f@= > @z,  f@ec (1.8)

ac{0,1,...,K—1}":|a|<d

The monomial notation in (1.8) will be used throughout: for any multi-index a =

(al,...,an)eZ';O and point z = (z1, ..., 2,) € C" we define
loe| := Z aj, and  z%:=z{"--- 22
1<j<n
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Dimension-free Bernstein's discretization inequalities 473

Note also that 7 is not completely independent of K ; there is an upper bound on what
n is possible because all points are constrained to be in D.

Remark 1 Theorem 1 holds in the real category as well: specialize the inequality to
polynomials with real coefficients and choose Y, C [—1, 1]* to be a real sampling
set. See also Corollary 8.

In fact, Theorem 1 comes as an immediate consequence of a novel polynomial
interpolation formula.

Theorem 2 Let Y, and n be as in Theorem 1. Then for all 7 € D", there exist coeffi-
cients {Céz)}geyn C C such that for any degree-d polynomial f,

f@=Y ¢ F& (1.9)

&ey,

with Y |c§)| < CWd, K) for a constant C(d, K) := C(d, K, n) = C(K,n) inde-

pendent of dimension n. When Y, = Q" , the explicit bound C(d, K) < ((’)(log K))Zd
holds.

In the statement of Theorem 2 we avoid giving explicit forms of the s as they
are complicated (see (3.22)) and a significant portion of the proof is devoted to their
development. For now we remark they are naturally expressed in a probabilistic lan-
guage, a perspective in approximation theory that has been around since Bernstein’s
probabilistic proof of the Weierstrass approximation theorem [7] (n.b. that Bernstein’s
proof gives an approximation to continuous, univariate f through a probabilistic ar-
gument, whereas we find an exact interpolation formula for multivariate polynomial
functions with coefficients having £!-norm free of dimension).

1.2 Theorems 1 and 2 in the context of approximation theory

Let us situate our main results in the context of discretization inequalities in approx-
imation theory, beginning with dimension n = 1. Various corollaries and extensions
of Theorems 1 and 2, as well as discussions of the optimality of various parameters,
are deferred to Sect. 2.

For 1 < p < o0, the so-called Marcinkiewicz—Zygmund inequality [51, Chapter X,
Theorem (7.5)] states that for all analytic polynomials f of degree at most K — 1,
one has

Clx X @I < /Tlf(z)l”dz =Cpgx ) IfQI. (1.10)

7€QK 7€QK

Here C,, is a constant depending only on p (independent of K), and T={z € C:
|z| = 1} denotes the unit circle.

The inequality (1.10) is an example of a discretization of the L? -norm, and integral
norm inequalities of this type are usually called Marcinkiewicz-type theorems. At the
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474 L. Becker et al.

endpoint p = oo this type of inequality is often called a Bernstein-type theorem or a
discretization of the uniform norm (see [8, 9] and [51, Chapter X, Theorem (7.28)]).
In our notation, the p = oo endpoint of (1.10) reads

I fllex < IfllT = CKI flle - (1.11)

In this p = oo case (and unlike 1 < p < 00) we emphasize the right-hand side in-
equality cannot have constant independent of K. See for example [43, Theorem 5].

We refer to surveys [18, 33] and references therein for more historical background
about norm discretizations. Bernstein-type discretization theorems also have some
overlap with discrete Remez-type inequalities; see [15, 16, 50] for more discussion.
(These are discretizations of the classical Remez inequality, which controls the supre-
mum norms of bounded-degree polynomials by their absolute suprema over subsets
of positive measure; see for example [44, 47] for more.)

Now let us return to the high-dimensional case, where Theorem 1 can be under-
stood as a Bernstein-type discretization inequality for bounded-degree multivariate
polynomials in many dimensions 7. In this setting there are intricate tradeoffs be-
tween the cardinality (and structure) of the sampling set, the constant in the dis-
cretization inequality, and the function space to which the estimate applies. Recently
there has been very important progress on understanding the minimum cardinality of
sampling sets when one demands a universal constant (independent from any notion
of degree or dimension) in the inequality.

In [34], Kashin, Konyagin, and Temlyakov give a discretization of the uniform
norm that applies to any N -dimensional subspace of continuous functions on a com-
pact subset of R", achieving a universal constant 2 with a sampling set of cardinality
9N . Moreover, as the authors show, this is essentially the best possible sampling set
cardinality for a Bernstein-type discretization inequality at this level of generality.

On the other hand, much smaller sampling sets—again for L norm discretiza-
tions with universal constants—can be had when one fixes the function space to be
polynomials of degree at most d. A significant recent work along these lines is [17].
Here Dai and Prymak resolved an important problem of Kro6 [36] in real approxi-
mation theory by showing there are discretizations of the uniform norm for n-variate
polynomials of (total) degree at most d over any convex domain in R”, with universal
constant 2 and a sampling set of cardinality C,d” in our notation.! When degree d
is large in comparison to dimension n, this cardinality C,,d" matches the dimension
of the set of such polynomials, and is therefore the best possible. (N.b. our primary
interest is in the opposite of their regime, d < n.)

Our motivating application to functions on 2% —that is, to obtain a comparison

<
1l S i 11 N

for analytic polynomials f of individual degree at most K — 1 and total degree at most
d—is in some ways more demanding, and in other ways much more relaxed, than the
works above. On the one hand, the sampling set Q% is a fixed product set of small
cardinality. Existing Bernstein-type estimates do not seem to apply in the parameter

IN.b., in the notation of [17] it will be Cdnd where they used d for the dimension and n for the degree.
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Dimension-free Bernstein's discretization inequalities 475

regime K < d, which is the setting dictated by applications to harmonic analysis in
the high-dimensional realm of combinatorics, computer science, and learning theory.
On the other hand, we do not require an absolute constant; indeed, as we discuss
in Sect. 2, dependence of the constant on degree d is unavoidable under these con-
straints. We also remark that even smaller sampling sets are achievable in our setting,
though they are no longer product sets. This is explained in the next section.

2 Discussion: corollaries and aspects of optimality

We now remark on several aspects of optimality of Theorem 1 and summarize the
remaining results of this paper.

Sharp degree-dependence of the constant For simplicity we will argue with ¥,, =
QY% . Consider the univariate inequality

IfllT=CE)Nfllaxk 2.1

for polynomials f with degree at most K — 1. A Lagrange interpolation argument
shows the best constant in (2.1) has C(K) > 1 for any K > 3 [45, Appendix B].
Let g be any extremizer of this inequality and put f(z) = ]_[;1/:(11( ez j), assuming
K — 1 divides d for simplicity. Then

If e = (CCK) SN f v, = DA £y,

which is exponential in d.

On the other hand, for this specific construction one may calculate that D(K) > 1
does not grow in K. It remains an interesting question to determine the optimal K -
dependence of the constant in (1.7).

Question 1 What is the optimal dependence on K in the constant in (1.7) of Theo-
rem 1?

On the cardinality of the sampling set Minimal cardinality of product sampling sets.
The cardinality of Y;, in Theorem 1 is optimal in the following sense. If the sampling
sets are of the product form Y, =[], <j<n Z ; and one expects (1.7) to hold at least for
polynomials of individual degree at most K — 1, then each Z; must have cardinality
at least K and so Y,, contains at least K" points. If |Y,,| were any smaller, there would
exist a j such that Z; has at most K — 1 points, and no such inequality can hold: the
polynomial f;(z) := HSGZ,- (zj — &) is of degree at most K — 1 but || f; ||y, =0.

Contrapositively, if the sampling set has a product set structure Y, = H;l':l Z;
with |Z;| = K, then the individual degree constraint on f is of course necessary.

Improvements for non-product sets. On the other hand, if we remove the product
constraint on our sampling set, we can do better. Indeed, in Sect. 4 we show that we
may take a “small” part of ]_[;=1 Z; and retain a dimension-free constant.
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476 L. Becker et al.

Theorem 3 Let K > 2. Consider {Z; C D}~ a sequence of sets such that for all
Jj=1wehave |Z;| = K and

n:= min min |z—2Z'|>0.
I<j<nz#7'eZ;
Then for any € > 0 one can find a subset Y, of size at most C1(d,€)(1 + &)" con-
tained in ]_['}:1 Z; such that for any analytic polynomial f : D" — C of degree d
and individual degree K — 1,

[ fllpr = Ca(d, K, n, )l flly,. 2.2)

where

d 1004
Cl(d,é) E <_) .
&

Furthermore, if 0 < & < 1/2, then

Ca(d. K.m.€) <exp (C(d. K.m)(e ™ loge ™))
for some constant C3(d, K, n) depending on d, K and n.

Sharp dependence of sampling set cardinality on dimension n. On the other hand,
the cardinality of Y,, cannot be sub-exponential in n. It suffices to prove this ford = 1;
the general d > 1 case follows immediately by definitions and the case d = 1.

Theorem 4 Suppose that the uniform norm discretization (1.7) holds for sampling set
V., CD"withd =1, K =2; that is,

Ifllpr = Coll flIv,

holds for all multi-affine polynomials f of degree 1 with Cy > 1 being the best con-
stant, then |V,| > Cq Cg, where C1 > 0 is universal and C> > 1 depends on Cy.

See Sect. 5 for the proof of Theorem 4.
Uniform separation In Theorem 1, the constant C (K, n)d grows with 17_1, where
n is the minimum pairwise distance between points in the Z;’s. In fact, this is un-
avoidable; uniform separation (i.e., independence of 1 from n) is required to retain
the dimension-freeness of the inequality of Theorem 1. This is easy to see in one
dimension, nor can it be avoided in higher dimensions, as illustrated by the following
example.

Suppose Y1, Ya, ... is a sequence of sets with ¥, C D" and c(n) is a sequence
of coordinates; that is, 1 < c(n) <n for all n. Let P, = {z¢() : 2 € ¥;,} C D be the
projection of Y, onto the c(n)-th coordinate. Suppose | P,| = K for all n and

lim min |z—7|=0.
"—’Ooﬁéz’epn
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For each P, we may then choose a subset A, C P, with |A,| = K — 1 and an ex-
cluded point ¢, such that P, = A, U ¢," and

min |, — ¢| < &n,
ceA, " "
where lim,_, o &, = 0. Now consider the sequence of polynomials

fu(z) = HEEAn (Zc(n) -).

Certainly || f;||p» is at least as large as any of its coefficients, so we have || f; ||p» > 1.
On the other hand, || f,. |y, is very small: f;,(z) =0 for all z € Y,, except those z with
Zem) = ¢,F, and for these z we have

ool = Tleen, @F = O] <0252,

which tends to 0 as n — o0o. Therefore no dimension-free uniform norm discretiza-
tion (1.7) is available for such (¥},),>1.

Proof ideas of the main result Our approach is probabilistic and we sketch it here
with Y, = Q% for simplicity. In one coordinate, polynomial interpolation admits a
probabilistic interpretation of the form

f@=D-E[R- f(W)], (2.3)

where D = D(K) > 1 is a constant and R and W are correlated random variables
taking values in €4 and Qg respectively. Repeating (2.3) coordinatewise gives the
identity

f(@ =D”E[<]_[';:1Rj> F(Wh.... W,,)], 2.4)

which immediately implies a discretization inequality of the desired form, except
with exponential dependence on n. The idea is to notice that (2.4) is an expectation
over n-many independent pairs of variables (R;, W;), while f is of bounded total
degree d and thus is not very “aware” that ((Ry, W1), ..., (Rs, Wy)) is a product
distribution.

It turns out that by introducing certain correlations among the W;’s, we can reduce
the power on D at the expense of picking up an error term:

f@=D'E[(TT918)) f (W, W) | + errory.. 2.5)

Here the S L’ S are i.i.~d. over 24 and the VT/]- ’s are still over Qg , but now the joint dis-
tribution (W1, ..., W,) has an intricate dependence structure. If we only had the first
term we would be done of course, and with the right d-dependence in the constant.
To remove the error term, we will take advantage of algebraic features of the error’s
relationship to the introduced correlations. Specifically, the correlation construction
actually defines a family of identities similar to (2.5) of the form

f(z)=D"E [(]_[721 S](m)) f(me), el W,gm))] + errory,; (%) ,
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478 L. Becker et al.

for any integer m > 1, and where errory ; is a fixed polynomial in 1/m of degree
at most d — 1 and with no constant term. These properties imply there is an affine

combination of these identities form =d,d + 1, ...,2d — 1 that eliminates the error
term:
2d—1 2d—1
f@ = Y anf@ = Y anD"E[(ITjy ) £ W) | 26)
m=d m=d

and where the absolute sum of the a,’s is suitably small. This directly gives Theo-
rem 1.

A new polynomial interpolation formula All the expectations in (2.6) are over finite
probability spaces, so we actually have proved a new interpolation formula of the
form

f@=Y ¢’ f®), @7

§eyy

where ) £ |c§n| is bounded independent of dimension. This is Theorem 2.

Comparing (2.7) to classical multivariate polynomial interpolation formulas, we
obtain coefficients with dimension-free absolute sum at the expense of sampling more
points than strictly necessary. As a result the linear combination (2.7) is not unique,
and it is interesting to understand whether this flexibility can lead to sharpenings of
Theorem 1.

In the full proof, the identity (2.7) appears in detail as Equation (3.22). We hope
this interpolation formula can have future applications and offer as a first example
usage a short proof of a dimension-free discretization inequality for L? norms, 1 <
p < 00, as we describe next.

Dimension-free discretization for L? norms Let L”(T") and L?(Q%) denote the
LP-space with respect to the uniform probability measures on T" and Q7 , respec-
tively. When Y, = Q%, one way to prove a dimension-free L discretization in-
equality for p < oo would be to use hypercontractivity over T" [30] and over Q%
[31, 49]. Hypercontractivity is a workhorse of high dimensional analysis [4, 28] and
implies dimension-free L?-L” comparisons for bounded-degree polynomials when
1 < p < oo (see [42, Chap. 9.5] and [21, 22, Chap. 8.4] for discussion). For example,
with 2 < p < 00, and f a degree-d function on Q*,, the argument is

1A ler ey Sap W L2y = 1 2@y < 1 ey »

where hypercontractivity on the polytorus is applied in the first inequality. Note, how-
ever, that such a hypercontractivity argument does not work for p = oco.

In Sect. 6 we show a proof that avoids hypercontractivity altogether by making use
of the interpolation formula (2.7) (or more concretely, Equation (3.22)). The main
result of Sect. 6 is the following.

@ Springer



Dimension-free Bernstein's discretization inequalities 479

Theorem5 Letd,n>1,K >2. Let 1 < p < 00. Then for each polynomial f : T" —
C of degree at most d and individual degree at most K — 1, the following holds:

Ifllzeerny = Cd, KN fllLran)
with C(d, K) <d(Cilog(K) + C»)?¢ with universal Cy, Cy > 0.

We remark that the constant in the inequality of Theorem 5 is independent from
p but dependent on d, so has a different character from Marcinkiewicz—Zygmund
inequalities, where the constant depends on p but is typically required to be indepen-
dent from the total degree d for 1 < p < co.

Consequences It is worthwhile to mention that our results improve various known
work.

As outlined before (1.4), we may combine Theorem 1 with a standard Cauchy esti-
mate to obtain the so-called Figiel’s inequality for spectral projections of polynomials
on Q%.

Corollary 6 Let f : QY — C be a degree-d polynomial with individual degree at most
K — 1. For0 <t <d let fy be the degree-£ homogeneous part of f. Then

I felle < (OUog K)) Il £l -

The chain of inequalities (1.5) shows that Theorem 1 relates the best constants
BHSSZ‘]J(, BH%d in the BH inequality for cyclic groups and the polytorus by

BHg! < (O(log K))* -BH;".

In [5] the authors obtain the best-known bound for the BH inequality on the polytorus,
showing that BH%d < CVdlogd  Ag a consequence the following BH inequality holds
for cyclic groups.

Corollary 7 Let f : Q% — C be a degree-d polynomial with individual degree at most
K — 1. Then

d+1
2d

~ A 2d
YO F@|TT ) < (0dogK)) N £l - (2.8)

lee]<d

where C is a universal constant.

This improves upon the constant C (K )d2 previously obtained in [45] and, as an
application, improves the sample complexity of various classical and quantum learn-
ing tasks.

Note that the best constant BH{Sf 1 in the hypercube BH is also known to be at most

CV410gd 23] This raises a natural question about the best constant for intermediate
K,3<K <o0.
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480 L. Becker et al.

Question2 What is the best constant for the cyclic-group Bohnenblust—Hille, BH?{; ?

As a starting point, is BHéZ subexponential in d?

When specialized to real polynomials, our inequality is related to the discrete vari-
ants of Remez inequalities of [15, 50]. Theorem 1 shows that for certain grids, the
constant can be dimension-free (c.f,, [50, Equation (2.5)]). We formulate here a real
variable version for convenience, in the case of the regular grid.

Corollary8 Fixd,n > 1.Let f :[—1,1]" — R be a real polynomial of degree at most
d and individual degree at most K — 1, that is,

fx)= Z Qe X®, aq €R.

ac{0,1,....K—1}": |a|<d

Then we have

I fll-11p = Cd, K fllgn 2.9

where G is the grid of K points equi-distributed on [—1, 1]. Here C(d, K) >0 isa
constant depending on d and K only.

Proof Let us use Theorem 1 with f a real polynomial of degree at most d and indi-
vidual degree at most K — 1, and sampling set G C [—1, 1]". O
3 Discretizations from product sets

Here we prove Theorem 2 and obtain Theorem 1 as an immediate consequence.

3.1 Some preparations

We start with a lemma that records a standard estimate for inverses of Vandermonde
matrices.

Lemma9 Suppose thatd > 1 and (xg, ..., X4—1) € C4 is a vector such that
max |x;| <M, min  |x; — x| =7 3.1
0<j<d—1 0<j<k<d—1

with 0 < n, M < oo. Let V[xg,...,Xq—1] = [ajk]?’?:o be the d-by-d Vandermonde

matrix associated to (xo,...,xXq—1) with aj; = x,ﬁ. Then its inverse, Vxg,...,
_ d—1 .
xi—11" 1= [bjk]j,k:O satisfies
Md—l—k d*l)
Ibji] < =, 0<jk<d-1. (32)
-
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Proof Recall that

(=D "k ey 1k ({x0, -y Xa—1}\ {x]})
bjr= (3.3)
1—1()<m<d Lim#j (xJ Xm)
where ex({y1, ..., ya—1}) = D 1<j, <...<iy<a—1Yir -+ Vi- Then the desired estimate
follows immediately from the assumption (3.1). g

Fix a family of distinct points {y;};=o,...x—1 C D such that

,,,,,

min|y; — yk| > 7.
j#k

We denote by Vy the K-by-K Vandermonde matrix associated to y := (yg, ..., Yk—1)
with Vy = [yk]0<, k<k—1. Then Vy is invertible with V_ =[bjrlo<j.k<k—1 satisfy-
ing

K —1
|b,,~k|sn1—’f( L ) 0<jk<K-—1 (3.4)

according to Lemma 9. So for any x € D, the system (putting 0° = 1)

K—-1 K-1
Yoany =) awy=x, 0<j<k-1 (3.5)
k=0 k=0

has a unique solution
(co(x),c1(x),...,cx1G)N" =V x, . KT e

such that by (3.4)

K—1K-1 K—1 K—1
K K—1 2
§j|c]<x>|<§ > Il = 2 §,‘( . )=K<;> (3.6)
=0 k=0 k=0

uniformly in x € D. We remark that c;(x) = cx(y; x) depends on y, while most of
the time we only need the estimate (3.6) that is uniformly bounded for y € D”. So in
the sequel, we omit the dependence on y whenever no confusion can occur.
We write each complex number c (x) in the following form

() = () — e ) +ic) (x) —ief P (),
where c,(f) (x) = c,(f) (y; x) are given by

e (x) = (e TP =m

X = N ()4, ¢ () = er(x))—,

and

Py =Ga@)y, V) = Ga)-.
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Note that (3.5) with j = 0 becomes 3"~ ¢ (x) = 1, so that

K—-1 K—1

Yl =3 @+ 1= =Py, (3.7)

k=0 k=0

and
K—-1 . K—1 .
Y=Y 0=V =V (i), (3.8)
k=0 k=0
Put

L= max {c(m)(y;x), c(s)(y;x)} > 0.
xeD,yeD"

Notice that by definition of L and (3.6)

K—1 K-1

2

L= max > |a(yiol<K (—) : (3.9)
xeD,yeD" =0 n

So L is a constant depending only on K and 7.
By definition of L, we can choose non-negative 19 (x) =19 (y;x), s € {£1, +i}
such that

K—1
Z cl({l)(x) + t(l)(x) =L+1, (3.10)
k=0
K—1
chis)(x)_i_t(é‘)(x):l” s=—1,1i, —i. (3.1
k=0

It follows immediately from (3.7), (3.8), (3.10), and (3.11) that
D)y =t“Px)  and V@) =rDx). (3.12)

Put D :=4L + 1. We need certain functions on [0, D]. The first one is r = r(¢) that
depends only on D. The second one is w® () = wg,x)(t) that depends on x € D and
y € D". As before, we omit the y-dependence in the notation whenever no confusion
can occur.

We first divide the interval [0, D] = [0, 4L + 1] into the disjoint union of intervals

[0, D=1V U1V U Dy D)

with lengths [IV| =L + 1 and [I"D| = |1®| = |1D| = L. Then the function r :
[0, D] — {#%1, £i} is defined as follows:

r(t) =s, tel®,
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To define w™ for any x € D, recall that (3.10) and (3.11) allow us to further decom-
pose each 1®) into disjoint unions:

K—-1

9= (Ik‘”(x) U J,f”(x)), s=41,+i
k=0

with (recall again the omitted y-dependence so actually I,gs)(x) = Ik(x)(y; x) and

I& @) =10 (y; %))

t®)(x)

1P @ =cP@)  and PP @)= -

forall 0 < k < K — 1 and s € {£1, £i}. Then the function w™ = w : [0, D] —
{y0, ..., yk—1} is defined as

wO =y, telP@UIP

forall0 <k < K —1and s € {£1, £i}.
Now assume that U is a random variable uniformly distributed on [0, D]. Then by
definition

1
E[r(U)]= D (3.13)

When U takes values in I lgs)(x) U Jk(s)(x), we have
rWy=s,  wYU) =y

This, together with definitions of c,(f)(x), I,f”(x), Jk(s) (x), and equations (3.5) and
(3.12), implies

[r(U)w(x)(U)a] Z ZSyk ( O () + e ;((x))

s +1,+i k=0

=— Z Z sck)(x) + 5 Z st (x)

=0 s==1,+i s==+1,+i

K—1

== Z k() YE+0

= ixa,
D

whenever 0 < o < K — 1. We record this fact for later use: For U uniformly dis-
tributed on [0, D], we just proved that

1
E[r(U)w(x)(U)“]zﬁx"‘, xeD, O<a<K-—1. (3.14)
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3.2 The proof idea and difficulty

We fix y = (o,..., Yk—1) € DX x = (x1,..., x,) € D" and follow the notations in
the previous subsection. We are going to use the functions r : [0, D] — {£]1, £i} and

wi) = w;x*f) :[0, D] — {y0, ..., yk—1} defined above to prove that

[fx)=C max |f(2)]
Z2€{y0,--, Yk —1}"

VK
with a dimension-free constant C for certain polynomials f. The idea is based on

(3.13) and (3.14). Let us fix d > 1 and start with a monomial

@ o
M(Z):Zillu-zikk» 2=1(215--+52n)

where i <--- <irand 1 < o < K — 1. Suppose that Uy, ..., U, are i.i.d. ran-
dom variables uniformly distributed on [0, D]. Then for any supp(e) C J C [n] :=
{1, ...,n}, we have by (3.13), (3.14) and the independence that

E|[[rwp-m (w(x‘)(Ul), . w(x")(U,,))

jelJ
k
= HE[F(Uij)w(Xl")(Uij)aj] [ E[w)]
Jj=1 J€J\supp(er)
I 4 % 1
= mxil <. .xik = mM(x)
Recall that w™ takes values in {yo, ..., yx_1} and |r(t)| = 1, and we may then

deduce

IM(x)| <DV max }|M(z>|,
1

Z€{y0,--» YK

as desired. Note that for a single monomial of degree at most d, we may choose
J = supp(e) and thus |J| < d. If we consider linear combinations of monomials
whose supports are contained in some bounded interval J, then the above argument
gives the desired estimate with constant D!/! by linearity in M for fixed J. However,
this is no longer the case if the size of J is large enough; that is, when | J| depends on
n. Consider polynomials of degree at most d = 2 for example. The above argument
works for z1z2 + z2z3 with a choice of J = {1, 2, 3} giving a constant of D3, but for
2122 + 2223 + - - - + Zp—12» We need to choose J = [r] which results in a dimension-
dependent constant D".

3.3 Proof of partial Theorems 1 and 2: product of many copies of a single subset

As before, we fix y = (yo, ..., Yk—1) € DX x = (x1,...,x,) € D". We want to show
that for each polynomial f : D" — C of degree at most d and individual degree at
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most K — 1, it holds that

[ f(x)| <Cd, K) max [ f ().
z€f -1}

Y05 YK

As explained in the last subsection, the proof relies on the functions r, w™ and we
shall overcome the difficulty of unbounded | Uy supp(e)| mentioned there as follows.
For a monomial z% of degree at most d > 1, the length of its support |supp(e)] is at
most d as well. Fix m > d (one may take m = d for the moment). Consider some
map

P :[n]— [m].
Instead of working with polynomials in w®" (Uy), ..., w®)(U,), we shall consider
w Upay), ..., w™ (Upy),

which may potentially resolve the problems of constants being not dimension-free.
However, it may break the independence and we need to estimate the error terms. For
this, we make P random as well.

Recall that y = (yp, ..., yx—1) € DX is fixed, with respect to which one defines
w® = w&x) function as above for any x € D. As before, Uy, ..., U, are i.i.d. random
variables taking values in [0, D] uniformly.

Proposition 1 Fix k > 1. Consider

_ a0 i
M@)=z"=z, ...z,

a monomial on D" with 1 < o < K —1 and
supp(e) = {1 <i; <--- <iy <n}.

Then for any x = (x1, ..., x,) € D" there exists a polynomial py x y of degree at most
k — 1 such that py x,y(0) =0 and the following holds. For any m > k, let P : [n] —
[m] be constructed by choosing for each j € [n] uniformly at random P(j) € [m],
then we have

m n
. , 1
M@x)=D"Eyp | [[rWo) - [[w™Wpi)™ +pa,x,y<;). (3.15)
(=1 j=1

Before proceeding with the proof, note that by the independence of U,’s, for any
fixed P : [n] — [m] we have

m n
Ey [ [Trwo - [Tw™@e )
| =1 =1

m

=Ey HV(U£)~ 1_[ wS D (Up ()Y

| ¢=1 Jj €supp(ar)
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Ev [ [T{rwo [T w™wo®

=1 jesupp(a):P(j)=¢

[[Ev|rwo ]  w™wWe®
=1

Jjesupp(a):P(j)=¢L

To estimate each term in the product let us consider the partition of supp(e). Fix a
partition S = {S;} of supp(a). For any P : [n] — [m] we say P induces S if

(PHD Nsupp(@) 2 j € [m]} =S
that is
Vi, IP(Sp)l=1 and Vj#k, P(S;)#P(S).
Simple combinatorics give that for any partition S of supp(e)

mm—1)---(m—1|S|+1)

Pr[P : [n] — [m] induces S] = mIsupp(@)] (3.16)
In particular, it can be represented as
1 L) if|1s| =
Pr[P induces §] — | | T 9iStiswwpe)i Gr) i 1] = Isupp(@)| (3.17)

11, Isupp(@)i () if |S| < |supp(e)|

for some polynomials ¢ = ||, |supp(e)| With ¢(0) =0 and deg(g) < [supp(a)].

Proof of Proposition T As discussed above, the calculation of expectation in (3.15)
depends on the partition S of supp(e). Clearly, |S| < |supp(et)| = k. In the special
case when |S| = |supp(a)|, S is a singleton partition. In this case, we may write
{je} = P~1(¢), £ € [m] for P that induces S. For such P we may calculate

1

E (xj) oj | = = —

U V(Ue). || - w7 (Uy) Ey [r(Up)] D
jesupp(e):P(j)=¢

if jo ¢ supp(e), according to (3.13); and

g

X.

B [rWo  []  wW0" | =Eu [rwowt e Wy | = 2
Jjesupp(a):P(j)=¢

if j, € supp(e), according to (3.14). All combined, we find

/]

m n K
Ey nr(Ug)Hw("f)(UP(j))aj = l_[ % 1_[ %

=1 j=1 £:jeesupp(a) £:je¢supp(a)
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xO(
= 5 (3.18)

For general P that induces S with |S| < |supp(e)], it is not easy to calculate

m

n
Ey | [[r@wo [w™Wpg)®

=1 j=1

We claim that there exists a constant E(S, &, x, y) independent of m such that

m n
Ey | [[rwo [[w™’Wp)® | =D "ES. a.x. ). (3.19)
£=1 j=1

The exact value of E(S, &, x, y) is not important; we will find a way to eliminate it
afterwards. What matters to us is that it is independent from m.
To see the claim, note that for P that induces S with |S| < |supp(e)],

m

n
Ey | [Tr@wo [Tw™ W)

=1 j=1

m
=[[Ev|rwo [] w™wn“
=1

Jjesupp@NP=1(6)

1 ) )
o Ll Eejrwo  JT w®wo
£:supp(@)NP 1 (£)#£0 jesupp(@)NP~1(e)

(%)

where we used (3.13) in the last equality. We observe that the expectation () may
depend on (S, «, x, y), but does not depend on the specific P inducing S, nor on m.
Thus we may define E(S, «, x, y) by setting D“S|E(S, o, x,y) equal to ().

According to the above discussion and (3.17), we have (we omit the constraint that
S is a partition of supp(e) in the summation for notational convenience)

m n
Evp | [[rwo [Tw™ We )
=1 j=1

m

n
ZEU,P Hr(Ug) l_[ w) (Up(;y)% | P induces S | Pr[P induces S]
S =1 j=1

xot
= Z ——Pr[ P induces S]
Dm
|S|=Isupp(e)|
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E 87 bl b .
+ Z %Pr[P induces S]

|S|<Isupp(a)]
x* 1
= ) ﬁ[“%%supp(aﬂ(%)]
|S/=Isupp(@)|
ES,a,x,y) 1
+ ) sl ()
|S1<Isupp(@)|
x® 1

= pm + ml’a,x,y(%)

with
Pa,x,y(2) := Z X% g\, 1supp(a| (2)
|S|=Isupp(e)|
+ Z E(Sy‘x’x»Y)Q|S|,|supp(a)|(z)-
|S|<|supp(e)|
Recalling (3.17), pg x,y satisfies pg x,y(0) =0 and deg(py,x,y) < [supp(e)|. Il

Proposition 1 generalizes immediately to low-degree polynomials by linearity.

Proposition 2 Let d > 1 and suppose that f is an analytic polynomial on D" of de-
gree at most d with individual degree at most K — 1. Then for any x = (x1,...,x,) €
D", there exists a polynomial p = p s« y of degree at most d — 1 such that p f,x y(0) =
0 and the following holds. For any m > d, let P : [n] — [m] be constructed by choos-
ing for each j € [n] uniformly at random P (j) € [m]. We have

. 1
f(x)=D"Ey.p []‘[ r(U) - f (W"‘)(Um)} +Prxy (Z) (3.20)

=1

where
W(x)(Up) = (w(xl)(Up(l)), R w(x")(Up(,,))> e{yo,...,yk-1}"=y".

Proof This follows immediately from (3.15) by linearity and choosing

Pray@=Y_ > aax*qs|sup@)(2)

lee|<d | S|=|supp(e)|

+Z Z agE(S, &, X, ¥4 supp(e)) (2)

lee|<d | S| <|supp(er)]
for f(z):zlalsdaaz“. O

Now we are ready to finish the proof of Theorem 2 when all Z;’s are identical.
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Proof of Theorem 2 when Z ;’s are identical Assume that

Zi=1{y,...,yk-1} e DX

for all j, and we shall follow the above notations, e.g. y = (yo, ..., yk—1) and x =
(x1,...,xp) € D" is fixed. Choose positive integers

d=mog<m; <---<mg_i

and real numbers ay, ..., ag—1 in such a way that
d—1 -1
aj=1 and Y L =0 k=1...d-1. (3.21)
j=0 j=0""J

According to Proposition 2, we have for all m > d that

u 1
f(x)=D"Ey. p |:Hr(Ue) - f (W(x)(Up)>i| +Prx.y <%> .

(=1
Applying this identity to m = my, ..., mg_; as above, we get
d—1
f) =) ajfx)

j=0
d—1 mj d—1 1

=Y a;D"E Vo f (WOwn) [+ 4 —
]2:(:)0] U,P D:[]V( - f (Up) jX:(:)apr,x,y o

d—1 mj
= a;D"Ey.p [1_[ ruo - f (W“)(Up))] (3.22)

j=0 =1

where in the first and last equalities we used (3.21). Equation (3.22) is the explicit
form of (1.9). It remains to instantiate the 7 ;’s and control Z?;l la;|D™.

Let us choose simple m;’s and estimate the |a;|’s. For this, recall that (3.21) is
equivalent to

Vag,...,as-1" =(1,0,...,0)7

where V = [ajk]‘;;{l: o is the Vandermonde matrix with aj; = (mik)] . Denoting

[b jk]‘ﬁl:o the inverse of V, then a; = b; 9. Now let us estimate the absolute sum
of bjo’s.
Now we choose m; =d + j,0< j <d — 1. Then

1
4d>

max |m;1| <- min |m71 —mk_1| >

0<j<d—1 —d’ 0<j<k=d—1
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By (3.3), we have

-1

noikgdflzkyéj my m;

jajl = 10l = = Il
Hoikgdq:k;ﬁj lm; " —m |

O<k<d—1:k#j Iy —m;j|

Recalling m; =d + j, one obtains the estimate

. . d .\ d
jaj) = 4+ _d=jd+)) (‘?)sc(ze)d(dl) <C- ey,
jlid—-1-=j) d+j 4! J d

forall 0 < j <d — 1 with some universal C > 0, and thus

d—1
> laj|D™i < Cd(4eD*)! < C(K, )", (3.23)
j=0

for some C (K, n) > 0 depending on K and n only. Therefore, we have shown that

f@l=CE.m? | max |f(@)

Y0s--s YK

for all x € D". This finishes the proof of Theorem 2 when all the Z;’s are the same.
d

Proof of Theorem 1 when Z ;s are identical Let x maximize | f| on D”. Then directly
from (3.22) we conclude

d—1
n=|f(x)] < a;|D"i . max z
Il fllpr =f( )I_ZI il ZE{yo’“m(il}nlf( )|
j=0
<C&K. D fly, - O

3.4 Improved estimate for groups Q'

Now let us prove the second claims of Theorems 1 and 2, that is, we may choose the
constant C in (1.7) to be C(d, K) < (O(log(K))™
This is based on the following lemma.

whenall Z; =Qg, j=1,...,n.

Lemma 10 Suppose z €D, v = e%. Then there exists ¢ := (cg, ..., Cx—_1) such that
forallk=0,1,..., K — 1,

K-1
= Z cj(wf)k.
j=0

Moreover, ||c||1 < Blog(K) for a universal constant B.
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Proof A direct computation shows that

lK ! jkk ]_ZK .
k=0

Since z € D, we have by triangle inequality that

. 2 .
|Cj|§m1n{lvm}, 0<j<K-1 (3.25)

By symmetry, we may assume that »” = 1 is a closest point in Qg to z and w is the
next-closest point in Q to z. It can be that z = 1, so we use the upper bound |cp| < 1.
We also estimate |c1| < 1. For 2 < j < K — 1, we use the estimate

_ S

2
Z |a)J—z| 221<|a)f—z|'

= j=2

For2<j < {%1, we use the estimate

|wf—z|zzsin<w>zi(f—l>ﬂ:4(1—1)_
K T K K

All combined, we get

[K lw [K l-l [K—

Z|c]|<1+1+22 4 /_Z|—2+2Z —<2+

1

N|

(3.26)

|I
(3]
| —

Then the proof is finished using the estimate Z,f: 1 1/k <log(L) + 1. g
This gives a better upper bound of L, namely L < Clog(K) improving (3.9). So
D=4L+1<4Clog(K)+1 (3.27)

and we obtain the desired bound following the proof of the previous subsection (see
(3.23)).

3.5 Proof of Theorems 1 and 2: the general case
In this subsection we prove Theorems 1 and 2 for general Y, = [];_, Z, C D" with

={ye.05-++» Ye.k~1}s l<t<n
uniformly separated by 1 > 0 as stated in the theorem; that is,

min min |yej — Yokl =n.
l<t<n 0<j<k<K-—1 Yej = e
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The proof is essentially the same as the case when Z,’s are identical. In fact, fix
I <{<nandputy,=(ye0,...,Ye.K—1) € DX . As before, for any x € D there exist
cx(x) = ck(yy, x) such that

K—-1
Doyl =x, 0<j<K-—1, (3.28)

=~

and we have the same universal bound

K—1 2 K—-1
D lek(ye, X)) sK(;>

k=0

as in (3.6). This allows us to choose the same L and D = 4L + 1 as in Sect. 3.1
to define the functions r and w™®. Recall that r : [0, D] — {1, #i} is the same as
before, since it depends only on D. The definition of w}i) : [0, D] - Z; depends
on x € D and the reference set Z, as well as some order y,. Then we still have the
following identity as in (3.14)

I
E[r0)uw)(U)"] =5+  xeD. 0<a=K-1  (329)

13

for all 1 < £ < n. Repeating the previous proof word by word, as in (3.20) we arrive
at

- 1
f(x)=D"Ey p |:l_[ r(Up) - f (WI(/:)(UP))} + Pfx.Y, (Z) (3.30)
=1

forany x = (x1,...,x,) € D" and f : D" — C in Theorem 2, where

WP W) i= (w§ WUy, o wl™ Up)) € Yo,

1

Pfxy,(0) =0 and pry y, is of degree at most d — 1 as before. Here the notation

W)(,f) might not be a perfect choice as it depends on the some orders of each Z,, as
indicated in its definition. But we abuse the notation here since we only need the fact
that it takes values in Y. The rest is the same as the end of Sect. 3.3 and thus we
finish the proof of Theorem 2. The general case of Theorem 1 follows immediately.

4 Small sampling sets

In this section we show sampling sets of cardinality C(1 + ¢)" exist for arbitrary
& > 0. Denote by C(d, K, n) the constant obtained in Theorem 1.

Proof of Theorem 3 For any n > 1, let k > 1 be an integer such that

(d+DEkHV*k <1 +¢. @.1)
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We temporarily assume first that z is a multiple of k, n = n’k. The reader should think
that n’ is very large, and k is of the order ‘51 log g which is not too large. We are going
to choose the desired sampling set in the following way. Write

n'—1

n
l_[Zj= l_[ Zjkw1 X -+ X Lk
j=1 j=0

and for each 0 < j <n’ — 1, we are going to choose M (to be defined later) points in
Zjks1 X -+ X Zjktk-
More precisely, define (denoting |||, the £7-norm of a vector a)

A={aeN: fal <d, llalo < K -1}, 4.2)

so that {z% : a € A} is a C-vector space basis of the polynomials of degree at most d

and individual degree at most K — 1 in & variables zy, ..., zx € D. The cardinality of
Ais

M:=|A| <+ Dk?. 4.3)

Let Y € (DY)YM . We will write

Y= ..¥m). ¥;j=0j1 Y2, vi) € DL

Forany z =(z1,...,2¢) € DX, we want to solve the system of M equations
M M k
=gt =) i@y =) @[, «eA (4.4)
j=1 j=1 r=1

where ¢;(z) = ¢;(Y; z) depends on Y and z if it exists. The system is solvable for all
z € D whenever the determinant

M
. ﬂo j
P(Y) :=det[y%]i<j<maen =detly? Ti<ijz = Y sen@) []y77" @5)

oceSy j=1

does not vanish, where {f; : 1 <i < M} is some reordering of {a : @ € A}, and
Sy denotes the permutation group on M letters. If this is the case, we can further
explicitly express the solutions of (4.4) using Cramer’s rule as

P;i(Y,z)
P(Y)

3

cj(z)=cj(Y;2) =

where P;(Y, z) is the determinant of the M x M matrix obtained by replacing the

Jj-th column of [yf"]lg,jSM by (2%)ger = (Zﬂi)liisM. All the coefficients of this
matrix are contained in the unit disc, so by a theorem of Hadamard [27] we have

|Pj(Y,z)| < MM/%,
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On the other hand, the monomials in (4.5) for different ¢ are all different, hence using
orthogonality of monomials in L2(T*") we obtain

/ [P(Y)]>dY = M!.
YeTkM

Here we equip TM with the uniform probability measure d'Y. Therefore, for this
analytic polynomial P over D of degree at most d M and individual degree at most
K — 1, we have

I Plipksr = 1P llprsr = | Pl p2pim gyy =~ ML

By Theorem 1, for any 1 <ij,...,ix <n and the sets Z;, ..., Z; , there exists Y €
(Zi, x -+~ x Zi)™ with

IP(Y)| > CdM,K,n)~'VM!>0. (4.6)

For Y satisfying (4.6), the above system (4.4) is solvable and we can estimate the size
of the solutions ¢;(Y; z) of (4.4):

e (Y: 2)| < [P (Y, z2)] <CWAM.K )MM/2
T T M
amM aM ,M/2
=C(K.n 7(M/6)M/2§C(K,n) en’ 4.7)

Note that ¢ (Y; z) depends on Y and z but this upper bound of |¢;(Y; z)| does not.
We now construct our sampling set. Recall that n = n’k is a multiple of k. For each
s=0,...,n" — 1, consider a tuple of points

YO =,y € Zosr x - x ZgrM

such that (4.6) holds for Zi, = Zsktj, ] = 1,...,k. These are the M points that we
choose in Zgxy1 X - -+ X Zggyk. Our sampling set will be

n'—1
Y= 1_[ Y,
s=0
which satisfies, by (4.1) and (4.3),
Y] < M" < (d+ Dk < (1 +e)".

It remains to show that Y is a sampling set with dimension-free constant. The
argument is essentially the same as in the proof of Theorem 1; the only difference is
that the functions w take values in Y ¢ D™ Let f(z) = Y o Az be a polynomial
in n variables of degree at most d and individual degree at most K — 1. Fix

2=(20,...,2y_1) €D" =D with  z,eDF

and « such that ag # 0. Then z% = []',' 23"
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Since each Y ¢ satisfies (4.6), the determinant of the system (4.4) does not vanish.
So we have

M
Zgt = ZC,/ (zs)(yf))“% ag; €A
j=1
and by (4.7)

M
3 lej ()l < MC@M, K, e = L. 438)
j=1

As before, L is independent of Y®) and z.

Now for the convenience of the reader we sketch the construction in Sect. 3 with
minor modifications. Again, we write each complex number c;(z;) in the following
form

1 -1 . . (—i
cj(zs) =P z0) — ¢V (zo) +icl (z5) —icl ™V (zy),
where all c;r) (z5)’s are non-negative such that
Wy ) = (e Dz ) = (e
¢ (zs)=( tCj (Z5))+> ¢ (z5) = (LRC] (z5)) -,
and
@ (N (=i) (N
¢ (z5) = (3¢ (z5))+> ¢ (zs) = (Jcj(zs))--

Same as before, we may choose non-negative D(zo) =rD(gy), 1@ (z5) = 1D (z5)
in such a way that

M
Y P+ V) =L+1, 4.9)
j=1
M
Sy +10@) =L, r=—1i-i. (4.10)
j=1
Moreover,
W)=tz and  1D(z) =TV (zy). @.11)

Again, we put D =4L + 1 and divide the interval [0, D] into the disjoint union
[0,D]=1Du Dy Oy,

with [IM| =L 4+ 1 and |1V = 1] = 1D = L. Define the function r :
[0, D] — {%1, %i} as before

r(t) =s, tel®,
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For each z,; we further decompose each /) into disjoint unions:

M
19=J (0@ ui@),  r=+14

with
Pel=’@  amd 0eI= T <k
Then we define the function wgf'(i) [0,D] > Y® ag
w =y,  rel’@)UI"z)

forall 1 <k <M and r € {*1, £i}.
Suppose U is a random variable uniformly distributed on [0, D], then

1
E[r(U)] = D’ (4.12)
and

1
E[r(U)wg(‘i,?(U)“s] = Bz?“, zs € DF o € A.

Arguing as before, we may deduce that there exists a polynomial p = py .y of
degree at most d — 1 such that p s, y(0) = 0 and the following holds. For any m > d,
let P : [n'] — [m] be constructed by choosing for each i € [n'] uniformly at random
P (i) € [m]. We have

" 1
f@=D"Ep.p | [TrWp- £ (WWR) | +prav (;) (4.13)

j=1

where
W‘(KZ)(UP) = (W%O)(UP(I))v wy, B (UP(n’))>

PfzyY(0)=0and py .y is of degree at most d — 1 as before.
The rest of proof is exactly as before. Thus Y discretizes the uniform norm with
constant at most

Cd(4eD?". (4.14)
This completes the proof when 7 is a multiple of k.
In general, if n'k <n < (n’ + 1)k <n + k — 1, then we may project the sampling

set from D D% onto D" so that there exists a sampling set (Y,,) of size at most

Yol < (14 &)™ 1 =Ci(d,e)(1+ ). (4.15)
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Finally, let us compute the precise dependence of C;(d, €) and Ca(d, K, n, €) on .
The condition (4.1) on k holds for all d > 1 and 0 < ¢ < 1/2 if k is the largest integer

smaller than
d d
100—log <—) .
£ £

This yields for C(d, €), using (4.15)

d 100d
Cid,e) <(1+e) <exp(100dlog< >) = <;> .

For C>(d, K, n, €), we obtain with (4.3), (4.8) and (4.14) the bound

Co(d, K, n,€) <exp(C(d, K, m)(e~" log(e~)?).
The number 100 in the exponent can be brought arbitrarily close to 1, if € is assumed
to be sufficiently small. O
5 Necessity of exponential-cardinality sampling sets

Now we prove Theorem 4 which says sampling sets with cardinality sub-exponential
in dimension cannot exist.

Proof of Theorem 4 For any & = (¢1,...,&,) € {—1, 1}", consider the polynomials
fe(x) = Z 1€jxjon{—1,1}" of degree at most 1. Then by definition,

n=|felxn = Cl fellv,-

In other words, we have for all ¢ € {—1, 1}" that

. 1
max Zvjej >26n with 8=%e(0, 00).

So we have the inclusion {—1, 1}" C J,y, Ay, Where
n
Api=qee(=1L 1Y :|fule) =) vjej| =28n ¢, vev,.
j=1
For each v € V}, and i.i.d. Bernoulli random variables ¢1, ..., &,, we have by Hoeffd-

ing’s inequality that

n
|[Ay| =2"Pr Z vjgj| =26n
j=1
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n n
<2"Pr| |3 %(vpe;| = on [ +2"Pr| | S(vj)e;| = 6n
j=1 Jj=1

82 2 82 2
<ot exp | — n )+ on+l exp | — n 2.
2|jall3 2|1bll5

where a = 9tv and b = Jv are real vectors. Recalling that v € V,, C D", we have
||a||% <n and ||b||% < n. Therefore,

n
1Au] <22 exp (—32n/2) —4 (2e—52/2) .

All combined, we just proved

n
2 =L Y Al 41V (2¢7772)

veV,

This gives the bound
1 o2
[Val = Ze 2,

as desired. O

6 Discretizations of L” norms

In this section, we prove Theorem 5 about an L” version of dimension-free discretiza-
tions for products of cyclic groups.

Proof of Theorem 5 Write Y, = [[}_, Z; with Z; = Qg and y = (1, w,..., 05

with w = e%ﬁ . According to (3.22), we have for all x = (x1, ..., x,) € T" that
d—1 mj
f@)=>a;D"Ey,p [1‘[ rUo - f (Wé;‘)wp))]
j=0 =1

where aj,m;j,0 < j <d — 1 are as defined in Sect. 3.3 and
W (Up) = <w;x1)(Up(1)), o w;"n>(Up(,,>)) €Y, =QL.

Again, we abuse the notation W( *) which actually depends on some order of each
Z; as specified in its definition. See Sect. 3.5. For any & = (£1, ..., &,) € Q%, denote
xE = (x1&1, ..., x,&,) the multiplication of x and & as elements in the group T".
Then x& € T and

d—1 mj
fx§)=) a;D"Ey.p [HV(UZ) f (Wéjf“(Up))} :

=0 e=1
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For any 0 < j < K — 1, recall that a)y 757 takes values in 2 k with

Pr[ (7%5) )= ]=% Z (cl(:)(y;Xjfj)+7I(S)(y;xjsj)>

. K
s=+1,+i

K—-1
1 3 1 2 :
), .. () (-
. +_{ Z Cks (y,xjéj) KE_OCZS (y,Xij)]y

s==%1,+i

where we used (3.10) and (3.11). Also, (ck(y; x;&;))k is uniquely determined by

>
L

c(y;xEpatt = (x;E)  0<t<K -1,

~
Il
=)

or equivalently
K—1

Y aixEN@E) =x),  0<e<K-1
k=0

So cr(y; xj&j) = cx(y ;s xj) with y; = ;. &jo, ..., £€;wX 1) that is the same as Qg
as a set. Here we used the group structure of Qg . Therefore,

Pl‘[ VW) = ]Z%Jr%{ ) Cz(f)(y;xjéj)——Zcm(y’xfgf ]

s==+1,+i
1 ) )y .
==*t51 2 ¢ (y,,x,)——Zc (vj: %))
s==1,+i

:Pr[ (Xj)(U)—éj ]

So we just argued that w Ocs8)) ) =¢o (x’)(U). Thus we find

d—1
fx§)=) ajD"Eu.p []‘[r(U«) (Wi we ))}

j=0 o=1

d—1 mj
=2 a;D"Eyp []‘[ rUo- f (£W<")<Up>)}
j=0

(=1

where Y, =Y, with a different ordering of each Z;:
(x)(UP) = (wgy)il)(UP(l)), s w;ﬁ”)(UPm))) € Q%.
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So by Jensen’s inequality, and recalling (3.23) and (3.27),

d—1 m; p
oI =d" ™Y la; D17 Eop | [TrWo - £ (W53 W)
j=0 =1

d—1
p
<dr! Z laj D™ |PEy, p ‘f (EW(’/C)(UP)N

j=0

<dP (¢ log(K) + Cz)dpEU P ‘f( W(x)(UP))‘p

Since W(x)(U p) takes values in Q” and Q" % 18 a group, we have

Eey |1 (6 Wn)| = 1F 1] ey,

Similarly, for any § € Q% C T", we have

Exrn | f )P = I 117 ppny-

All combined, we conclude
1A IEpepny = Egngy Bxnn | £ (xE)IP

<d"~!(C1log(K) + C)PEy pEx~miEg g

P

f(gwwp)|
=d"~! (Cilog(K) + COP I f 1] e

This finishes the proof of the theorem. g
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