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Reinforcement Strategies in General Lotto
Games

Keith Paarporn, Rahul Chandan, Mahnoosh Alizadeh, Jason R. Marden

Abstract— Strategic decisions are often made over mul-
tiple periods of time, wherein decisions made earlier impact
a competitor’s success in later stages. In this paper, we
study these dynamics in General Lotto games, a class of
models describing the competitive allocation of resources
between two opposing players. We propose a two-stage
formulation where one of the players has reserved re-
sources that can be strategically pre-allocated across the
battlefields in the first stage of the game as reinforcements.
The players then simultaneously allocate their remaining
real-time resources, which can be randomized, in a deci-
sive final stage. Our main contributions provide complete
characterizations of the optimal reinforcement strategies
and resulting equilibrium payoffs in these multi-stage Gen-
eral Lotto games. Interestingly, we determine that real-time
resources are at least twice as effective as reinforcement
resources when considering equilibrium payoffs.

[. INTRODUCTION

System planners must make investment decisions to mitigate
the risks posed by disturbances or adversarial interference. In
many practical settings, these investments are made and built
over time, leading up to a decisive point of conflict. Security
measures in cyber-physical systems and public safety are
deployed and accumulated over long periods of time. Attackers
can consequently use knowledge of the pre-deployed elements
to identify vulnerabilities and exploits in the defender’s strat-
egy [2], [7], [31]. Many types of contests involves deciding
how much effort to exert over multiple rounds of competition
[11, [6], [15], [16], [25], [30].

Indeed, investment decisions are dynamic, where early in-
vestments affect how successful a competitor is at later points
in time. Many of these scenarios involve the strategic alloca-
tion of resources, exhibiting trade-offs between the costs of
investing resources in earlier periods and reserving resources
for later stages. In particular, an adversary is often able to
learn how the resources were allocated in the earlier periods
and can exploit this knowledge in later periods.

In this manuscript, we seek to characterize the interplay
between early and late resource investments. We study these
elements in General Lotto games, a game-theoretic framework
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that describes the competitive allocation of resources between
opponents. The General Lotto game is a popular variant of the
classic Colonel Blotto game, wherein two budget-constrained
players, A and B, compete over a set of valuable battlefields.
The player that deploys more resources to a battlefield wins
its associated value, and the objective for each player is to win
as much value as possible. Outcomes in the standard formu-
lations are determined by a single simultaneous allocation of
resources, i.e. they are typically studied as one-shot games.

The formulations considered in this paper focus on a multi-
stage version of the General Lotto game where one of the
players can reinforce various battlefields before the competi-
tion begins by pre-allocating resources to battlefields; hence,
we refer to these reinforcement strategies as pre-allocation
strategies. More formally, our analysis is centered on the
following multi-stage scenario: Player A is endowed with
P > 0 resources to be pre-allocated, and both players possess
real-time resources R4, Rp > 0 to be allocated at the time
of competition. In the first stage, player A decides how to
deploy the pre-allocated resources P over the battlefields. The
pre-allocation decision is binding and known to player B. In
the final stage, both players engage in a General Lotto game
where they simultaneously decide how to deploy their real-
time resources, and payoffs are subsequently derived.

The pre-allocated resources may represent, for example,
the installation of anti-virus tools on system servers. The
capabilities of anti-virus software are typically static and well-
known, and thus a potential attacker would have knowledge
about the system’s base level of defensive capability. However,
the attacker would not generally have knowledge about the
system’s placement of intrusion-detection systems, which are
often dynamic and part of a “moving target defense” strategy
[5], [32], [33]. Moreover, attackers’ strategies must be unpre-
dictable in an attempt to exploit defenses. Thus, the use of
real-time resources in our model represents such dynamic and
unpredictable strategies. A full summary of our contributions
is provided below.

Our Contributions: Our main contribution in this paper is a
full characterization of equilibrium strategies and payoffs to
both players in the aforementioned two-stage General Lotto
game (Theorem 3.1). By characterizing these optimal rein-
forcement strategies, we are able to provide Pareto frontiers
for player A as one balances a combination of real-time and
pre-allocated resources (Lemma 4.1). Interestingly, Theorem
4.2 demonstrates that real-time resources are at least twice
as effective as pre-allocated resources when considering the
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equilibrium payoff of player A.

Our second set of results in this manuscript focus on
the optimal investment levels of pre-allocated and real-time
resources. Rather than player A being equipped with a fixed
budget of resources (P, R4), we rather consider a setting
where player A has a monetary budget M4 and each type
of resource is associated with a given per-unit cost. Building
upon the above characterization of the optimal reinforcement
strategies in Theorem 3.1, in Theorem 4.1 we characterize the
optimal investment strategies for this per-unit cost variant of
the two-stage General Lotto game. This provides an under-
standing of the precise combination of pre-allocated and real-
time resources that optimize player A’s equilibrium payoff.

Our last contribution focuses on a variant of this General
Lotto game where both players can employ pre-allocated
resources. In particular, we consider a scenario where player
B is able to respond to player A’s pre-allocation with its
own pre-allocated resources, before engaging in the final-
stage General Lotto game. This is formulated as a Stackelberg
game, where both players have monetary budgets M4, Mp
and per-unit costs for investing in the two types of resources.
We fully characterize the Stackelberg equilibrium (Proposition
5.1), which highlights that having the opportunity to respond
to an opponent’s early investments can significantly improve
one’s eventual performance.

Related works: This manuscript takes steps towards under-
standing the competitive allocation of resources in multi-
stage scenarios. There is widespread interest in this research
objective that involves the analysis of zero-sum games [14],
[20], [21], differential or repeated games [13], [27], and
Colonel Blotto games [1], [19], [26], [29]. The goal of many
of these works is to develop tools to compute decision-making
policies for agents in adversarial and uncertain environments.
In comparison, our work provides explicit, analytical char-
acterizations of equilibrium strategies, which draws sharper
insights that relate the players’ performance with the various
elements of adversarial interaction. As such, our work is
related to a recent research thread in which allocation decisions
are made over multiple stages [4], [9], [10], [17], [19], [23],
[26], [29].

Our work also draws significantly from the primary litera-
ture on Colonel Blotto and General Lotto games [8], [18], [24],
[28]. In particular, the simultaneous-move subgame played in
the final stage of our formulations was first proposed by Vu
and Loiseau [28], and is known as the General Lotto game
with favoritism (GL-F). Favoritism refers to the fact that pre-
allocated resources provide an incumbency advantage to one
player’s competitive chances. Their work establishes existence
of equilibria and develops computational methods to calculate
them to arbitrary precision. However, this prior work consid-
ers pre-allocated resources as exogenous parameters of the
game. In contrast, we model the deployment of pre-allocated
resources as a strategic element of the competitive interaction.
Furthermore, we provide the first analytical characterizations
of equilibria and the corresponding payoffs in GL-F games.

[I. PROBLEM FORMULATION

The General Lotto game with pre-allocations (GL-P) is a
two-stage game with players A and B, who compete over a set
of n battlefields, denoted as B = {1,...,n}. Each battlefield
b € B is associated with a known valuation w; > 0, which
is common to both players. Player A is endowed with a pre-
allocated resource budget P > 0 and a real-time resource
budget R4 > 0. Player B is endowed with a budget Rg > 0
of real-time resource, but no pre-allocated resources. The two
stages are played as follows:

— Stage 1 (pre-allocation): Player A decides how to allocate
her P pre-allocated resources to the battlefields, i.e., it selects
a vector p = (p1,...,pn) € Ap(P) :={p' e R} : ||p/||1 =
P}, where R denotes vectors with non-negative entries. We
term the vector p as player A’s pre-allocation profile. No
payoffs are derived in Stage 1, and A’s choice p becomes
binding and known to player B.

— Stage 2 (decisive point of conflict): Players A and B then
compete in a simultaneous-move sub-game with their real-time
resource budgets R4, Rp. Here, both players can randomly
allocate these resources as long as their expenditure does not
exceed their budgets in expectation. Specifically, a strategy for
player i € {A, B} is an n-variate (cumulative) distribution F;
over allocations x; € R”} that satisfies

beB

< R;. ey

We use L(R;) to denote the set of all strategies F; that satisfy
(1). Given that player A chose p in Stage 1, the expected
payoff to player A is given by

Ua(p, Fa,Fp) :==Eg,~F, Zwb']l{l“A,b +py > qrBp}
©e~FB | jcp
2

where 1{-} is the usual indicator function taking a value of
1 or 0.! In words, player B must overcome player A’s pre-
allocated resources py, as well as player A’s allocation of real-
time resources x 4 ; in order to win battlefield b. The parameter
q > 0 is the relative quality of player B’s real-time resources
against player A’s resources. For simpler exposition, we will
simply set ¢ = 1, noting that all of our results are easily
attained for any other value of q. The payoff to player B
is Ug(p,Fa,Fg) = 1 —Ua(p, Fa, Fg), where we assume
without loss of generality that } ",z w, = 1.

Stages 1 and 2 of GL-P are illustrated in Figure 1. We spec-
ify an instantiation of the game as GL-P(P, R4, Rp, w). We
focus on the subgame-perfect equilibrium solution concept.

Definition 2.1. A profile (p*, F}(p), F}(p)) where p* €
A, (P) and Ff(p) : A (P) — L(R;), for i = A, B, is a
subgame-perfect equilibrium (SPE) if the following conditions
hold.

IThe tie-breaking rule (i.e., deciding who wins if Tap+ Dy =2RB)) can
be assumed to be arbitrary, without affecting any of our results. This property
is common in the General Lotto literature, see, e.g., [18], [28].
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Fig. 1: (Left) The two-stage General Lotto game with Pre-allocations (GL-P). Players A and B compete over n battlefields, whose valuations
are given by {wp}y_;. In Stage 1, player A decides how to deploy P pre-allocated resources to the battlefields. Player B observes the
deployment. In Stage 2, the players simultaneously decide how to deploy their real-time resources R4 and Rp and final payoffs are
determined. (Center) This plot shows the SPE payoff to player A under varying resource endowments (Theorem 3.1). Obtaining more
pre-allocated resources improves the payoff with decreasing marginal returns. Here, we have fixed Rp = 1. (Right) The characterization of
the SPE payoff is broken down into three separate cases in the game’s parameters. These are shown as the three regions in this plot, here
parameterized by Rp and R 4, which correspond to the items in Theorem 3.1. We have fixed P = 0.5 here.

o For any p € A, (P), (F;(p), F5(p)) constitutes a Nash
equilibrium of the Stage 2 subgame:

Ua(p, Fi(p), F5(p)) > Ua(p, Fa, F5(p))
and Up(p, Fi(p), F5(p)) > Up(p, FA(p), FB)

forany Fa € L(Ra) and Fp € L(Rp).
o The pre-allocation p* satisfies

Ua(p", F4(P"), F5(p")) = Ua(p, Fi(p), F5(p)) ()

for any p € A, (P).

3)

In an SPE, the players select their Stage 2 strategies
conditioned on player A’s choice of pre-allocation p in Stage
1, such that F}(p), F};(p) forms a Nash equilibrium of the
one-shot subgame of Stage 2. We stress the importance of the
common knowledge assumption for the pre-allocation choice
p before Stage 2 — over time, an opponent is likely to learn the
placement of past resources and would be able to exploit this
knowledge at a later point in time. The second condition in the
above definition asserts that player A’s SPE pre-allocation p*
in Stage 1 optimizes its equilibrium payoff in the subsequent
Stage 2 subgame.

We remark that the Stage 2 subgame has been studied in the
recent literature, where it is termed a General Lotto game with
Favoritism [28]. We denote it as GL-F(p, R4, Rp). There,
a pre-allocation vector p is viewed as an exogenous fixed
parameter, whereas in our GL-P formulation, it is an endoge-
nous strategic choice. It is established in [28] that a Nash
equilibrium exists and its payoffs are unique for any instance
of GL-F(p, R4, Rp). Consequently, the players’ SPE payoffs
in our GL-P game are necessarily unique. We will denote
75 (P,Ra, Rp) := U;(p*, F}(p*), F(p*)), i € {A, B}, as
the players’ payoffs in an SPE when the dependence on the
vector w is clear.

While [28] provided numerical techniques to compute an
equilibrium of GL-F(p, R4, Rp) to arbitrary precision, ana-
Iytical characterizations of them (e.g. closed-form expressions)
were not provided. In the next section, we develop techniques

to derive such characterizations, as they are required to pre-
cisely express the SPE of the GL-P game.

I1l. EQUILIBRIUM CHARACTERIZATIONS
In this section, we present our main results regarding
the characterization of players’ SPE payoffs in the GL-P
game. These results highlight the relative effectiveness of pre-
allocated vs real-time resources.

A. Main results

The result below provides an explicit characterization of the
players’ payoffs in an SPE of the two-stage GL-P game.

Theorem 3.1. Consider the game GL-P(P,Ra,Rp,w).
Player A’s payoff 7 (P,Ra,Rp) in a SPE is given as
follows:
1) If Rg < P, or Rg > Pand Ry >
7% (P,Ra, Rp) is

2(Rg—P)?

Py —py hen

2
| Bis Ra+\/Ra(Ra +2P) )
2RA \ P+ Ra++/Ra(Ra+2P))

2(Rg—P)?
WE(P,RA,RB) is
Ra
Py - (6)
2(¢qRp — P)
3) If Ry =0, then 7% (P,Ra,Rp) is
. [ Rp
1-— —,1 7
({5 2

Player B’s SPE payoff is given by nh(P,Ra,Rp) =
1 — 74 (P,Ra, Rp). In all instances, player A’s SPE pre-
allocation is p* = w - P.

A visualization of the parameter regimes of the three cases
above is shown in the right Figure 1. Note that the standard
General Lotto game (without pre-allocations, [11]) is included
as the vertical axis at P = 0. An illustration of the SPE payoffs
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to player A is shown in the center plot of Figure 1. We notice
that given sufficiently high amount of pre-allocated resources
(i.e. P > Rp), player A can attain a positive payoff even
without any real-time resources (R4 = 0). For P < Rp,
player A receives zero payoff since player B can simply
exceed the pre-allocation on every battlefield. Observe that
the SPE payoff % (P, R4, Rp) exhibits diminishing marginal
returns in R4 and in P for larger values of P, but is not in
general a concave function in P — see the R4 = 0.5 curve,
which has an inflection.

Proof approach and outline: The derivation of the SPE
payoffs in Theorem 3.1 follows a backwards induction ap-
proach. First, for any fixed pre-allocation vector p, one char-
acterizes the equilibrium payoff of the Stage 2 sub-game
GL-F(p, Ra, Rp). We denote this payoff as

7T.A(pv]%Av]%B) = UA(vaZ(p)vFE(p)) (8)

where F’%(-), F5(+) satisfies the first condition of Definition
2.1. Then, the SPE payoff is calculated by solving the follow-
ing optimization problem,

74 (P,Ra,Rp) = rgax wa(p,Ra, Rp). 9)

PEA,(P
The following proof outline is taken to derive the SPE
strategies and payoffs.

Part 1: We first detail analytical methods to derive the equi-
librium payoff 74 (p, Ra, Rp) to the second stage subgame
GL_F(pv RA7 RB)

Part 2: We show that p* = w - P is an SPE pre-allocation,
i.e. it solves the optimization problem (9).

Part 3: We derive the analytical expressions for 7% reported
in Theorem 3.1.

Each one of the three parts has a corresponding Lemma that
we present in the following subsection.

B. Proof of Theorem 3.1

Part 1: The recent work of Vu and Loiseau [28] provides a
method to derive an equilibrium of the General Lotto game
with Favoritism GL-F(p, R4, Rp). This method involves solv-
ing the following system? of two equations for two unknown
variables (ka,rp) € R

— AT

Ra= Z
(10)

where hy(ka,kp) := min{wykp,wpka + pp} for b € B.
The two equations above correspond to the expected budget
constraint (1) for both players. There always exists a solution
(k%,Kp5) € R2, to this system [28], which allows one to
calculate the following equilibrium payoffs.

n

—nl’ e 3 hi(ka, kB) — P}

[ho(Ka,kB)

2U)bI$B

Lemma 3.1 (Adapted from [28]). Suppose (k% k%) € RZ |
solves (10). Then there is a Nash equilibrium (F}, F}) of

2The problem settings considered in [28] are more general, which considers
two-sided favoritism (i.e. p, < 0 for some b). However, exact closed-
form solutions were not provided. The paper [28] provided computational
approaches to calculate an equilibrium to arbitrary precision.

GL-F(p,Ra,Rp) where player A’s equilibrium payoff is
given by
P2
I <
( (wbﬁB)Q)]

(11)
and the equilibrium payoff to player B is mg(p, Ra, Rp) =
1 —7ma(p, Ra, Rp). Here, we define

By :={beB: hy(rly,kp) =wpykp} and Bs := B\By.

ma(p,Ra,Rp) =

> w [1 - 22

beB,

beBa

Lemma 3.1 provides an expression for 74(p, R4, Rp) in
terms of a solution (x%, K}) to the system of equations (10).
The sets B; and B; specify two cases that determine how much
effort is expended each battlefield: Player A exerts more effort
on battlefields belonging to B;, and less effort on Bs.

Now, in order to study the optimization (9), we need

to be able to either find closed-form expressions for the
solution (K%, k%) in terms of the defining game parameters
p, R4, Rp,w, or establish certain properties about the payoff
function (11), such as concavity in p. Unfortunately, we find
that this function is not generally concave for p € A, (P).
Our approach in Part 2 is to show that it is always increasing
in the direction pointing to p*.
Part 2: This part of the proof is devoted to showing that
p* = w- P is an SPE pre-allocation for player A. This divides
the total pre-allocated resources P among the battlefields
proportionally to their values wy, b € B.

Lemma 3.2. The vector p* = w- P is an SPE pre-allocation.

*

Equivalently, p* solves the optimization problem (9).

Proof. The proof will follow two sub-parts, 2-a and 2-b. In
part 2-a, we first establish that p* is a local maximizer of
ma(p, Ra, Rp) when either By = B or Bo = B. In part 2-
b, we show that no choice of p € A,,(P) that results in both
sets By and B, being non-empty achieves a higher payoff than
ma(p*, Ra, Rp), thus establishing Lemma 3.2.

Part 2-a: p* is a local maximizer of wa(p, Ra, RB).

From Lemma 3.1 and the definition of h,(k 4, k), we find
that the solution to (10) under the pre-allocation p* is always
in one of two completely symmetric cases: 1) B; = B; or 2)
By = B. Thus, we need to show p* is a local maximizer in
both cases.

Case 1 (B; = B): For p € A, (P), the system (10) is written
n n
(wykB — py)? (wokB)* — pi
Ry = ~——— and Rp = —
A bz:; 2wWpk B an B bz:; ATIN

(12)
where 0 < wpkp — pp < wpk 4 holds Vb € B. It yields the
algebraic solution

=P+ Ra++/(P+RAZ— D3

* (P + Ra)kp — [pl% (13)
Rp = .
RB
where [|p||2, :== >, Z&. This solution needs to satisfy the

set of conditions 0 < waaB —pp < K4 Vb € B, but the
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explicit characterization of these conditions is not needed to
show that p* is a local maximum. Indeed, first observe that
the expression for x7 is required to be real-valued, which we

can write as the condition
pe RY :={pe A,(P):|plZ < (P+Ra)?}. (14

We thus have a region R(Y) for which player A’s equilibrium
payoff (Lemma 3.1) is given by the expression

Wy R B [pll5
Ve =1 i (- e 0

where f(||pllw) := /(P + Ra)? — [|p||%, The partial deriva-
tives are calculated to be

871'541) Po 2Itp
o 16
op P " w, Fol P+ Rat 1wl (0

A critical point of 7TE41) must satisfy zTVﬂS)(p) = 0 for any

z € T, where we define T, := {z € R" : ' | 2, = 0}
as the tangent space of A, (P). Indeed for any p € R™), we
calculate

(p—w- P)TVFEL‘U(p) = g(Ipllw) - <||p||12u - P2) (17
>0

where g(||pllw) = f(”p”w)(pfgf_,_f(Hpr))z > (0 for any p €

R(™) | The inequality above is met with equality if and only
if p = p*. This is due to the fact that minpen, (p) [|Pl3 =

|p*||2, = P2 Thus, p* is the unique maximizer of 7'’ (p)
on R,

Case 2 (B, = B): For p € A,,(P), the system is written as

n

Ry = Z LJMA)Q
b

. 2wb/<;B

n

(wpk A —Pb)2 - (pb)2
and Rp = Z Swyrin ,
b=1

where wykp — pp > wpk 4 holds for all b € B. This readily

yields the algebraic solution:

(Rp — P)?

"~ Ra

For this solution to be valid, the following conditions are

required:

® k%, Ky € Ry : This requires that Rp — P > 0.

o wykp — pp > wpk’y for all b € B: This requires that

(Rp — P)?
Ra

The left-hand side is quadratic in Rp — P, and thus requires

that either

R4 2 Py
—P< A (1 /1+— )
Rp < 5 ( \/ + Ra mng{wb )

R4 2 Db
—-P>-—=11 14+ — =1].
Rp > 5 < + \/ + i m?x{ " )

The former cannot hold since the numerator on the right-hand
side is strictly negative, but £ , K5 € Ry requires Rp—P >
0. Thus, (19) must hold, and we define the region

R® = {pe A,(P):(19) is satisfied}.

Ky =2 and k% =2(Rg — P).  (I8)

2 —9%(Rg — P) fmgx{i—l;} > 0.

or

19)

(20)

Clearly, this is more restrictive than Rp — P > 0. This dictates
the boundary of Case 2.

For any p € R(), the expression for player A’s payoff in
(11) simplifies to

i K Ra
) =St = gl
b—1 B B

where we use the expression for x7; and % in (18). Observe
that player A’s payoff is constant in the quantity p. Thus, for
any p € R, it holds that all battlefields are in Case 2, and
that player A’s payoff is the above. We conclude sub-part 2-a
noting that, for given quantities R4 and P, if there exists any
p € R, then p* = w- P € RP, since ||p|loc > [|P*]]oo
and the right-hand side in (19) is increasing in ||p||sc-

Part 2-b: Any pre-allocation p that corresponds to a solu-
tion of (10) with By,By # & satisfies wa(p, Ra,Rp) <
ma(p*,Ra, RB).

For easier exposition, the proof of Part 2-b is presented in
Appendix A. Together, Parts 2-a and 2-b imply that p* is a
global maximizer of the function 74 (p, Ra, Rp), completing
the proof of Lemma 3.2. ]

Part 3: In the third and final part, we obtain the formulas for
SPE payoffs reported in Theorem 3.1.

Proof of Theorem 3.1. We proceed to derive closed-form so-
lutions for the SPE payoff 7% (P, Ra,Rp). From Lem-
mas 3.1 and 3.2, the SPE payoff is attained by evaluating
wa(p*, Ra, Rp), i.e. from equation (11). From the discussion
of Part 2-a, this amounts to analyzing the two completely
symmetric cases By = B and By = B.
Case 1 (B; = B): Substituting p* =
simplifying, we obtain

kg =P+ Ra++Ra(Ra+2P)
(P+ Ra)r} — P?

Rp '
Next, we verify that this solution satisfies the conditions 0 <
Kk — P < k% imposed by the case B, = B.
e k5 — P > 0: This holds by inspection.
o k3 — P < k4: We can write this condition as

PRy
Rs++\/Ra(Ra+2P)

We note that whenever Rp < P, this condition is always
satisfied. When Rp > P, this condition does not automatically
hold, and an equivalent expression of (22) is given by

w - P into (13) and

2n

KR

b*

Rp—P<Ras+ (22)

2(Rp — P)?
RyAy> ——F—"—. 23
A= PY2Rs-P) 23)
2(Rg—P)?

Observe that Ry = PR =P) satisfies (22) with equality,
and is in fact the only real solution (one can reduce it to a
cubic polynomial in R4).

When these conditions hold, the equilibrium payoff
7% (P, R4, Rp) = ma(p*, Ra, Rp) can be directly computed
from Lemma 3.1, i.e. (11). It is given by the expression (5).
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6
Case 2 (B, = B): Substituting p = w - P into (18) and A plot of the optimal investment P* (27) is shown in
simplifying, we obtain the right Figure 2. If the cost c4 exceeds 1, then there is
2(Rp — P)? no investment in pre-allocated resources since they are less
=2(Rp— P) and k3 = TR, (24) effective than real-time resources. Thus, c4 must necessarily

The solution satisfies the conditions 0 < k% < kK — P
imposed by the case By = B if and only if R > P
and Ry > 22-P0 When this holds, the SPE payoff is
calculated from (11) to be 7% (P, Ra, Rp) = %. [ ]

[V. INTERPLAY BETWEEN RESOURCE TYPES

In this section, we present some implications from Theorem
3.1 regarding the relative value between pre-allocated and real-
time resources. Specifically, we study how player A should
invest in both types of resources when they are costly to ac-
quire. We then analyze an effectiveness ratio, which quantifies
the amount of resources from each type that achieves equal
performance.

A. Optimal investment in resources

We highlight the interplay between the two types of re-
sources by considering the following scenario: player A has
an opportunity to make an investment decision regarding
its resource endowments. That is, the pair (P,R4) € R2
is a strategic choice made by player A before the game
GL-P(P,R4,Rp,w) is played. Given a monetary budget
My > 0 for player A, any pair (P, R4) must belong to the
following set of feasible investments:

I(My) = {(P,RA) ZRA—I-CAPSMA} 25)

where c4 > 0 is the per-unit cost for purchasing pre-allocated
resources, and we assume the per-unit cost for purchasing
real-time resources is 1 without loss of generality. We are
interested in characterizing player A’s optimal investment
subject to the above cost constraint, and given player B’s
resource endowment Rg > 0. This is formulated as the
following optimization problem:
opt

Ty = max

(26)
(P,RA)EI(MA)

ﬂ-j{(P7 RA7 RB)
In the result below, we derive the complete solution to the
optimal investment problem (26).

Theorem 4.1. Fix a monetary budget M, > 0, relative per-
unit cost ca4 > 0, and Rp > 0 real-time resources for
player B. Then, player A’s optimal investment in pre-allocated
resources in (26) is

2(1—ca) Ma

2—ca ca? l:fCA <t
Pr=qel0. 25 ) ifea=t. QD)
0, ifca>t

where t := min{1, %} The optimal investment in real-time

resources is RY, = M4 — caP*. The resulting payoff 7" to

player A is given by

(2—ca), ifca<t
1_72}13%’ ifca>tand 4 >1. (28
b1t if ca >t and FA <1

be cheaper than real-time resources in order to invest in any
positive amount. We note that while an optimal investment
can purely consist of real-time resources, no optimal invest-
ment from Theorem 4.1 can purely consist of pre-allocated
resources. Interestingly, when the monetary budget is small
(M4 < 1), there is a discontinuity in the investment level P*
at cy = Rp.

The proof of this result relies on the following technical
lemma, which characterizes the level curves of the SPE payoff
7% (P, R4, Rp). A level curve with fixed performance level

IT € [0,1] is defined as the set of points
Ly :={(P,Ra) € R} : % (P,Ra,Rp) =1I}.  (29)

Lemma 4.1. Given any Rp > 0 and w € R} |, fix a desired
performance level 11 € [0, 1]. The level curve Ly is given by

Ln=

pefora]

whereif0§H<l,

ON(Ry — P) for P e |0, 0= 2r”RB)

H(P == 2
(Rp—(1—TI)P) (1—2I)Rs WR
sRpaom - Jor Pe T T 1?}
(3D
and lf% <II<1,
Rp— (1-1)P)?
Ru(p) = B2 U1 =TDD) (32)

2Rp(1 10

IfP> , then (P, Ra,Rp) > II for any R4 > 0.

The above characterizations follow directly from the ex-
pressions in Theorem 3.1 and is thus omitted. In the center
Figure 2, we illustrate level curves associated with varying
performance levels IT. We can now leverage the above Lemma
to complete the proof of Theorem 4.2.

Proof of Theorem 4.1. We first observe that for any II €
(0,1), the level curve Rp(P) (from Lemma 4.1) is strictly
decreasing and convex in P € [0, f‘%] Hence, the function
wa(P, R4, Rp) is quasi-concave in (P, R 4). Observe that the
set of points (P, R4) € RZ that satisfy R4 +caP = My con-
sists of the line segment R4 = Ma —caP, P € [0, Ma/cal,
with slope —c4, and end-points (M4,0) and (0, Ma/ca).
Thus, the optimization amounts to finding the highest level
curve that intersects with Ry = Ma —caP, P € [0, M4/cal.
The slope of a level curve Rp(P) at P =0 is

ORn, . |-—oII,
oP (0) = {1

if IT <

if 11 > 33

N[ D=

)

Let M4 > 0 such that 7% (0, M4, Rp) = II > 1/2. Then,
note that, if —c4 < —1 (or, equivalently c4 > 1), then R4 =
M 4 — ¢4 P shrinks faster in P than the level curve Ry(P) by
monotonicity and convexity of the level curve in P. Thus,
the allocation (P,R4) = (0,M4) maximizes A’s payoff,
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Fig. 2: (Left) A plot of the effectiveness ratio E(R 4, Rp) (Theorem 4.2), which quantifies the multiplicative factor of pre-allocated resources
needed to achieve the same performance as an amount of real-time resources R 4. Notably, real-time resources are at least twice as effective
as an equivalent amount of pre-allocated resources. (Center) This plot shows a collection of level curves for player A’s SPE payoff. A level
curve corresponds to a fixed performance level II, and any point (P, R4) on the level curve satisfies 7’4 (P, R4, Rp) = II (Lemma 4.1).
(Right) This plot shows the fraction of player A’s monetary budget M 4 that is devoted to stationary resources given the optimal investment
(Theorem 4.1), i.e. c4 P*/M 4. We note the discontinuities at the cost cy4 = min{M4/Rp,1}. In these plots, we set Rg = 1.

as all other points on the line segment R4 = Mg — caP,
P € [0,Ma/cal, intersect with strictly lower level curves.
Similarly, for M4 > 0 such that 7% (0, M4, Rp) =11 < 1/2,
the allocation (P, R4) = (0, M 4) maximizes A’s payoff when
ca > 2II Since the condition 7% (0, M4, Rp) =11 > 1/2 is
equivalent to M4 > Rp and 7%(0, M4, Rp) = 2RT“ when
M4 < Rp, it follows that P* = 0 if c4 > min{1, 2 }. For
the remainder of the proof, we use ¢ = 1 (resp. t = R—;‘) and
M4 > Rp (resp. M4 < Rp) interchangeably.

Suppose that c4 = ¢ and ¢ = %—;. Then the level
curve corresponding to II(M4) = %¥c, has an interval of
budget-feasible points (P, R4) parameterized by P € [0, (1 —
zi—ﬁA)JZIA“] with Ry = My — cP. If t = 1, then there is
a single budget-feasible point (P,R4) = (0,M4) for the
level curve corresponding to II(M4) = (1 — QIfo ). In both
cases, there are no budget-feasible points for any level curve
corresponding to IT > TI(M,).

Now, suppose t =1 and c4 < t. We wish to find the level
curve for which the line (P, M4 —caP), P € [0, Ma/cal, lies
tangent. The point(s) of tangency yields the optimal solution
due to the quasi-concavity of 7%. Furthermore, since M4 >
Rp and ¢y < 1, a solution (P, R4) must satisfy II € [3, 1]
and

OR Pr(1-1I
J(p*):(i)_l = ¢y
opP Rp (34)
o _ (Bp—(1-1)P) .
Bn(P) 2R (1 — I0) aTea
From the first equation, we obtain P* = w. Plugging

this expression into the second equation, we obtain IT = (1 —

sii-ca(2 — ca)) € [3,1], which leads to the unique solution
P* _ (1 __caA )% Ma
- 2—ca’ ca — ca "

Lastly, suppose c4 < tandt = ]1\-[% (M4 < Rp). Similar to
the preceding case, we seek the highest level curve for which
the budget constraint is tangent. Due to the assumption that
M4 < Rpandc < %—;‘, we observe that tangent points cannot
exist for P < 2220 Rp and IT < 1, i.e. in the region where
the level curve is linear. Thus, it must be that either II < %

and P> 2221 Ry or I > 1. In either case, a solution must
also satisfy the equations in (34), from which we obtain an

identical expression for P*. ]

B. The effectiveness ratio

Another approach we take to highlight the interplay between
the two resource types is through the effectiveness ratio,
defined below.

Definition 4.1. For a given R4, Rp > 0, let P*/(R4,Rp) >
0 be the unique value such that w4 (P,0,Rp) =
7%(0, Ra, Rp). The effectiveness ratio is defined as
eq
E (R Ay RB) = %A
In words, P® is the amount of pre-allocated resources
required to achieve the same level of performance as the
amount R, of real-time resources in the absence of pre-
allocated resources. The effectiveness ratio £ thus quantifies
the multiplicative factor of pre-allocated resources needed
compared to real-time resources R 4. Intuitively, E also serves
as a metric to “fairly price” the two types, since R4 units of
real-time resources gives equal performance as P = FE - R4
units of stationary resources.
The following result establishes the effectiveness ratio for
any given parameters.

(35)

Theorem 4.2. For a given R4, Rp > 0, the effectiveness ratio
is

2 if Ra > Rp,
2(Rp)° if Ra < Rp.

Ra(2Rp—Ra)

Here, it is interesting to note that the ratio E is lower-
bounded by 2 — real-time resources are at least twice as
effective as pre-allocated resources. Additionally, as R4 —
0T, the ratio grows unboundedly £ — oo. This is due to
the fact that without any real-time resources, player A needs
at least P > Rp pre-allocated resources to obtain a positive
payoff (see third case of Theorem 3.1). A plot of the ratio E
is shown in the left Figure 2.

E(Ra,Rp) = (36)
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Proof First, suppose R4 < Rp. Then 7%(0,R4,Rp) =
5 R < 1/2. Focusrng on the level curve associated with the
value II = 572, the quantity P! is determined as the endpoint
of this curve Where there are zero real-time resources. From
(31) , this occurs when P = RB = %

Now, suppose R4 > RB. Then 75%(0,Ra,Rp) = (1 —
2%1 > 1/2. Similarly, the quantity P*? is determined as the
endpoint of the level curve associated with IT = (1 — QRTZ)'

From (32) , this occurs when P = 113—% =2R,4. |

V. TWO-SIDED PRE-ALLOCATIONS

The scenarios studied thus far have considered one-sided
pre-allocations, where only player A has the opportunity
for early investments. The goal in this section is to take
preliminary steps in understanding how multiple rounds of
early investments, on the part by both competitors, impacts
the players’ performance in the final stage. We will consider a
scenario where player B has an opportunity to respond to the
pre-allocation decision of player A with its own pre-allocated
resources, which we formulate as a Stackelberg game. A
Stackelberg game is a two-player interaction where the leader
(here, player A) selects an action first. The follower observes
this action and subsequently selects its action in response.

Remark 5.1. Before formalizing this game, we remark that
such a scenario admits positive and negative pre-allocations,
i.e. pp > 0 for some subset of battlefields and p, < 0O
on the others. Here, p, < 0 means that the amount |py|
of pre-allocated resources favors player B. While the work
in [28] establishes existence of equilibrium for any such
pre-allocations as well as numerical approaches to compute
equilibria to arbitrary precision, it does not provide ana-
Iytical characterizations of them. Indeed, while our current
techniques (i.e. from Theorem 3.1) analytically derive the
equilibria for any positive pre-allocation vector, they are yet
unable to account for such two-sided favoritism. Developing
appropriate methods is subject to future study.

In light of the aforementioned limitations, we may still
investigate the impact of player B’s response in the context
of a single-battlefield environment®. The Stackelberg game is
defined as follows. Player A has a monetary budget M 4 with
per-unit cost ¢4 € (0,1) for stationary resources. Similarly,
player B has a monetary budget Mp with per-unit cost cg €
(0,1). The players compete over a single battlefield of unit
value.

— Stage 1: Player A chooses its pre-allocation investment p4 €
[0, %f‘] Player B observes.

— Stage 2: Player B chooses its pre-allocation investment pp €
[0 Mp ]

) ¢p
The interpretation of the quantity M;/c;, i = A, B, is the
maximum amount of stationary resources that player ¢ can

obtain by using its entire monetary budget M;.

3In contrast to Colonel Blotto games, General Lotto games with a single
battlefield still provides rich insights that often generalize to multi-battlefield
scenarios [11], [12], [22].

— Stage 3: The players engage in the General Lotto game with
favoritism GL-F(pa4 —pp, Ma —capa, M —cgpp). Players
derive the final payoffs

ua(pa,pp) = Ta(pa — pB, Ma — capa, Mp — cpB)
up(pa,pp) =1 —ua(pa,pn)
(37

Note that py — pp is the favoritism to player A. When it is
non-negative, 7 is given precisely by Theorem 3.1. When it
is negative, 7% = 1 — mp where 75 is given as in Theorem
3.1 with the indices switched.

Let us denote this game as GL-S({M;,c;}i=a,5). We
seek to characterize the Stackelberg equilibrium, the standard
solution concept for such games.

Definition 5.1. The investment profile (p*,p%;) is a Stackel-
berg equilibrium if

min

py € arg  max (
A pa€[0,M4/ca]l \pB€[0,MB/cEB]

A(pA,pB)> (38)

and
min

pBE[0,Mp/cp]

In words, the leader selects a pre-allocation p% that maxi-
mizes its payoff ua(pa, p%), given that player B will observe
pa and respond with its own pre-allocation pj that will
maximize its payoff up(pa,pp). Note that the definition in
(38) is in a max-min form, since the final payoffs in GL-
S are constant-sum. The characterization of the Stackelberg
equilibrium is given in the result below.

pp € arg A(P4,pB)- (39)

Proposition 5.1. The Stackelberg  equilibrium  of
GL-S({M;,ci}i=a,B) is given as follows.
1) Suppose JZ[—B < Ma. Then p% is given according to

Theorem 4.1 and pp = 0.
2) Suppose M,y < J\f—; < ]g—: prL < 2(21%;“)%“‘ then
p% is given according to Theorem 4.1 and pp = 0, where
€ (0, ]\C/[A] is the unique value that satisfies ug(pa,0) =

up(pa,pp), with

. Mp Mp—cppa
ppi=— - —"=.

40
CB 2763 ( )
Ifp :‘A 2(217::‘)1\“ thenpA—pZ, and py; =0 or pp.

3) Suppose JZ[A < M‘}? . Then p* = 0 and pg = PpB.

Several comments are in order. In the first interval ]g—;‘ <
M 4, player B is sufficiently weak such that it does not respond
with any of its own stationary resources against any player
A investment p4 € [0, J\f—:‘] Thus, the Stackelberg solution
recovers the result from Theorem 4.1. For a large part of the
middle interval M4 < ]\f—; < ”{;“, p% coincides with the
investment from Theorem 4.1, i.e. p% is determined according
to (27). The choice p7 forces player B to respond with zero

stationary resources (i.e. when p' " 2(217;;) MA) However,
when pT > 2(217;;‘) M player A’s optimal investment makes

player B indifferent between responding with zero or with an
amount pp > p% of stationary resources that exceeds the pre-
allocation of player A. In the last interval MA < MB , player
B is sufficiently strong such that it is optlmal for player Ato
invest zero stationary resources.
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A. The impact of responding

We illustrate the implications of Proposition 5.1 regarding
the responding player’s (B) performance in the numerical
example shown in Figure 3. Here, we compare player B’s
Stackelberg equilibrium payoff to the payoff it would have
obtained if it did not have an opportunity to respond. We
recall that this payoff was characterized in Theorem 4.1. By
definition, the Stackelberg payoff is necessarily at least as high
as the non-responding payoff — one performs better being able
to respond to a pre-allocation. However, what is notable in
Figure 3 is a significant, discontinuous increase in payoff for
player B once Af—jf is sufficiently high (i.e. exceeds J\f—:).

The presence of the discontinuity strongly suggests that

being in a resource-advantaged position with regards to ]\643
B

Player B payoff

with response

- classic GL """
N

0.

oo

no response

A[B/CB

Fig. 3: This plot illustrates the Stackelberg equilibrium payoff (red
line, Proposition 5.1) to player B contrasted with its payoff if it did
not have the opportunity to respond with pre-allocated resources, i.e.
setting pp = 0 (green dashed line, Theorem 4.1). Also plotted is the
classic, simultaneous-move General Lotto game payoffs (dotted blue
line), which is independent of pre-allocations as it only depends on
real-time resources. There is a notable improvement in ]Eerformance
when player B is sufficiently budget-rich, IZI—B = C[;“‘ . In this
example, we fixed M4 = 0.5, c4 = 0.2, and cp = 0.5, and varied
Mp from O to 3.

The remainder of this section provides the proof of Propo-
sition 5.1, which utilizes two supporting Lemmas.

B. Follower’s best-response

We begin by analyzing player B’s best-response to any
player A pre-allocation p4. We need to find p}; that solves

max U ,PB)- 41

pB€[0,Mp/cE] B(pA pB) “D

Let us denote p = (pa,pB), Ra = Ma — capa,
and Rg = Mp — cppp. Define fa(p) = Ra +

VRa(Ra+2(pa —pp)), f8(p) == VRp, and gp(p) :=
VRp +2(ps — pa). Define

14, . Mp—cppp fa(p) ?
ug ()= 2Ra (pA —pp + fA(P))
W p) =1~ fia
2(Mp — cgpp — (pa — pB))
WLB(p) = 1 — Ra f5(P) + 95(p) ?
W)= 1= B (o)
W (p) 1= g b LD

2(Ra — (pB — pa)) “2)

From Theorem 3.1, one can write player B’s payoff in GL-S
as

ut(p) ifperR!™
24 i 24
ug'(p) ifpeR
up(p) = : 43)
ui(p) ifpeR'P
u?P(p) if pe R?P
where
R = {ps>pp:Rp <pa—pp, or
2 — _ 2
Rp > pa—pp and Ry > 2t = (Pa—p5))
2Rp — (pa — pB)
R = {pa > pp}\R™
R'B = {pp >pa: Ra <pp—pa, or
2 — _ 2
Ri>pp—paand Ry > 24 = (P5=pa))
2R — (pB — pa)
R*E = {pp > pa}\R'?
(44)

The following Lemma details player B’s payoff for any

response pg € [0, Iy[]f]

Lemma 5.1. Consider any fixed strategy (pa, Ra) for player
A. Player B’s payoff is given as follows.

a) If I‘f—; < Ru + pa, then up(p) is decreasing for all

PB € [07 ]ZI:]'
M R
b) If Ra+pa < TE < T4 +pa, then
ui*(p), if pp € [0,pa
up(p) = Quf (p), i pp € (Pa,pg’] (45)
ulBB )7 lpr € (plBBa J\c{f]
where ptP is the unique solution to
Ra+pa—ps)
F(pp) = ( Ps)” _ Mp —cppp.  (46)

2RA +pa —pB

R RA(RA+2
Mp 1<pA+ At+y/ A2( at PA)>’

o) If £4 +pa <

cB — CB
then
ulBA ), pBE€E [OvplBA]
up(p) = ug' (), ps € (pp'ipal @7
ulBB )7 PB € (pAv JCVIBB]
where p&* is the unique solution to
2(M 1- —pa)?
Glpp) = BT UL olbn ZPAC_

- 2(Mp —cppB) — (pa — PB)
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10
on pp € (0 pa) This is a decreasing and concave function on py € [0, Afjf ),
d) If MB > L (p 4 Baty RA(RA+2PA > then and it decreases to —oo as p4 — MB . The payoff u}*(pa,0)
is given by
u“ . ifpp €[0,pa M AT - 2
ug’(p), i ps € (pa, ) Ra(pa) \T1(pa) +2(T2(pa) — pa)
. . (54
The proof ' deferred to Appendix B. The final Lemma This function has a single critical point in the interval [0, 24]
characterizes player B’s best response to any fixed player A 2(1—ca) M o - ca
strategy. at pa = ﬁ?ﬁ’ which is a local minimum. It is

Lemma 5.2. Consider any fixed strategy (pa, Ra) for player
A. Player B’s best-response

pg = arg max ug(pa,ps) (50)
pEE[0, 7 L]
is determined according to
07 lf% < h(RAapA)
Ph = PB; if 22 > h(Ra,pa) (51)
0 or ﬁB7 lf AC/[; = h(RAapA)
where pp was defined in (40), and h(Ra,pa) € (Ra +
PA,DA —|— faty RA;RA-FQPA)) is the unique value of * % at
which u5*(pa,0) = utP (pa, pp).

The proof is deferred to Appendix C, where we thoroughly
analyze the properties of the functions u}*, u%?, ut?, and u2f?
as characterized by Lemma 5.1. This allows us to identify the

maximizer p}; € [0, ]ZI: ] of up for all possible cases stated
in Lemma 5.1.

C. Proof of Proposition 5.1
We are now ready to establish Proposition 5.1.

Proof. Let us define
Ti(pa) :==pa+ Ralp )

R )+ VR )R +2
To(pa) i pa + AL VR 2 (Ralpa) +2pa)
(52)
where Ra(pa) = Ma —capa. It holds that T (0) = T5(0) =

My, Tl(M—A) = Tg(%) = Ma and T1(pa) < Ta(pa) on

[ CA

the interval p4 € (0, 72). We prove the result item by item.

1) Suppose ]‘f—; < My4. In this case, we have ]\C/[—; < Ti(pa)
for all p4 € [0, AA], with equality at p4 = 0 if and only if
Jgf = M 4. Thus, player B’s best-response against any p4 is
pp = 0 (Lemma 5.2). The scenario reduces to the optimization
problem from Corollary 4.1.

< %

2) Suppose M, < M=

By Lemma 5.2, the threshold at which player B’s best-
response switches is given by the value of p,4 that satisfies
h(Ma — capa,pa) = 2. Equivalently, this is the value
of p4 that satisfies ul*(pa,0) = utf(pa,pn) with AC/I—; <
C; Tg (p 4)- The latter condition ensures that either uk*(p 4, 0)
or utP(pa,pp) is player B’s best-response payoff (Lemma
5.1). One can write

CA(2 — CB) ]\C/[A —pA

2 Mp _
cB

WP (pa,pp) =1— (53)

. _ . . - M

decreasing on [0,p4) and increasing on (pa, 2].

(0,2) such that & <
B CB

There is a unique value pL €

1 Tg( L) Where these two functions intersect. Note that from
Lemma 5.2, p 'y is the unique value that satisfies
Mg
h(Ma — caply,ply) = o (55)

Player B’s best -response is pp = pp for py < pA, and pp =
0 for pa > p !y (Lemma 5.2). Consequently, player A’s payoft
(under player B’s best-response) is given by

. 1—ulf(pa,pg), if pacl0,p!
UA(pMB):{ B (pa,pn) [0,p1)

T Mg

. (56)
lpr € (pAv ca ]

1- ullgA(pAuo)>

We observe that u4(pa,ply) is increasing on py € [0, pA) If
pL > pa, then ug(pa,pl) is decreasing on (pL, Ap{f] and
hence player A’s security strategy is p% = p 'y~ The resulting

payoff to player A is

Ma i
. ca(2 —cp —DPa
1—u?(ply, pp) = (2 );;‘ = 67
Mp _
cB Pa

If pg < P4, then ua(pa,py) is increasing on (pL,;BA] and
decreasing on (pa, M 2] Hence, player A’s security strategy
2(1— cA My

is pi = pa = 5=~ The resulting payoff to player A
is given by Corollary 4.1.
MB > MA

In this case  the fU.IlCthIl utP(pa,pp) is strictly i 1ncreasrng
on py € [0, J\f ]. Any intersection (1f any) with ux'(pa, 0)
must occur on pa > pa, where uk(pa,0) is increasing.
Therefore, ua(pa, pj) must be strictly decreasing on [0, 4]

and hence p% = 0. The resulting payoff to player A is

): CB(Q—CB)%
B 2 Mg

1—ug’(0,p (58)

VI. CONCLUSION

In this manuscript, we studied the strategic role of pre-
allocations in competitive interactions under a two-stage Gen-
eral Lotto game model, where one of the players can place
resources before a decisive point of conflict. Our main con-
tribution fully provided subgame-perfect equilibrium charac-
terizations to this formulation. This result revealed a rich
interplay between the effectiveness of pre-allocated resources
and real-time resources, which allowed us to quantify optimal
investments in both types of resources. We then analyzed a
Stackelberg game scenario where the other player is able to
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respond to the pre-allocation before the final decisive round.
This highlights the significance that more dynamic and sequen-
tial interactions can have on a player’s eventual performance.
Future work will involve studying these dynamic interactions
in richer environmental contexts, e.g. with multiple fronts of
battlefields.
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APPENDIX
A. Proof of Part 2-b

Here, we present the proof of Part 2-b from the proof
outline of Theorem 3.1. It states that: Any pre-allocation p that
corresponds to a solution of (10) with By, By # O satisfies
7TA(p7 RA7 RB) < ,/TA(p*v RAv RB)

Throughout the proof, we will use the short-hand notation
W; = Zbij wy, Pj = Zbij py and b, = (pb)bij’ for
j=1,2. For p € A, (P), we obtain the system of equations

(wpkip — py)? (wpria)?
R4 = ,
D D el D e
beEB, beBy
(wprp)? — (py)? (wpka +pp)? — ()2
Rr = ATOMB) T \Pb)
B b; 2Wpk A + bZ 2Wpk A ’
1 €By

where 0 < wpkp — pp < wpka holds for all b € By, and
wykp — py > wpk4 holds for all b € By. The system of

equations readily gives the expression:
Wik + Wor%h = 265(Xa + Po) — || ]2, (59)
=2k4(Xp — P2) + |Ip1 I3,

where recall that ||p, |7, = 3,5, [(P5)?/ws]. The solution to
the above system of equations is

. C\Hy+ \/CIH,H,
- 2 2 ?
W102 —|—W201 (60)
, CyH, + 012H1H2

AT TWLCT + WRC?
where we denote Cy := R4 + P, Cy := Rgp — P>, Hy :=
C? — Whl|pyl|2, and Hy := C3 + Wal|p,||%,- We consider
only the scenario where + = + in (60), since the expression
for k7 is strictly negative when &= = —. Simply observe that
Ci1 >0, C? > Hy, 0 < C3 < Hy and, thus, that either (i)
Hy >0,Cy>0and 0 < CoH, < C1/H{Hs, (i) H; <0,
CQ < 0and 0 < CQHl = |CQ||H1| < Cl\/ |H1||H2|, or (lll)
only one of H; or Cs is negative, in which case Co Hy < 0.
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Substituting (60) into (11) and simplifying, we obtain

VHH, — C,C.
7a(p, Ra, Rp) = W1 + \|2|\2 A S ©61)
1 w

and the partial derivatives of 74 (p, R4, Rp) with respect to
pp are as follows. For b € By,

Omg _ —pp/ W C’1 Hy — Con/Hy )2

apb (leH2 ) V Hl (62)
+ (Civ/Hy — Con/H
HWJfl :
and for b € Bs,
aﬂ'A
(C1vVH 63)
o~ TRV OV - OV

We first consider critical points p strictly in the interior of
A, (P), and resolve the points on the boundary later. One
necessary condition for a critical point is that (E — %) A=
0 for all b € By and ¢ € Bs. Firstly, observe that C; > /H;
and /H, > C5, and, thus, it must be that Cy/Hy—Cov/H; >
0. We can thus divide the expression %;A = %’;A on both sides
by C1v/Hy — Co+/H, and rearrange to obtain

(py/wy)(C1\/Hz — Can/Hy) = ||py||%,(v/Hz — /H1) > 0.

Observe that the left-hand side is strictly greater than zero, and,
thus, the right-hand side must be as well. This immediately
requires \/Hy — v/H; > 0, since ||p;||2, > 0. Re-arranging
the above expression, note that we also require

VHLCa (py/wy) = |[p1]13] = VHa[Cu(ps/ws) — 14 13,]-

Since we have just shown that v/Hy > /H; must hold, it fol-
lows that each b € By satisfies either (i) Ca(pp/wp)—||p1||3, <
Cr(p/wn) — P12, < 0: or Gi) Calpyfuwn) — [py | >
C1(pp/wp) — ||p1l|2, > 0. Observe that C;(pp/wp) > Hp1||%
must hold for ¥ € arg maxyep, pp/wp, and thus b’ must
satisfy scenario (ii) and Cy > C (or, equivalently, Rg — P >
R 4). This last inequality then implies that scenario (ii) must
be satisfied for all b € B;.

We have shown that, in order for (a%b - %)TFA =0to
hold for all b € By and ¢ € B, a critical point p must satisty

ﬁ:w—vﬁ Vﬁmu
Wy ' C C 1 w
for each b € B;. Expanding this expression, and solving for p

explicitly, we obtain the following two possible (real) solutions
for p:

2(Rp — P)(qRp — Rs — P
5= 0orp= (Rp — P)(qRp — Ra )7
R
where we use P; = Wip, P = P— Py, and ||p,||2, = W12

As p = 0 is inadmissible, we consider the latter expression
for p. After inserting this expression for p into the right-hand
side of (19), where max,{py/ws} = P, we obtain

Ra ) Ra Ra
14414+ —p| =24+ Rp—P—"A—Rp—
2 {Jr +RAp} g B 2 ~ P

which follows since we showed above that Rg— P > R 4 must
hold. Thus, the only critical point sits at the boundary of the

region where all battlefields are in Case 2, since decreasing p
even slightly will satisfy the condition in (19). We can further
verify that the payoff at this critical point is equal to the
constant payoff in the region where all battlefields are in Case
2, but omit this for conciseness.

We conclude the proof by resolving the scenario where p
lies on the boundaries of A, (P). Observe that the conditions
on gr} and % immediately imply that p,/w, > p./w. for
any b € By and ¢ € By. Thus, on the boundaries of A,,(P), it
must either be that all battlefields with p, = 0 (and possibly
more) are in Case 2, or that all battlefields in 3 are in Case 1
(which is covered by Lemma 3.2, part 2-a).

In the scenario where all battlefields with p, = 0 are in
Case 2, note that the necessary condition ( az %)w A4>0
for i € arg minyep, {pp/ws} and j € arg maxpep, {ps/ws}
only holds with equality if p,/w, = P;/W; for all b € By. If
P, /W7 < p, then the inequality in (19) is satisfied implying
that all battlefields are in Case 2, and Lemma 3.2 shows
that p* must correspond with the same payoff to player A.
Otherwise, if P,/W; = p, then we showed above that the
global maximum sits at the boundary where all battlefields
are in Case 2 and p* achieves the same payoff.

Finally, if P1/ W1 > p, then, from (62) and (63), we know

that (a‘z 8p )74 < 0 must hold for all b € By and ¢ €
. 5] 9 _
B, since the choice p,/w, = P satisfies (—pr — apL)ﬂ'A =

0, and %’;Z‘ is decreasing with respect to py/w;, while ‘9“

is constant. This violates a necessary condition for a crltlcal
point, and implies that A’s payoff is increasing in the direction
of decreasing p; and increasing p., as expected. |

B. Proof of Lemma 5.1

We prove the result in two parts, considering the two
separate intervals pp € [0,p4] and pg € (pa, Jy]f]

Part 1: pp € [0,p4]. Define the function
2(Mp —pa+pp(l—cp))?

G = (64)
(P5) 2(Mp —pa+pB(l —cR))+pa—pB
The definition of R'4 may be restated as
R = {pp < po, or ps > po and G(pp) < Ra}. (65)
where pg = %.
e Suppose Mp < R4 + pa. Since MB < cppa, we have

Do > DA, and consequently up(p) = uk(p) Vps € [0,pal.
The sign of & ‘]33 is equivalent to the sign of
—fa(pB) [cB(2p% + Ra(2RA — 3pB))

+pA(CB(5RA — 2])3) — QMB)

+ (fa(pp) — Ra)(c(3pa +2Ra — pB) — 2MB)
—2Mp(Ra — pB)]

(66)

where fA( ) = Ra + \/RA (Ra+2(pa —pg)). It then

(pA,pB) < 0 for pg € [0,p4] if and only
if Igf < RA + pa. It follows that up is decreasing on the

interval pp € [0,pa].

Mp

e Suppose RA + pa < o4 < Ij; + pa. First we consider

the case that &4 + p, < 4. Here, po € [0,pa) and thus
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we immediately have up(p) = uii(p) for pp € [0,p0).
We also have G(py) = 0, G(pp) is strictly increasing on
pB € (po,pa), and G(pa) < Ra (from Mp < Ry + cppA).
Therefore, G(pp) < Ra for all pg € (po,pa], and hence
up(p) = ug' (p).

Now, we consider the case that f—; +pa > i’—;‘. The range
pa < Jg—lf < Zc’—g follows the above argument identically. Now,
when ﬁ—;‘ < % < f—;‘—i—pA, we have pg < 0, G(pp) is strictly
increasing on TO,pA], and G(pa) < Ra. Therefore, G(pg) <
R for all pg € (pg,pal, and hence up(p) = vk (p).

° Suppose R—;‘ + pa < Mp <

c cB

Ra++v/Ra(Ra+2 . .
ClB<pA+ at AQ( at pA)>. First we consider the

case f—;‘+p,4 < 224 In the range f—;‘+p,4 < AC/I—; < By
we have py € [0,p4) and thus we immediately have
up(p) = uit(p) for pp € [0,py). We also have G(py) = 0
and G(pp) is strictly increasing on pp € (po,pa). Now,
the condition f—; +pa < J\f—; asserts that G(pa) > Ra.

Thus, there is a unique value, pIBA € (po,pa) that solves

G(pg') = Ra.
M 1 Ra++/Ra(Ra+2pa)
In therangei’—;‘<c—;§g pa+ 5 )

G(pp) is strictly increasing, G(0) < Ra, and G(pa) > Ra
which yields the result. To see this, we first note that py <
0. To show G is strictly increasing, the sign of G'(pg) is
equal to the sign of (2¢% —3cp + 1)pp + (3 —2c5)Mp —pa
(from Mp > pa). Observe that this value is linear in pg. At
pp = 0, itis (3 — 2cg)Mp —pa > 0, and at pgp = pa,
it is (3 — 2¢p)(Mp — ¢gpa) > 0. Thus, G'(pg) > 0 for

pe € (0,p4). The condition G(0) = % < R4 is

1 Ra++y/Ra(Ra+2pa)
B pa + 2 .
The case R4 + cgpa > pa follows identical arguments to
the above.
M 1 Rat++/Ra(Ra+2pa)
s 7 e \PAT 2

po < 0, G(pp) is strictly increasing on (0,p4), and G(pa) <
R 4. This yields the result.

equivalent to Mp <

e Suppose ) . Here,

Part 2: pp € (pa, J‘f—}f] Define the functions
2(ta — pB)*
F(pp) = ( )

"~ 2Ra+pa—pB (67)

L(pp) := Mp — cps

where t 4 := R4 +pa. The definition of R'Z may be restated
as

R'B = {pp > ta, or pp <t and F(pp) < L(pp)}. (68)

e Suppose Af—}f < ta. Here, F(pp) is strictly decreasing on
(pa, M2), F(pa) = Ra > L(pa), and F(¥z) > (¥ —

c cB

0. The solutions to the equation F'(pp) = L(pp) are given by

r+(Mp) = [2tA(2—cB)—L(pa)

2(2 —cp)

i\/(2tA(2 —cp) — L(pa))?—4(2 — cp)(2ta(ta—Mp) + MBPA)l

(69)

The roots are complex if and only if Mg < cppa — 2(2 —

cg)Ra + QRA‘/2(2 —¢p), in which case ug = uzBB for all
pB € [pa, ME] (since F(pp) > L(pp)).

CB

So, we consider cgpa —2(2—cp)Ra+2Ra+/2(2 — cp) <
Mp < cpty, in which the roots are real-valued, and only 7
can be in the interval (pa, ]ZI; ). We thus have

uzBB(p)v pB € [pA,T'—]
up(p) = qup’ (P), P € (r—,74] (70)
U2BB(p)a PB € (T+7 JCVI:]
Both payoff functions u%” and u}® are decreasing in pp

in their respective intervals. Indeed,

duzf _ L(pp) — cp(ta — pB)
Ops 2(ta —pB)?

where the inequality is due to Mp < cpt4.

To show ulP is decreasing, we observe that the payoff
ug admits a single critical point in the interval (pa, 22).
Indeed, denoting ¢(pp) = +/L(pp) > 0 and g(pp) =

\/L(pB) +2(pp —pa) > 0, we can calculate

<0

(71)

duy’ Ra  ({+g)(cp(l+g) —20)
=2 S (1
B 2 Lg(tg + L(pg) +pp — pa)
outP outf outP
It holds that G2~ (pa) > 0, 52~ (¥2) < 0, and FE-(pp) =
0 if and only if
R M, Mp —¢ M
pp=ppi= —2 — b T BPA (pa, 7}3)- (73)
cB 2—cp CB

Thus, pp is a local maximizer, with u}BB decreasing for pp >
pp. Now, observe that r_(cpta) = pp, ri(cpta) = I‘f—;,
r_(Mp) is decreasing in Mp, and pp is increasing in Mp.
We have pp < r_, and therefore up(p) is decreasing for all
PB € [pa, %f]-
e Suppose t4 < %j‘ + pa. Here, ugp =

pB € (ta, %) The function F'(pp) is strictly decreasing on
(pA,tA) with F(pA) =Ry > L(pA) and F(t4) = 0. Thus,
we have F(pg) > L(pg) for ps € [pa,py’] and F(pp) <
L(pg) for pp € [ptP,ta], where piP is the unique value in
the interval [pa,t4) that satisfies F'(pg) = L(pp). We thus
get the stated characterization for up(p).

e Suppose Jj—;‘ +pa < Mp. Here, up = ulP for pp €
(ta, %) The function F(pg) is strictly decreasing on
(pa,ta) with F(pa) = Ra < Mp — cgpa and F(t4) = 0.
Thus, we have F(pg) < Mp — cgpp for pg € [pa,tal-

Therefore, up = ulf for all pg € [pa, JZI:]

Mp

CcB -

1B
upy for

From identical arguments from the first bullet point (% <
ta), we know that u}BB admits the local maximizer pp €
(pa, ]‘f—[‘f) Combining the characterizations from Part 1 and
Part 2 yields the result.

C. Proof of Lemma 5.2

We first address the two extreme lower and upper intervals.
We will denote fa(pp) = Ra+ /Ra(Ra +2(pa — pp)).
o Suppose %‘3 < Rs + pa. By Lemma 5.2 ug(pa,pn)

is decreasing for all pp € [0, Iy—f] and hence

maXpBG[O,tI—;] up(pa,pp) = up(0).
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e Suppose pa + fAT(O) < I‘C/I—; Here, up is strictly increasing

on pg € [0,pa), and the maximum value in the interval
pB € (pa, M;} is given by ul?(pp). Therefore,

C

max up(pp) = u}BB(ﬁB). (74)
PBE[O,TJ?]
o Now, consider the middle interval Ry + pa < %f <

pa+ f“T(O). By Lemma 5.1, up(0) = ul*(0). Here, up is
decreasing at pp = 0 but is increasing at pp = pa (Whether
in region R'4 or R?4). By Lemma 5.1, the maximum

value in the interval pp € (pa, Af:] is given by u}P (pp).
Therefore,
max_ up(ps) = mac{ul (0, ulf (hp)}.  (75)
pBE[0, c;]

We can identify the existence of a threshold value
h(Ra,pa) € (Ra+pa,pa+ fAT(O)) for which p% = 0 for
B2 < h(pa), pp = pp for T2 > h(pa), and pj; = pp

CcB B
or 0 for ]\f—; = h(pa). Indeed the payoff u}>(pp) may be
written as

CB(Q—CB) RA

1B
=1- 76
ug (PB) B My — copa (76)
The payoff u?*(0) is given by
2
ul0) = Mp VRaA++VEa+2pa a7
2 \Ra+pa+/Ra(Ra+2pa)
Denoting K3 = W and K> =
2
VRaA+VRa+2pa h 1B (s — 1A
(RA+pA+\/RA(RA+2pA)> - We have up <pB) UB (0)
precisely at
Mg 1 [K,
=B _ =2 1
CB CBK2 |: 2 CBPA+
(78)

K
\/(;CBPA +1)2 — 2Ks(cppa + K1RaA)

Denoting h(R4,pa) as the right-hand side above, we obtain
the result.
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