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Abstract— Feedback-evolving games is a framework that
models the co-evolution between payoff functions and an envi-
ronmental state. It serves as a useful tool to analyze many social
dilemmas such as natural resource consumption, behaviors in
epidemics, and the evolution of biological populations. However,
it has primarily focused on the dynamics of a single population
of agents. In this paper, we consider the impact of two popu-
lations of agents that share a common environmental resource.
We focus on a scenario where individuals in one population are
governed by an environmentally “responsible” incentive policy,
and individuals in the other population are environmentally
“irresponsible”. An analysis on the asymptotic stability of
the coupled system is provided, and conditions for which the
resource collapses are identified. We then derive consumption
rates for the irresponsible population that optimally exploit the
environmental resource, and analyze how incentives should be
allocated to the responsible population that most effectively
promote the environment via a sensitivity analysis.

I. INTRODUCTION

Many game-theoretic analyses describe strategic inter-
actions between individuals provided that the incentives
for their choices are static, i.e. do not change over time.
However, choices often have an impact on a shared en-
vironment, which in turn affect their incentives for future
choices. The utilization of common resources such as water,
fishing grounds, or traffic networks best illustrates this –
high individual utilization makes fewer resources available
to others in the future [2].

The recent framework of feedback-evolving games ad-
dresses this interplay by incorporating a changing envi-
ronmental state coupled with existing evolutionary game
theoretic dynamics [3]–[5]. The core model considers payoff
functions to individuals that depend on whether the environ-
ment is in an abundant or depleted state. It is primarily used
to understand how the payoff functions should be structured
in order to avoid a “tragedy of the commons”, an outcome in
which the environment ultimately becomes depleted. In other
words, these payoff functions reflect environmental incentive
policies that can be designed to manage the common resource
[6]–[8].

Much of the existing research focuses on a single popu-
lation of agents whose decisions impact the environment in
isolation [8]–[14]. These models are not sufficient to describe
multi-population interactions. For example, individuals in

K. Paarporn and J. Nelson are with the Department of Com-
puter Science, University of Colorado, Colorado Springs. Contact:
{kpaarpor,jnelso22}@uccs.edu. This work is supported in part by
the UCCS Committee on Research and Creative Works, and NSF grant
#ECCS-2346791. The technical proofs of all results in this paper can be
found in [1].

neighboring countries follow different environmental poli-
cies, yet utilize resources from the same common source (e.g.
fish in the ocean, water from rivers, clean air). Extensions of
feedback-evolving games to multiple populations, and possi-
bly multiple local environments, would enable a vastly richer
set of scenarios for study. Recent works in the literature have
shifted attention to these multi-population scenarios [15]–
[17]. For instance, [17] studies epidemic spreading within
and between two populations, where the behaviors in each
population have externalities on the health state of the other.
Overall, an interesting and understudied direction involves
hierarchical decision-making, i.e. the strategic selection of
local incentive policies given there are environmental exter-
nalities between the populations.

In this paper, we extend the framework in this direction
by considering two populations that share the same local
environmental resource. We focus on a particular setting
where one population, labelled “responsible”, implements a
pro-environmental incentive policy such that the common
resource can be sustained in the absence of other popula-
tions. The other population, labelled “irresponsible”, does
not restrain its consumption activity. Our study centers on
the following question, stated informally as

To what extent can the irresponsible population exploit the
environmental resource?

While too much consumption could cause the resource to
collapse, too little consumption leaves missed opportunities.
Our highlighted contributions are:

• A stability analysis for the dynamics of the two-
population system.

• Identify conditions for which the environment collapses,
and when it can be sustained.

• Derivation of the optimal consumption rates for the
irresponsible population.

• A sensitivity analysis for the incentive policies chosen
by the responsible population.

The last item above illustrates how incentives should be
allocated in order to maximally promote the environmental
resource. Interestingly, we find that incentivizing mutual
cooperation (i.e. coordinated) is far more effective in promot-
ing resource levels than incentivizing unilateral cooperation
(anti-coordinated).

The paper is organized as follows. Section II provides
relevant background on single population feedback-evolving
games, before presenting the two-population model. Section
III states our main result regarding the dynamics of the
model. Section IV proposes and solves an optimization
problem regarding the irresponsible population’s choice of
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Environment n

Fig. 1: Diagram of our two-population model. Activities from both
populations impact the shared environmental state, n. The rates θi,
αi denote the restoration and degradation rates from the activities
of population i, respectively.

consumption levels. Simulations and sensitivity analyses are
given in Section V, followed by concluding remarks.

II. MODEL

Before describing our two-population model, preliminary
background on single-population feedback-evolving games
is provided.

A. Preliminary on Feedback-evolving games

A single-population feedback-evolving game describes a
population of agents that have access to a degradable envi-
ronmental resource. The relative abundance of the resource
is denoted by n ∈ [0, 1]. At any given time, each agent is
choosing whether to use a low consumption action (strat-
egy L), or a high consumption action (strategy H). High
consumption degrades n, and low consumption improves n.
The immediate payoff experienced by an agent is described
by the environment-dependent 2× 2 payoff matrix,

An = n

[
R1 S1

T1 P1

]
+ (1− n)

[
R0 S0

T0 P0

]
(1)

Here, the first row and column corresponds to a low con-
sumer, and the second row and column corresponds to a high
consumer. Entry ij (i, j ∈ {L,H}) indicates the experienced
payoff to an agent using strategy i when encountering an
agent using strategy j. We denote x ∈ [0, 1] as the fraction
(or frequency) of agents in the population using strategy L.
The payoff experienced by each type of agent is then given
by

πL(x, n) = [An[x, 1−x]⊤]1, πH(x, n) = [An[x, 1−x]⊤]2
(2)

The payoffs are determined by the parameters in the A0

and A1 matrices. The A1 matrix is the payoff matrix when
the environment is abundant. Following the literature on
feedback-evolving games, we make the following assumption
about the A1 matrix.

Assumption 1. High consumption is the dominant strategy
in A1, i.e. δTR1 := T1 −R1 > 0 and δPS1 := P1 − S1 > 0

On the other hand, the A0 matrix describes payoffs when
the environment is depleted. We interpret A0 to be an “envi-

ronmental policy” that the population follows. For example,
the low consumption strategy may be more incentivized
when the environment is bad (e.g. subsidies for using electric
vehicles). The payoff structure of the A0 matrix is completely
determined from the parameters δSP0 := S0 − P0 and
δRT0 := R0 − T0.

We will use the replicator equation to describe how agents
revise their decisions over time. Moreover, the environment
n evolves over time, as it is influenced by the decisions in
the population. The overall system dynamics is given by two
coupled ODEs:

ẋ = x(1− x)g(x, n)

ṅ = ϵn(1− n)(θx− α(1− x))
(3)

where
g(x, n) := πL(x, n)− πH(x, n) (4)

is the payoff difference between low and high consumers,
θ > 0 is the restoration rate from low consumption activity,
α > 0 is the degradation rate from high consumption activity,
and ϵ > 0 is a time-scale separation constant. The form
of the ṅ equation is often referred to as the tipping point
dynamics, since n is increasing only if there are sufficiently
high fraction of low consumers.

We consider initial conditions in the interior (x, n) ∈
(0, 1)2, which is forward-invariant under (3). The originating
work [3] provided a full characterization of the asymptotic
outcomes of system (3) for all possible environmental policy
matrices A0.

The result below summarizes the variety of behaviors that
system (3) can exhibit.

Theorem 2.1 (adapted from [3]). The environmental policy
(δSP0, δRT0) determines the asymptotic properties of (3) as
follows.

1) Sustained resource: If (δSP0, δRT0) ∈ V , where

V := {(y1, y2) ∈ R2 : y1 > 0 and − θ

α
y1 < y2 <

δTR1

δPS1
y1},

(5)
then the fixed point (x∗, n∗) = ( α

α+θ ,
g(x∗,0)

−∂g/∂n(x∗) ) ∈ (0, 1)2

is the only asymptotically stable fixed point in the system.

2) Oscillating Tragedy of the commons (OTOC): If δSP0 > 0
and δTR1

δPS1
δSP0 < δRT0, then system (3) exhibits a stable

heteroclinic cycle between the four corner fixed points, (0, 0),
(1, 0), (1, 1), (0, 1).

3) Tragedy of the commons (TOC): If δSP0 ≤ 0, or δSP0 > 0
and δRT0 < − θ

αδSP0, then the only asymptotically stable
fixed point has n = 0.

The policies belonging to V are ones that can sustain a
stable and non-zero resource level. In other words, they avert
a TOC, which we refer to as a fixed point where the resource
level is zero. The policies in V can be considered as more
desirable operating conditions than the policies described in
items 2 and 3 above. The OTOC is considered an undesirable
outcome, as the system cycles between periods of nearly zero
and fully abundant resource levels. Lastly, we note that the



time-scale separation ϵ does not affect the derived stability
properties and fixed points of the system.

B. Model: Two-population feedback-evolving games

Now, we consider two populations that share the environ-
mental resource. Figure 1 illustrates this scenario. Specif-
ically, the consumption decisions of the members of both
populations have effects on the environmental resource. Now,
xi ∈ [0, 1] denotes the fraction of low consumers in popula-
tion i ∈ {1, 2}. The behavior of population i is governed by
the payoff matrices A

(i)
0 (parameters δiSP0, δiRT0) and A

(i)
1

(parameters δiTR1, δiPS1), restoration rate θi > 0, degradation
rate αi > 0. In line with Assumption 1, we maintain the
parameters in the abundant state satisfy δiTR1, δ

i
PS1 > 0.

The payoff differences for each population are given by

gi(xi, n) := π
(i)
L (xi, n)− π

(i)
H (xi, n) (6)

where π
(i)
j is the experienced payoff to a j-strategist in

population i. The system dynamics are now given by the
set of three ODEs with state variable z = (x1, x2, n):

ẋ1 = x1(1− x1)g1(x1, n)

ẋ2 = x2(1− x2)g2(x2, n)

ṅ = ϵn(1− n)h(x1, x2)

(7)

where h(x1, x2) :=
∑2

i=1(θixi−αi(1−xi)), and with initial
condition (x1(0), x2(0), n(0)) ∈ (0, 1)3. By construction,
(0, 1)3 is forward-invariant. We are interested in studying
how the dynamics of the two-population environmental cou-
pled system (7) behaves with respect to the population’s
defining parameters – especially how the environmental poli-
cies A

(1)
0 , A(2)

0 adopted by each population affects environ-
mental resources. We will make the following assumptions
on these environmental policies.

Assumption 2. We assume that ∂gi
∂n (xi) < 0 for all xi ∈

[0, 1], i = 1, 2. This is equivalent to δiSP0 > −δiPS1 and
δiRT0 > −δiTR1.

Assumption 2 asserts that the relative payoff to low con-
sumers in both populations monotonically decreases as the
environmental state improves. The next and final assumption
focuses our study on a scenario where one population 1 is
environmentally responsible, and population 2 is irresponsi-
ble.

Assumption 3. For population 1, we assume that
(δ1SP0, δ

1
RT0) ∈ V (with θ = θ1 and α = α1). For population

2, we assume that δ2SP0, δ
2
RT0 < 0.

The first part of Assumption 3 asserts that agents in
population 1 are cooperative enough to sustain the resource
(Theorem 2.1, item 1) in the absence of population 2. The
second part asserts that agents in population 2 make no effort
to conserve resources, always preferring the high consump-
tion strategy. The set of all feasible policies specified by
Assumptions 2 and 3 is visually depicted in Figure 2.
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Fig. 2: The set of all sustainable policies for population 1 is shown
as the blue region. A sustainable policy maintains a stable, nonzero
resource in the absence of other populations (Theorem 2.1). This
region is the focus of Assumptions 2 and 3.

III. STABILITY ANALYSIS OF TWO-POPULATION GAME

In this section, we characterize the dynamical behavior of
the two-population coupled system by analyzing the local
stability properties of all of its fixed points.

Theorem 3.1. The asymptotic dynamics of the two-
population system (7) are summarized below.
1) Suppose α2 > θ1. Then a tragedy of the commons is
asymptotically stable, i.e. limt→∞ n(t) = 0.

2) Suppose α2 < θ1.

(a) If α2−θ1
α1+α2

δ1SP0 < δ1RT0 < δTR1

δPS1
δ1SP0, then the

only asymptotically stable fixed point is of the form
(x∗

1, 0, n
∗), where

x∗
1 :=

α1 + α2

α1 + θ1
, n∗ := −g1(x

∗
1, 0)

∂g1
∂n (x∗

1)
. (8)

(b) If δ1RT0 ≤ α2−θ1
α1+α2

δ1SP0, then a tragedy of the commons
is the only stable outcome.

3) Suppose α2 = θ1. If δ1RT0 > 0, then there is a locally
stable line segment of fixed points given by{

(1, 0, n) : n ∈
[
0,

δ1RT0

δ1RT0 + δ1TR1

)}
(9)

All other fixed points are isolated and unstable. If δ1RT0 ≤ 0,
then a tragedy of the commons is asymptotically stable.

Several remarks are in order. In item 1 above, the irre-
sponsible population induces a tragedy of the commons if its
consumption rate is higher than the responsible population’s
restoration rate. Item 2a provides a region of sustainable
policies for population 1. This region gets smaller as α2

increases while remaining less than θ1. Item 2b provides
a region where the population 1 policy fails to sustain the
resource even though α2 < θ1. Item 3 presents an edge case
where there are an infinite number of fixed points, all with
different resource levels. The fixed point on the line that the
system converges to depends on the initial condition. The
proof of this Theorem and all other results in this paper can
be found in the online version [1].



Moreover, we observe the sustained resource level n∗ in
item 2a is a decreasing function in α2. Taking the derivative
with respect to α2, we obtain

∂n∗

∂α2
=

g1(x
∗
1, 0)

∂2g1
∂n∂x − ∂g1

∂x (x∗
1, 0)

∂g1
∂n (x∗

1)

(α1 + θ1)(
∂g1
∂n (x∗

1))
2

It is negative since the numerator being negative is equivalent
to the condition δ1RT0 ≤ δTR1

δPS1
δ1SP0.

IV. RESULTS: EXPLOITATION OF RESOURCES

In this section, we study the following hierarchical de-
cision problem posed informally as: how much consumption
can the irresponsible population get away with? To approach
this question, we consider a local authority for population 2
that may set the consumption rate α2 ≥ 0. This decision
is representative of, for example, water usage or fishing
regulations. The utility that the authority seeks to maximize
is defined by

U(α2) := α2 ·R(α2). (10)

where R(·) summarizes the resource level that results in the
asymptotic outcome of the dynamics. From Theorem 3.1, we
define it as

R(α2) :=


n∗(α2), if α2 ≤ θ1 and

α2−θ1
α1+α2

δ1SP0 ≤ δ1RT0 ≤ δTR1

δPS1
δ1SP0

0, else
(11)

where n∗(α2) := − g1(
α1+α2
α1+θ1

,0)
∂g1
∂n (

α1+α2
α1+θ1

)
is taken directly from (8). In

the edge case α2 = θ1, Theorem 3.1 states there is a range
n ∈ [0,

δ1RT0

δ1RT0+δ1TR1
] of possible asymptotic resource levels

depending on the initial condition. In our definition of R(·),
we have elected to assign the highest possible resource1 value
R(α2) =

δ1RT0

δ1RT0+δ1TR1
.

The choice to increase consumption comes at the cost of
worsening or even destroying the environmental resource.
Thus, (10) captures the tension between resource consump-
tion and the stability of the resource. The optimal consump-
tion rate can be determined by solving the problem

α∗
2 := arg max

α2≥0
U(α2). (OC)

Note here that we are assuming a fixed environmental policy
(δ1SP0, δ

1
RT0) for population 1 that satisfies Assumption 3.

Our main result below provides a full characterization of the
optimal consumption rate and utility.

Theorem 4.1 (Optimal consumption rate). The optimal
solution and value of (OC) are given as follows.

(a) If C(δ1SP0) ≤ δ1RT0 <
δ1TR1

δ1PS1
δ1SP0, then

α∗
2 = θ1 (12)

1This is done for two reasons. First, it makes the resource function well-
defined and left-continuous at θ1. Thus, R attains a maximum value in the
interval [0, θ1]. Second, since no particular initial condition is prescribed
in the model, we may view the irresponsible population to be “optimistic”
regarding the best case among all possible outcomes.

and R(α∗
2) =

δ1RT0

δ1RT0+δ1TR1
.

(b) If max{− θ1
α1

δ1SP0,−δ1TR1} ≤ δ1RT0 ≤ C(δ1SP0), then

α∗
2 = − (α1 + θ1)

a1

∂g1
∂n

(ᾱ1)

(
1−

√
Y

b1
∂g1
∂n (ᾱ1)

)
(13)

and R(α∗
2) =

√
b1

∂g1
∂n (ᾱ1)−

√
Y

a1

√
b−1
1

∂g1
∂n (ᾱ1)

, where we have defined

C(δ1SP0) :=
1

2

[
−((1− ᾱ1)δ

1
PS1 + δ1TR1)+√

((1− ᾱ1)δ1PS1 + δ1TR1)
2 + 4(1− ᾱ1)δ1TR1δ

1
SP0

]
(14)

a1 := δ1SP0 − δ1RT0 + δ1PS1 − δ1TR1

b1 := δ1RT0 − δ1SP0

ᾱ1 :=
α1

α1 + θ1

and
Y := δ1TR1δ

1
SP0 − δ1RT0δ

1
PS1 (15)

Item a) specifies the range of population 1 environmental
policies where population 2 benefits most from the maximal
consumption rate α∗

2 = θ1. Any higher consumption rate
will cause the resource to collapse. In this range, the resource
(and consequently, utility) is highly sensitive at the threshold,
since R(θ1) > 0 and discontinuously drops to zero for α2 >
θ1.

Item b) gives the range of environmental policies where
population 2 benefits most from a consumption rate that is
not maximal, i.e. α∗

2 < θ1 (13). Any higher consumption
causes the resource to degrade marginally faster, i.e. U(α2)
becomes a decreasing function for α2 > α∗

2. Unlike in the
policies from item a), the utility U(α2) maintains continuity
on α2 ≥ 0, even as it becomes zero for all α2 > θ1.

Numerical computations of the optimal quantities are
shown in Figure 3.

V. SIMULATIONS: SENSITIVITY OF COOPERATION
INCENTIVES

From the perspective of population 2, the optimal con-
sumption rate is chosen to always result in a non-zero
resource level, R(α∗

2), given a fixed population 1 policy
(δ1SP0, δ

1
RT0). In this section, we seek to understand how

the choice of environmental policy (δ1SP0, δ
1
RT0) impacts

the resulting resource level, under the optimal consumption
rate for population 2. Intuitively, suppose a local authority
for population 1 has the option to administer incentives
to promote the low consumption strategy, given that the
irresponsible population will optimally exploit the updated
policy.

The updated policy becomes (δ1SP0+us, δ
1
RT0+ur), where

us, ur ≥ 0 are the added incentives. The payoff matrix A1
0

then reads as [
R0 + ur S0 + us

T0 P0

]
(16)

The addition of the ur term represents added incentives for
mutual cooperation – individuals that practice low consump-
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Fig. 3: (Left) This surface plot shows the resource level that results from the optimal consumption rate α∗
2 detailed in Theorem 4.1. The

red line indicates the bottom border of the set of feasible policies for population 1. We observe that R(α∗
2) is increasing in both δ1RT0 and

δ1SP0. (Center) The optimal consumption rate detailed in Theorem 4.1. (Right) An example of the utility function U2(α2) under policy
(δ1SP0, δ

1
RT0) = (3,−0.5). For all simulations, the parameter values are: δTR1 = 10, δPS1 = 6, θ1 = 0.75, α1 = 1, ϵ = 0.1.

tion are rewarded when many also practice the low con-
sumption strategy. On the other hand, the addition of the us

term represents added incentives for unilateral cooperation –
individuals that practice low consumption are rewarded when
many practice the high consumption strategy. How should
the authority select us, ur? Which type of incentive is more
effective in promoting the resource level?

A. Calculation of sensitivities

Our approach here is to evaluate the sensitivity of R(α∗
2)

with respect to small changes in the policy. In other
words, we calculate the gradient of the (re-defined) function
R∗(δ1SP0, δ

1
RT0) := R(α∗

2) with respect to (δ1SP0, δ
1
RT0).

The partial derivative of R∗ with respect to δ1SP0, in the
region C(δ1SP0) ≤ δ1RT0 ≤ δ1TR1

δ1PS1
δ1SP0 (part (a) of Theorem

4.1), is simply ∂R∗

∂δ1SP0
= 0. In this case, the addition of any us

incentive has no effect on the resource level. In the region
max{− θ1

α1
δ1SP0,−δ1TR1} ≤ δ1RT0 ≤ C(δ1SP0) (part (b) of

Theorem 4.1), the partial derivative with respect to δ1SP0 is
calculated to be

∂R∗

∂δ1SP0

=
δ1PS1 − δ1TR1

a21
(1− ϕ)+

−b1
2a1

ϕ

(
1

−b1
− δ1TR1

Y
+

1− ᾱ1

−∂g1
∂n (ᾱ1)

) (17)

where

ϕ :=

√
Y

b1
∂g1
∂n (ᾱ1)

, (18)

depends on the policy (δ1SP0, δ
1
RT0), and a1, b1, and Y are

variables that also depend on the policy (δ1SP0, δ
1
RT0), and

were defined in the statement of Theorem 4.1. The sign of
b1 = δ1RT0 − δ1SP0 is negative, since C(δ1SP0) ≤ δ1SP0 with
equality if and only if δ1SP0 = 0.

The partial derivative of R∗ with respect to δ1RT0, in the
region C(δ1SP0) ≤ δ1RT0 ≤ δ1TR1

δ1PS1
δ1SP0 (part (a) of Theorem

4.1), is calculated to be

∂R∗

∂δ1RT0

=
δ1TR1

(δ1RT0 + δ1TR1)
2
> 0.

In the region max{− θ1
α1

δ1SP0,−δ1TR1} ≤ δ1RT0 ≤ C(δ1SP0)
(part (b) of Theorem 4.1), the partial derivative with respect
to δ1RT0 is calculated to be

∂R∗

∂δ1RT0

=
δ1TR1 − δ1PS1

a21
(1− ϕ)+

−b1
2a1

ϕ

(
1

b1
+

δ1PS1

Y
+

ᾱ1

−∂g1
∂n (ᾱ1)

)
The following basic property holds for both sensitivities.

Proposition 5.1. For any set of fixed parameter values δ1TR1,
δ1PS1, ᾱ1, and any feasible policy (δ1SP0, δ

1
RT0), it holds that

∂R∗

∂δ1SP0
, ∂R∗

∂δ1RT0
≥ 0.

Thus, increasing incentive for low consumption can never
make the resource level worse under the optimal consump-
tion rate of population 2.

B. Simulations: comparison of incentives
To address the question of which type of incentive, ur or

us, is more effective, we inspect the sensitivity ratio

ρ(δ1SP0, δ
1
RT0) :=

∂R∗/∂δ1SP0

∂R∗/∂δ1RT0

(19)

A ratio of ρ < 1 indicates that the incentive ur is more
effective than us, and ρ > 1 indicates the opposite. A
numerical computation of the sensitivity ratio is provided
in Figure 4.

While a formal analysis is not yet provided in this paper,
the numerical computations strongly suggest that the ur

incentive is generally more effective than us. We observe
that ρ < 1 for a large space of policies (δ1SP0, δ

1
RT0), and

ρ > 1 only when (δ1SP0, δ
1
RT0) is close to the threshold curve

(δ1SP0, C(δ1SP0)) and δ1PS1 is sufficiently small relative to
δ1TR1. For larger values of δ1PS1, we observe that ρ > 1 for
all policies (δ1SP0, δ

1
RT0). We also reiterate that ρ = 0 for all

policies above the threshold curve C(δ1SP0), i.e. only the ur

incentive can help improve the resource level.

VI. CONCLUSION AND FUTURE WORK

In this paper, we studied a feedback-evolving game with
two populations that share a common environmental re-



0 5 10 15 20
-10

-5

0

5

10

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0 5 10 15 20
-10

-5

0

5

10

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 5 10 15 20
-10

-5

0

5

10

0

0.5

1

1.5

<latexit sha1_base64="EdCBOxT1dSq+o5bLX3Q9nDdD6jU=">AAAB9XicbVDJSgNBEK2JW4xb1KOXxiB4CjPidgx68RglGyST0NNTSZr0LHT3KGHIf3jxoIhX/8Wbf2MnmYMmPih4vFdFVT0vFlxp2/62ciura+sb+c3C1vbO7l5x/6ChokQyrLNIRLLlUYWCh1jXXAtsxRJp4AlseqPbqd98RKl4FNb0OEY3oIOQ9zmj2kjdjo9C0176ULMnXadXLNllewayTJyMlCBDtVf86vgRSwIMNRNUqbZjx9pNqdScCZwUOonCmLIRHWDb0JAGqNx0dvWEnBjFJ/1Imgo1mam/J1IaKDUOPNMZUD1Ui95U/M9rJ7p/7aY8jBONIZsv6ieC6IhMIyA+l8i0GBtCmeTmVsKGVFKmTVAFE4Kz+PIyaZyVncvyxf15qXKTxZGHIziGU3DgCipwB1WoAwMJz/AKb9aT9WK9Wx/z1pyVzRzCH1ifP/8skjI=</latexit>

�1RT0

<latexit sha1_base64="puecC496szhx6V9dihoNi/c08bc=">AAAB9XicbVDJSgNBEK2JW4xb1KOXxiB4CjPidgx68RjRLJBMQk9PTdKkZ6G7RwlD/sOLB0W8+i/e/Bs7yRw0+qDg8V4VVfW8RHClbfvLKiwtr6yuFddLG5tb2zvl3b2milPJsMFiEcu2RxUKHmFDcy2wnUikoSew5Y2up37rAaXicXSvxwm6IR1EPOCMaiP1uj4KTfvZXd2e9Jx+uWJX7RnIX+LkpAI56v3yZ9ePWRpipJmgSnUcO9FuRqXmTOCk1E0VJpSN6AA7hkY0ROVms6sn5MgoPgliaSrSZKb+nMhoqNQ49ExnSPVQLXpT8T+vk+rg0s14lKQaIzZfFKSC6JhMIyA+l8i0GBtCmeTmVsKGVFKmTVAlE4Kz+PJf0jypOufVs9vTSu0qj6MIB3AIx+DABdTgBurQAAYSnuAFXq1H69l6s97nrQUrn9mHX7A+vgH6lZIv</latexit>

�1SP0

<latexit sha1_base64="tQ2kYIPEpjilKeHYyKsizB7kLEA=">AAACGHicbZDLSgMxFIYz9VbrrerSTbAILqROvCMIRTcuq/YGnTpkMpk2NDMZkoxQhj6GG1/FjQtF3Hbn25jWLmrrD4Gf75zDyfm9mDOlbfvbyszNLywuZZdzK6tr6xv5za2aEokktEoEF7LhYUU5i2hVM81pI5YUhx6nda97M6zXn6hUTEQV3YtpK8TtiAWMYG2Qmz90ZEdcQgc6PuUau2nlHvXhFUT2wQQsP6D+IzL42M0X7KI9Epw1aGwKYKyymx84viBJSCNNOFaqiexYt1IsNSOc9nNOomiMSRe3adPYCIdUtdLRYX24Z4gPAyHNizQc0cmJFIdK9ULPdIZYd9R0bQj/qzUTHVy0UhbFiaYR+V0UJBxqAYcpQZ9JSjTvGYOJZOavkHSwxESbLHMmBDR98qypHRXRWfH07qRQuh7HkQU7YBfsAwTOQQncgjKoAgKewSt4Bx/Wi/VmfVpfv60ZazyzDf7IGvwAuKudEA==</latexit>

⇢ : �TR1 = 10, �1PS1 = 3
<latexit sha1_base64="rYWwxpIOWiQ/tZXqtozbALSAOBA=">AAACGHicbZDLSgMxFIYz9VbrrerSTbAILqRORKsIQtGNy6q9QacOmTRtQzOTIckIZZjHcOOruHGhiNvufBvTdha1+kPg5zvncHJ+L+RMadv+tjILi0vLK9nV3Nr6xuZWfnunrkQkCa0RwYVselhRzgJa00xz2gwlxb7HacMb3IzrjScqFRNBVQ9D2vZxL2BdRrA2yM0fO7IvLqEDnQ7lGrtx9R4l8Aoi+2gGVh5Q8ogMLrn5gl20J4J/DUpNAaSquPmR0xEk8mmgCcdKtZAd6naMpWaE0yTnRIqGmAxwj7aMDbBPVTueHJbAA0M6sCukeYGGEzo7EWNfqaHvmU4f676ar43hf7VWpLsX7ZgFYaRpQKaLuhGHWsBxSrDDJCWaD43BRDLzV0j6WGKiTZY5EwKaP/mvqZ8UUal4dndaKF+ncWTBHtgHhwCBc1AGt6ACaoCAZ/AK3sGH9WK9WZ/W17Q1Y6Uzu+CXrNEPvTedEw==</latexit>

⇢ : �TR1 = 10, �1PS1 = 6
<latexit sha1_base64="uphHTAbL6YE/DurP5BNZSxaNUPU=">AAACGHicbZDLSgMxFIYz9VbrrerSTbAILqROxDsIRTcuq/YGnTpkMpk2NDMZkoxQhj6GG1/FjQtF3Hbn25jWLmrrD4Gf75zDyfm9mDOlbfvbyszNLywuZZdzK6tr6xv5za2aEokktEoEF7LhYUU5i2hVM81pI5YUhx6nda97M6zXn6hUTEQV3YtpK8TtiAWMYG2Qmz90ZEdcQgc6PuUau2nlHvXhFUT2wQQsP6D+IzL4ws0X7KI9Epw1aGwKYKyymx84viBJSCNNOFaqiexYt1IsNSOc9nNOomiMSRe3adPYCIdUtdLRYX24Z4gPAyHNizQc0cmJFIdK9ULPdIZYd9R0bQj/qzUTHZy3UhbFiaYR+V0UJBxqAYcpQZ9JSjTvGYOJZOavkHSwxESbLHMmBDR98qypHRXRafHk7rhQuh7HkQU7YBfsAwTOQAncgjKoAgKewSt4Bx/Wi/VmfVpfv60ZazyzDf7IGvwAwcOdFg==</latexit>

⇢ : �TR1 = 10, �1PS1 = 9

Fig. 4: Sensitivity ratios. This series of plots shows the sensitivity ratio ρ as the population 1 policy (δ1SP0, δ
1
RT0) varies. The red lines

indicate the boundaries of the set of feasible policies for population 1. In all plots, we observe the ratio is highest near the curve C(δ1SP0)
(dashed red line), i.e. us becomes effective, and indeed can be more effective than ur for lower values of δ1PS1 (left and center plots).
However, us is generally not as effective relative to ur . For higher values of δ1PS1, us will never be as effective as ur , i.e. ρ < 1 for all
policies (right plot). For all simulations, the parameter values are: δTR1 = 10, θ1 = 0.75, α1 = 1, ϵ = 0.1.

source. This marks initial steps in extending the framework
to multi-population interactions and hierarchical decsion-
making. We focused on a scenario where one population
is “responsible” about using environmental resources, while
the other population is “irresponsible”. We evaluated to what
extent the irresponsible population can take advantage of the
resources by deriving optimal consumption rates. Lastly, a
sensitivity analysis was provided that suggests incentivizing
mutual cooperation is more effective than unilateral cooper-
ation. Future work will analyze how multiple irresponsible
populations interact with one another. Beyond the scope
of the present study, one future direction is to investigate
populations that each have local environmental resources.
Another interesting consideration is to study evolutionary
dynamics beyond the replicator equation.
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[17] J. Certório, R. J. La, and N. C. Martins, “Epidemic population games
for policy design: two populations with viral reservoir case study,” in
2023 62nd IEEE Conference on Decision and Control (CDC). IEEE,
2023, pp. 7667–7674.


	Introduction
	Model
	Preliminary on Feedback-evolving games
	Model: Two-population feedback-evolving games

	Stability analysis of two-population game
	Results: exploitation of resources
	Simulations: Sensitivity of cooperation incentives
	Calculation of sensitivities
	Simulations: comparison of incentives

	Conclusion and Future Work
	References

