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Abstract—We study a dual-port grid-forming (GFM) control
for power systems containing ac and dc transmission, converter-
interfaced generation and energy storage, and legacy generation.
To operate such a system and provide standard services, state-of-
the-art control architectures i) require assigning grid-following
(GFL) and GFM controls to different converters, and ii) result
in highly complex system dynamics. In contrast, dual-port GFM
control (i) subsumes standard functions of GFM and GFL
controls in a simple controller, ii) can be applied to a wide
range of emerging technologies independently of the network
configuration, and iii) significantly reduces system complexity.
In this work, we provide i) an end-to-end modeling framework
that allows to model complex topologies through composition
of reduced-order device models, ii) an in-depth discussion of
universal dual-port GFM control for emerging power systems,
and iii) end-to-end stability conditions that cover a wide range of
network topologies, emerging technologies, and legacy technolo-
gies. Finally, we validate our findings in a detailed case study.

I. INTRODUCTION

Electrical power systems are transitioning from fuel-based
legacy synchronous generators (SGs), whose physical prop-
erties (e.g., rotational inertia) and controls (e.g., speed gov-
ernor) form the foundation of today’s system operation and
analysis, to converter-interfaced resources such as renewable
generation, energy storage systems, and high voltage direct
current (HVDC) transmission. This large-scale integration of
converter-interfaced resources results in significantly different
system dynamics that jeopardize stability and reliability [1].

Today, the majority of converter-interfaced resources uses
GFL control to, e.g., maximize the energy yield of renewables
or minimize HVDC transmission losses. This approach typi-
cally relies on a phase-locked loop (PLL) for synchronization
and assumes that a stable ac voltage waveform (i.e., frequency
and magnitude) at the point of interconnection is guaranteed
by, e.g., the presence of SGs. While GFL power converters
can provide typical ancillary services (e.g., primary frequency
control), dynamic stability of power system can rapidly dete-
riorate as the share of GFL resources increases [1], [2].

To resolve this issue, GFM converters that impose a stable
ac voltage at their terminal and self-synchronize are envisioned
to be the cornerstone of future power systems [2]. While
prevalent GFM controls such as active power - frequency
(Pye — f) droop control [3], virtual synchronous machine
control [4], and (dispatchable) virtual oscillator control [5], [6],
provide fast and reliable grid support [2], they may destabilize
the system if the resource interfaced by the converter reach
their power generation limits [7].

While the classification into GFM and GFL is commonly
applied to the point of connection with the ac grid (i.e., ac-
GFM and ac-GFL) it is also useful to characterize the dc ter-
minal behavior of dc/ac voltage source converters (VSCs) for

renewable integration and HVDC transmission, i.e., dc-GFL
assumes a stable dc voltage while dc-GFM stabilizes the VSC
dc terminal [8]-[10]. Most of the existing literature focuses on
ac-GFM/dc-GFL and dc-GFM/ac-GFL control and treats these
concepts as mutually exclusive. From this perspective, ac-
GFM and dc-GFM are complementary, i.e., operating emerg-
ing power systems requires assigning ac-GFL/dc-GFM and ac-
GFM/dc-GFL controls to different converters to support, e.g.,
maximum power point tracking (MPPT) [9], high-voltage ac
(HVAC) and reliably operate HVDC transmission [10]. This
approach results in complex, heterogeneous system dynamics
that introduces significant challenges in system operation, e.g.,
assigning GFM/GFL roles to VSCs is non-trivial and no
control configuration may be stable for all relevant operating
points [10] and/or available reserves [7]. Finally, to the best of
our knowledge, no analytical stability conditions are available
for systems containing ac-GFM/dc-GFL VSCs, ac-GFL/dc-
GFM VSCs, and legacy devices.

Most of the existing works on stability analysis of ac power
systems with ac-GFM VSCs neglect the dc terminal and can
be categorized into numerical [11]-[14] and analytical [5], [6]
approaches. Only a few numerical works consider i) renewable
generation with limited controllability [14] or ii) a mix of
ac-GFL VSCs, ac-GFM VSCs, and SGs [12]. In contrast,
dc voltage - frequency (vq. — f) droop inspired by machine
emulation control [15] is analyzed in [7], [16], [17] assuming
proportional dc voltage control through its dc source.

An often overlooked feature of wvg. — f droop control is
its ability to bridge the gap between ac-GFM/dc-GFL and
ac-GFL/dc-GFM control by simultaneously controlling ac
frequency and dc voltage (ac-GFM/dc-GFM) [8], [9], [18].
This dual-port GFM concept unifies standard functions of
ac-GFL/dc-GFM (e.g., MPPT) and ac-GFM/dc-GFL (e.g.,
primary frequency control) in a GFM control [18] and reduces
complexity by using the same control independently of the
network configuration [8] and VSC power source [18]. In
contrast to standard ac-GFM/dc-GFL and ac-GFL/dc-GFM
control, dual-port GFM control provides bidirectional grid
support functions whose direction across the dc/ac interface
autonomously adapts to the system topology, operating point,
and control reserves. For instance, for photovoltaics (PV)
operating at their maximum power point (MPP), the dc voltage
is stabilized through controlling the ac power injection. In
contrast, curtailed PV stabilizes the dc voltage which in turn
stabilizes the ac frequency. Finally, combining vg—f and P,—f
droop control results in so-called power-balancing dual-port
GFM control and insightful analytical stability conditions for
systems containing ac and dc transmission, renewables, SGs,
and synchronous condensers (SCs) are available [18].

Despite these appealing features, power-balancing dual-port



GFM control has several conceptual drawbacks. Specifically,
significant oscillations may occur during transients because the
transient and steady-state response cannot be tuned separately
[8], post-disturbance steady-state frequencies are generally not
synchronous for ac systems interconnected through HVDC
[18], and P,.— f droop may result in a counter-intuitive re-
sponse when post-contingency power flows significantly differ
from the VSC power set-point [8]. Moreover, for some system
topologies, stability conditions still hinge on the presence of
controllable power sources on VSC dc terminals [18].

Instead, the main contribution of this is a rigorous analysis
of a universal dual-port GFM control based on proportional-
derivative (PD) vg. — f droop control [8], [9] that retains
all features of power-balancing dual-port GFM control while
overcoming its conceptual limitations. In particular, we show
that the transient and steady-state response can be tuned
separately and that, for typical HVDC systems, ac systems
interconnected through HVDC admit a quasi-synchronous
steady-state. Moreover, after disturbances and contingencies,
the universal dual-port GFM control rebalances the system
irrespective of the deviation from the scheduled power flow
[8] while the nominal operating point can still be fully
dispatched through generator power setpoints and VSC dc
voltage setpoints. Simplified stability conditions for universal
dual-port GFM control are available for a single VSCs [8] and
a single back-to-back connected wind turbine [9].

Our main contributions can be summarized as follows. The
graph-based modeling framework from [18] is extended to
more realistic models of wind turbines (WT) and PV and
discuss various real-world examples. We develop insightful
analytical stability conditions for universal dual-port GFM
control in systems containing ac and dc transmission, renew-
ables, SGs, and synchronous condensers (SCs) on the control
gains and system topology that do not hinge on controllable
dc power sources on VSC dc terminals. Our steady-state
analysis provides conditions under which a quasi-synchronous
steady-state exists in hybrid dc/ac power systems, and we
show that universal dual-port GFM control can be tuned to
meet standard steady-state specifications. We illustrate that
universal dual-port GFM control provides bidirectional grid
support (i.e., primary frequency control) through asynchronous
interconnections (e.g., HVDC, low frequency AC (LFACQ)).
Finally, a case study is used to illustrate the analytical results.

Notation: Given a matrix A, A %= 0 (A = 0) denotes that A
is symmetric and positive semidefinite (definite). The identity
matrix of dimension n is denoted by I,,. Matrices of zeros of
dimension n X m are denoted by 0, x,,. Column vectors of
zeros and ones of length n are denoted by 0,, and 1,,. Given
r € R" and y € R™, we define (z,y) == [z y']T € R*+™,
The cardinality of a set X C N is denoted by |X'|. Finally, (+)s
denotes deviations of a signal from its operating point (-)*.

II. POWER SYSTEM MODELING

This section briefly summarizes linearized device and net-
work models and illustrates how complex power systems
can be modeled by combining individual device and network
models through a graph-based modeling framework.

A. Network model

To formalize the modeling of arbitrary networks, we briefly
review the graph representation of the overall hybrid ac/dc
system [18]. A connected, undirected graph Gy = (Ny,En)
with nodes Ny = Ny UNg UNG, and edges En i= Euc U €
is used to model the overall systems. Nodes encompass
energy conversion devices (synchronous machines A, and
dc/ac power converters M) and dc nodes Ng. Each ac
node corresponds to an ac voltage phase angle §; € R and
magnitude V; € R>o while each dc node corresponds to
a dc voltage v; € R>(. We distinguish between ac &, C
(Nac UNL) X (NMye UNL) that model ac power flows P.; € R
and dc edges & C (Nge UN) x (Nge U N,) that model
dc power flows Py.; € R. Linearizing the quasi-steady-state

power flows and dc bus dynamics at V;* = V¥ = 1 pu,
vy =v; =1 p.uand 0 = 65 results in
— ac —

Psac1 = Z(k,l)e&m (050 — Os6) + Pai, (1)

Psac = Z(k’l)e&c gkt (vsy — vsk) + Paga,  (1b)

Cvf $vs) = Psy — Psge, (1c)

where b¥ € R and ¢ € Rs( denotes the line ac
susceptance and dc line conductance. Moreover, Ps5; € R
denotes power injections by a dc power source, and Py ; € R
and Py, ; € R model perturbations in load/generation.

B. Power conversion

Besides dc buses, the nodes of the graph G model power
conversion devices, i.e., machines and power converters.

1) Synchronous machine (SM): are modeled via the stan-
dard swing equation model

d * d
Gibs1 =wsi,  Jiw rwsi = Psi— Psacy (2)

with frequency ws; € Ry, machine inertia J; € Ry,
and mechanical power applied to the rotor Ps; € R. If a
SM is used as an energy storage element (e.g., flywheel) or
synchronous condenser (SC), then Ps; = 0.

2) dc/ac VSC: For brevity of presentation, we consider an
averaged model of a two-level VSC!. Using standard time-
scale separation arguments, the VSC output filter dynamics
and inner control loops that track references for the ac voltage
magnitude Vs; € R>( and phase angle 65; € R are neglected
[6]. Thus, Vs, and 05, are the remaining control inputs used
by the GFM control introduced in see Sec. IV and we obtain
the dc-link capacitor charge dynamics

* d
Croj 35061 = —Psaci — Psacy 3)

with capacitance C; € Ry, dc power Pj4.; flowing into the
dc-link and ac power Pj,.; flowing out of the VSC.

C. Power sources

Finally, we abstractly model common power generation
technologies through mechanical power sources (e.g., steam
turbine, wind turbine) and dc power sources (e.g., PV).

'Our control and analysis are applicable to more complex converter
topologies, such as modular multilevel converters (MMCs) [8].



1) Turbine/governor: The prevalent first-order model

Ty & Ps; = —Ps1 — kowsy “4)
with turbine time constant T, € R3¢, governor gain (i.e., sen-
sitivity to frequency) k, € R>¢, and turbine power Ps; € R
is used to model legacy generation (e.g., steam turbine).

2) Controllable dc power sources: Within their limits, and
on the time scales of interest, controllable DC sources (e.g.,
battery storage or two-stage PV system) can be modeled by

Tou s Ps; = —Ps1 — kg vsy, (5
with time constant Ty ; € R and sensitivity to dc voltage
deviations kg ; € R>q. DC sources that track power setpoints
or their MPP are modeled by k,; = 0.

3) Wind turbine (WT): The mechanical power generated by
a wind turbine is characterized by (cf. [9])

Toi 2B =B+ Uf, Py = 3pimRiCpu( N, Bi)vi 4, (6)

with air density p; € R+, rotor radius R; € R, and wind
speed vy, € Ryo. The function Cp,; € Ry¢ X Rso = Ry
models the captured wind power as a function of the blade
pitch angle 5; € R, tip speed ratio A\, = Rjw;/vw,, and
WT rotor speed w; € R. The time constant and control input
of the pitch motor are denoted by T,; € R+ and uf e R.
Figure 1 illustrates the WT power generation as a function of
rotor speed w;. To analyze (6) in our framework, we linearize
P, around a nominal operating point (v}, w], 5;) to obtain

P57l = —kw7la.)5,l — kB,lBé,l with sensitivities
op
Kwi = 7aiwl|(wz7vw,z7ﬂl):(wl*w;yl,5f) € RZO’ (7a)
op
kﬁ*l = 7875l|(Wl7Uw,lvﬂl):("~’fﬂ’;,l75;) € RZO’ (7b)

to changes in rotor speed and blade pitch angle. Combining
Ps,; with the (linear) pitch angle dynamics and applying the
change of coordinates Psg; = kg ;3s,; we obtain

Psy=—kwwsra+Ps g1, ToisPspi=—Psga, _k&lu?,l- ®)

4) Solar photovoltaics (PV): The current 7; generated by a
PV panel is modeled by [19, Fig. 4]

Uz-‘rRs,ziz) _ 1) _

Ve, 10

v +Rs 1% )

il:iL,l - iO,l(eXp( Ry, ’

where v; € R>g, ir; € R>g, and ip; € R>( denote the
dc voltage, photovoltaic current, and saturation current. The
thermal voltage of the PV’s cell array is v;; € Rsq, while
Ry € Rygand R, ; € Ry are series and parallel resistances.
Figure 1 illustrates the PV power as a function of dc voltage.

For analysis purposes, we linearize P, = v;4; at the nominal
operating point (i.e., dc voltage) and obtain Ps; = —Fkpy 105,
with sensitivity kpy; = %M:v; to dc voltage deviations.
In the remainder of the manuscript we assume that the nom-
inal operating point of renewable generation changes slowly
compared to the time-scales of interest in this work and is
periodically updated (see, e.g., [20] and [9] for further details).
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Fig. 1. Nonlinear power characteristic of a PV (left) as a function of dc

voltage and irradiation (constant temperature of 25° C) and WT (right) as a
function of rotor speed and wind speed (zero blade pitch angle). The MPP and
a (stable) operating point at 90% MPP are denoted by circles and triangles.

Fig. 2. a) PV plant and dc/ac power converters b) PV plant dc collector
network with dual active bridge converter, ¢) wind farm with PMSG WTs
d) flywheel energy storage system and with dc network e) high voltage dc
(HVDC) link, and f) low frequency ac (LFAC) connection.

D. Modeling complex power systems

A wide range of emerging transmission, generation, and
power conversion technologies can be readily modeled through
composition of models of power generation (see Sec. II-C),
power conversion (see Sec. II-B), and power transmission
through the graph-based network model (see Sec. II-A).

For instance, fuel-based legacy SGs are modeled as a
combination of a synchronous machine and turbine/governor
system. PV plants with standard single-stage solar PV systems
are modeled as interconnection of a dc/ac VSC and a PV
module through a dc edge as shown in Fig. 2 a) while
advanced configurations with dc collector networks and, e.g.,
dual active bridge (DAB) converters [21] can be modeled
by connecting ac terminals of dc/ac VSCs as in Fig. 2 b).
Permanent magnet synchronous generator (PMSG) WTs are
modeled by combining two dc/ac VSCs with an SM and
the WT aerodynamics as shown in Fig. 2 c). Moreover,
emerging transmission technologies can be readily modeled.
For example, high voltage dc (HVDC) transmission [8] can
be modeled by connecting two dc/ac VSCs via a dc line as
in Fig. 2 e) and low-frequency ac (LFAC) transmission [22]
is modeled by four ac/dc power converters as in Fig. 2 f).
By combining these steps one can readily model an offshore
wind farm as a combination of PMSG WTs and, e.g., a point-
to-point HVDC link to shore. Large-scale flywheel storage
system that connect multiple flywheels through a dc collector
network can be modeled using SMs (without generation), dc/ac
VSCs, and a dc network as in Fig. 2 d). Finally, we use
the system in Fig. 3 to illustrate modeling of the emerging
hybrid ac/dc networks containing renewable generation and
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Fig. 3. Hybrid ac/dc power grid with renewable and traditional generation,
HVDC links, battery storage and synchronous condenser.

HVDC transmission. The system consists of three bulk ac
systems, each based on IEEE 9-bus systems. The system AC 1
contains a single-stage PV plant (orange), a battery energy
storage system (pink), and legacy synchronous generation.
AC 2 consists of two systems interconnected through ac and
dc transmission and that connect four single-stage PV plants
(orange), a synchronous condenser (pink), and a PMSG WT
(green). The system AC 3 only contains legacy synchronous
generation. Finally, three HVDC links (blue) connect the AC
systems AC 1, AC 2, and AC 3. We emphasize that the ac
and dc connections internal to the PMSG WT and PV plants
are also modeled through ac and dc networks. The graph
representation of the system in Fig. 3 is shown in Fig. 4.

III. CURTAILMENT & LOCAL CONTROL OF RENEWABLES

Independently of the control strategy used, the ability of
renewable generation to provide grid support strongly depends
on their operating point and curtailment strategy. Thus, be-
fore presenting our control strategy and analysis, we briefly
review basic curtailment strategies and connect them with
the linearized models and sensitivities derived in Sec. II-C.
In particular, if a renewable source is operated below its
MPP (i.e., P} < P™™), its power output can be adjusted to
contribute to frequency/dc voltage stabilization [18].

1) Solar PV: Curtailment of the PV is achieved by oper-
ating at a dc voltage above the MPP voltage, i.e., v} > v;""
(see Fig. 1). At this operating point, the PV sensitivity kpy
corresponds to the slope of the curve at the operating point
(Pr,vf). Thus, if vf > ™, then kp,; € Rsg, and if
vf = v, kpy = 0. In other words, if v} > v, PV
provides proportional dc voltage control. In contrast, at the
MPP (i.e., v} = v;"""), the PV does not respond to dc voltage
deviations. Moreover, if v} < v}, the physics of PV are
inherently unstable (i.e., kpy,; € R<o) [20]. Because there is
no significant advantage to operating in the unstable region,
we only consider operating points in the stable region.

2) Wind generation: Curtailment of WTs can be achieved
by increasing the rotor speed beyond its optimal speed w,™"
(ie., wf > w,™, see Fig. 1) and/or by increasing the blade
pitch angle (i.e., 37 € Rsg) (cf. [9], [23]). In particular,
rotor speed-based curtailment (i.e., w} > w,™) results in

Fig. 4. Graph of the system in Fig. 3 with Kron reduced ac subnetworks.

kwi € Ry and can be interpreted as proportional WT
speed control. Moreover, due to the large inertia constant J;
of the WT, rotor speed-based curtailment provides a signif-
icant amount of kinetic energy storage. While our analysis
framework allows to model both rotor speed-based and pitch-
angle based curtailment, our case studies will prioritize rotor
speed-based curtailment over pitch angle-based curtailment to
leverage the significant kinetic energy storage of WTs. Finally,
we assume that w} > w;"™ to exclude the inherently unstable
operating region w; > w;"", i.e., kw, € Reg [9].

To implement MPPT, commercial WTs often rely on
proportional-integral (PI) control of the rotor speed through
the pitch angle. In contrast, to provide grid-support functions,
we use the proportional rotor speed control

uf = B + kopa(wr — wp) (10)

with control gain kyp; € R>o. In other words, if 5 > 0,
kpp,i > 0, the pitch angle is adjusted to respond to rotor speed
deviations (i.e., power imbalances). Substituting “?,l = uf -8B
into (6), we can express the pitch angle-based response in the
form of the turbine/governor system (4) with WT pitch angle
power generation sensitivity kg; = kg kop € R>o.

IV. UNIVERSAL DUAL-PORT GFM CONTROL

The ac voltage phase angle dynamics of each dc/ac VSC,
are prescribed by the universal dual-port GFM control

(11

with proportional-derivative (PD) vs — f droop with gains
kw1 € Rso and k,; € Rso. While we will use (11) for
analysis and interpretation, the derivative-free implementation

d * d
051 = wi —wj = kp13;vs1 + ko, 1vs

dt

O50="kp1vs + ko, SN = vsy (12)

is more appropriate in practice. Finally, the ac voltage mag-
nitude Vj; is obtained using reactive power droop control
Vs,1=—mgq,1Qs,; with reactive power droop gain m, € Rxq.

The controller (11) resembles machine emulation control
[15], [16], but adds a dc voltage setpoint (i.e., vs; = v —
v}") and derivative feedback. The dc voltage setpoint is crucial
to dispatch the nominal operating point of, e.g., HVDC [8].
The derivative feedback is crucial for our stability analysis in
Sec. V, to tune the transient response, and to ensure stability of
network circuit dynamics [24]. Moreover, (11) exhibits similar
properties (e.g., bidirectional grid support, unifies GFL and
GFM) to power-balancing dual-port GFM control [18]

d
051 = wi — W = My Psaci + ku,iVs, (13)

dt



with active power droop coefficient m,; € R+ (. In particular,
under the lossless averaged VSC model (3), (11) becomes

L5y =w —wf = %(Pé,ac,l — Psacp) + kuvsy  (14)
In other words, (11) does not require a power setpoint and
instead balances the power difference between ac and dc
terminals through the %v&l — f droop term. While it may seem
counter-intuitive to omit P,. — f droop from the control, we
highlight that the objective is to stabilize the VSCs ac and dc
terminal voltages and balance the system, not to operate close
to a prescribed power transfer between dc and ac terminals. In
particular, the P,.— f and vs— f droop terms in (13) represent
conflicting objectives (i.e., operating close to a power setpoint
vs. balancing ac and dc systems) and counteract each other.
This may result in significant oscillations during transients
and counter-intuitive responses when post-contingency power
flows significantly differ from the VSC power set-point [8].

Instead, (11), maps the signals indicating power imbalance
(i.e., ac frequency and dc voltage deviation) between the VSC
terminals without requiring measurements or estimates of the
ac grid voltage frequency. In other words by decreasing or
increasing the ac frequency and dc voltage, (11) passes on
power imbalances to power generation in the ac and dc net-
works that respond according to their sensitivities established
in Sec. II. Thus, as shown in Sec. V, the overall system is
stable under mild assumptions on the network topology and
number of devices with non-zero sensitivities. Moreover, the
steady-state response of (11) is uniquely characterized by k,, ;
and k,; can be used to adjust, e.g., oscillation damping.

V. END-TO-END STABILITY AND STEADY-STATE
ANALYSIS

This section presents stability conditions for hybrid dc/ac
power systems and analyzes their steady-state response.

A. Partitioning of the node and edge sets

To model the overall power system, we define the ac sub-
graph G,. = vaz“l Gi. using its N,. connected ac components
Gi. = WL UN | EL) with edge set &L, ac nodes N, and
dc/ac nodes ./\/Ciac (i.e., VSC nodes N that are part of the ith
ac graph) modeling ac subnetworks. Analogously, we define
the dc subgraph Gy, = Ufidl géc using its Ny, connected dc
components Gi. = (NLUNZ | L) with edge set £, dc nodes

4 and dc/ac nodes N _(i.e., VSC nodes N that are part
of the ¢th dc graph) modeling dc subnetworks. Moreover, we
partition the ac and dc buses/nodes N, U Ng. into four broad
groups: 1) nodes N; C N,c U Ny connected to generation (4)
or (5) that responds to frequency/dc voltage deviations (i.e.,
kg > 0), ii) nodes N3 C N,c U Ny connected to generation
(4) or (5) that does not respond to frequency/dc voltage
deviations (i.e., kg; = 0), iii) nodes Ny C Ny connected to
curtailed PV (i.e., kpy,; >0) and iv) nodes N, C N, connected
to WTs using rotor speed-based curtailment (i.e., ky; >0).

B. Overall linearized model

To simplify the analysis, we change coordinates from phase
angle deviations 0 to phase angle differences, i.e., 75 = B].05
[16, cf. Sec. III], where B, € {—1,0,1}MWeutNeclxI&el g
the oriented incidence matrix of the ac graph G,.. Moreover,
we define the graph Laplacian L4 of the dc graph Gy
with edge weights g¢jy and the matrix of ac line suscep-
tances W, = {b';‘,‘;}(l7k)egac (see [18]). The matrix T :=
blkdiag{I|x:.unz|s J, C, Tr, Ty} collects i) machine inertia
constants J = diag{lel*}‘l/:“‘fl > 0, ii) dc capacitances
C = diag{Cl}iﬁﬁUN‘“l > 0, iii) time constants of the power
generation providing frequency response 7; = {Tg’l}}f&l -
0, and iv) the time constants of the generation with zero
sensitivity T,y = {Tgyl}}f’f‘ > 0. Additionally, K,, =
diag{ky }N - 0, Ky = diag{kp }N! - 0, and K, =
diag{ng}yZ{[ > 0, collect the sensitivities of WTs using rotor
speed-based curtailment, curtailed PV, and generation (4) or
(5) providing frequency or dc voltage control. Finally, the
interconnection matrices Zc,, Ze,., Zac, Zdcs Lracs Lrdes Lzs,acs
Zys,ac» L and I,y model the interconnection of devices to buses
and are defined in App. A. For instance, the entry (i,j) of
the interconnection matrix Z,, € {0, 1}IVwIxWel js 1 if the
jth ac node is connected to the ith WT. Then, combining
the models from Sec. II and (11), the overall system model is
given by Py = (Py,., Pa,.) € R™, ng = [Noe| + |Nac| + 2N |
B, = —(Z¢,, Bac) 'K Ze,, C1, and (15).

C. Stability conditions on the VSC control gains

To simplify the exposition, we assume identical VSC control
gains k,,; on every dc subnetwork.

Condition 1 [18, Cond. 1] For all i €Ny, and all (n,1) €
J\/Zl(- XN kun :kw,l = kZJ holds.

Cde’ »

Cond. 1 ensures a consistent steady-state mapping between
VSC frequency deviations and DC voltage deviations and is
required to eliminate circulating power flows between ac sub-
networks that are interfaced through multiple dc subnetworks
(cf. [18, Ex. 2], [8, Sec. V-D]). Notably, this restriction can be
lifted for ac subnetworks that are only connected through one
dc subnetwork such as PMSG WTs (cf. [9, Thm. 1]) or two
ac systems connected through a point-to-point HVDC link.
The following condition on the dc line conductance gldfk, dc
bus capacitance c;, and control gains ensures stability of (15).

Condition 2 For all | € J\/Zd and all i € Ny y,), the gains
dc,i i
kps € Rog and ki, € Rog satisfy 3 yeer T2t < 27

de €l .l

Notably, k! is typically given by steady-state specifications
(see Sec. V-F) and k,; can be used to satisfy Cond. 2. In
particular, decreasing dc line losses or dc bus capacitance both
require decreasing k, , i.e., kp; — 0 as g?fk — oo or ¢g — 0.

D. Stability conditions on the ac network topology

We emphasize that, in the general setting considered in this
work, the system is not asymptotically stable for all network
topologies and line parameters (cf. [18, Ex. 1]). Thus, in
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Fig. 5. Example of topologies that do (left) and do not (right) satisfy Cond. 4.

addition to Cond. 1 and Cond. 2, the system topology needs
to be restricted. First, at least one power source is required to
respond to frequency or dc voltage deviations.

Condition 3 /I8, Assump. 2] There exists | € Ny such that
kg1 >0 or kpy >0 orky; >0 (i.e, N,UN,, UN,, #0).

While there are no restrictions on dc network topologies, we
impose topological stability conditions that can be verified
independently for each ac subnetwork G and do not require
knowledge of the line parameters. We note that conditions for
a wide range of ac subnetwork topologies and, e.g., N — 1
stability, can be obtained by leveraging [18, Alg. 1]. Instead,
in this work, we apply the following simplified condition that
covers the vast majority of practically relevant topologies.

Condition 4 Given node sets N1 and N5 D N3, we define the
graph Ens, n, =ELN(N1XN3). For every k € N3, there exists
(I,k) € Eny N, such that L€ Ny has no other edge in Eny, p,-

The graph on the left in Fig. 5 satisfies Cond. 4. In contrast,
the graph on the right does not satisfy Cond. 4 because node #1
is only connected to nodes from N7 that have other outgoing
edges. In other words, Cond. 4 requires the existence of edges
from nodes in A3 to nodes in A that have no other edge
in En, - To apply Cond. 4 to the ac subnetworks G¢., w
distinguish between i) ac nodes N, with frequency control
(i.e., kg; > 0 or ky,; > 0) and ii) dc/ac nodes J\/'C’;mr connected
to a dc network with at least one node providing dc Voltage
control (i.e., kg; > 0, kpy; > 0). Finally, V% = N\ ML
collects nodes corresponding to SCs and N7 o := N \ N,
collects the remaining ac/dc nodes (e.g., HVDC VSCs).

Condition 5 Every ac subnetwork i € Ny, satisfies
Cond. 4 with either
l) Nl :Af;c,.u '/\/ciag" NQ :A/aic" U A/ci,u”’ and Ng
i) Ny =N, Ny Ny =N,

Cond. 5 i) and Cond. 5 ii) are not mutually exclusive. However,
broadly speaking, Cond. 5 i) is directly applicable to ac
subnetworks with few SMs without frequency control and
Cond. 5 ii) is directly applicable to converter dominated ac
subnetworks. In particular, Cond. 5 i) immediately holds for ac
subnetworks in which all SGs provide frequency control (i.e.,

=Ni,, or

In other words, well-known topology independent stability
conditions can be recovered as special cases of Cond. 5.

E. Small signal stability

Finally, to prove nominal stability (i.e., Py = 0,,) of
(15), we first define 25 == (ns,ws, vs, Ps) € R™ with n =
|Eac| + [Nac| + 2INe| + [Nac| + [N, restrict (15) to Ps=0y,).
Next, we define the LaSalle function V := z]Muz;s with
M = iblkdiag{Wi, M, K,C,KT;}, K = (LoL], +
Tra T KuTae LTy ) Kty and Koy = diag{kL I nion b
with k%, from Cond. 1. We first bound %V under Cond. 1-2.

Proposition 1 Under Cond. 1-2 the function V is positive
definite and for Py = 0,, its time derivative along the
trajectories of (15) restricted to Ps = ®| N,| Satisfies dtV =
—iVis— (Kwu—k”K )vg—w51 K, Zyws—P{ KPs <

0, with Is ;7 (ICWB Waehls, Us), = I}LIPVK vIpvLae, and

K,,LdFC’lIJ:{C 1K,T.,C ' Ly

V= s _
* 2 (KwLatLaKo)

A proof is provided in App. B. To characterize the set of
asymptotically stable states, the following proposition charac-
terizes the largest invariant set S (i.e., z5(0 )ES = z5(t) €S
for all £>0) contained in S := {z; € R"| LV (z5(t)) = 0}.

Proposition 2 Consider the dynamics (15) with Py = 0,
and restricted to Ps = O\, If Cond. 1-3 and Cond. 5 hold,
then the origin is the largest invariant set contained in S.

A proof sketch is provided in App. B. Finally, we are ready
to state our main stability result.

Theorem 1 If Cond. 1-3 and Cond. 5 hold, then (15) with
Py = 0, is asymptotically stable with respect to the origin.

The theorem follows from Prop. 1, Prop. 2, and the same steps
used in the proof of [18, Thm. 1]. Linearity and asymptotic
stability of (15) directly implies the following corollary.

Corollary 1 Under Cond. 1-3, Cond. 5, and 4 wPa =0, (15)
is exponentially stable with respect to x* A 'BP,.

Next, we analyze the steady state frequency for constant P,.

F. Steady-state frequency analysis

In steady-state (i.e., dtx(;l = 0) the derivative term in
the universal dual-port GFM control (11) vanishes and the
steady-state satisfies wy’; = kg, v5’,. We recall that the droop
coefficient kp,; = 1/k 1 of SGs describes its steady-state
frequency deviation w} 5 y as a function of the steady-state power

J\/;fco = (). Moreover, Cond. 5 ii) immediately holds for ac 1nJect10n PS (.e., w(; | = —kpiP5%). Analogously, we use
subnetworks containing only power converters (i.e., N = 0). w§, = mpng‘l to define the effective droop coefficient
ns BnICdCIc BacWace (IacBac)T (IcacBac)TKwchc_ B’l]LdC ®|£3C\><|/\/,\ ®|ga(;Lr><|N[g| ns Bn Bn
4 w§ —Tac Bac Whae _I;IV—KWIW ®|N3C\><|NCUNdC| IrTac Izs,ac ws I,
TE U5 |= _I;I;Cl-cac BacWac (D\NCUM\Clx [ Nac| —Lgc — (Ivadc)TvaIvadc (L,chdC)T (Izs,chdc)T vs [+ ¢ Py (15)
]];5 O|AG | X | — gLy ac —KoZr dcLde —I|n VARSI 11_35 O\ N UNGs X1 g
s O| N |Eacl O % [ Nac O N | X | NeUNG | Ol xinel Il RN ,
=B

=A



kp; € Ry of renewable generation provided in Table I.
Notably, the droop coefficient xp; only depends on k,; and

TABLE I
Effective droop PV DC sources PMSG WT [9]
n kw1 kw1 kw & 1
Pl kp\',l kg.l kw,l (kg,l+k“',l)

kp, can be used to shape the transient response. Moreover,
as discussed in Sec. V-C, the restrictions imposed on k,, ; by
Cond. 1 can be relaxed for standard renewable generation such
as PMSG WTs (see, e.g., [9]) to achieve droop coefficients
Kkp, prescribed by, e.g., a system operator and/or grid code.

Next, under mild assumptions, the steady-state frequency of
the overall system is determined by the droop coefficients kp;
and the generation/load mismatch Pj.

Proposition 3 Assume that g — oo for all (I,k) € &.
Then, under Cond. 1 and Cond. 5 it holds that

1
> Kflngdpd VI € Noe UNL.
LENUN,,UN,, VPl

ss
Ws1 = —

A proof is provided in App. B. A key feature of the universal
dual-port GFM control (11) is that the system admits a quasi-
synchronous steady-state with identical frequency deviations
if dc line losses are negligible (i.e., gflg — o0). Therefore,
the signals that indicate power imbalances (i.e., ws,; and vs;)
synchronize up to scaling by k., ; and the overall system
response can be easily predicted based on the droop coeffi-
cients kp; of each power source. This feature can also be
beneficial for system planing purposes. Moreover, this result
highlights the ability of the universal dual-port GFM control
(11) to induce a system-wide primary frequency response that
rebalances short-term energy storage elements (e.g., SG and
WT kinetic energy) and their corresponding frequencies/dc
voltages after a load disturbance. Despite the lack of VSC
power setpoints, the nominal operating point of the overall
system is fully determined through VSC frequency and dc
voltage setpoints and setpoints of the power generation.

In contrast, using power-balancing dual-port GFM control
(13) the steady-state frequencies of different ac subnetworks
exhibit a complicated dependence on the power setpoints and
droop coefficients of both the VSCs and power sources and
do not admit a quasi-synchronous steady state. This can result
in counter-intuitive responses when post-contingency power
flows significantly differ from the VSC power set-point [8].

VI. ILLUSTRATION OF STABILITY CONDITIONS AND
CONTROL TUNING

In this section, we illustrate our stability conditions in the
context of the application examples presented in Sec. II-D and
discuss control tuning to meet steady-state specifications.

A. llustration of the topological stability conditions

We first illustrate our topological stability conditions using
the system in Fig 3. In particular, Cond. 3 trivially holds since
the legacy SGs in AC 1 provide primary frequency control

(i.e., kg1 > 0). Next, we show that the ac subnetworks (AC 1-
AC 4) satisfy Cond. 5 for their kron-reduced graphs in Fig. 4.
Moreover, Cond. 5 i) trivially holds for AC 1, AC 3 and
AC 4 because they only contain SMs with non-zero sensitivity.
Notably, while AC 4 only satisfies Cond. 5 i) if the WT
provides frequency response, Cond. 5 ii) always holds (i.e.,
AC 4 only contains SM and a VSC) regardless of the WT’s
operating point. Lastly, AC 2 is converter dominated, and we
show that Cond. 5 ii) holds. To verify this, we only consider
edges (highlighted in Fig. 4) between SCs (N3 = Nj3) and
VSCs (N7). Since all VSCs have no other edge in Ea, av,
other than the edge to the SC, Cond. 5 ii) holds.

B. Discussion of the steady-state & illustration of Cond. 2

First, we discuss common network topologies (see Fig. 2),
i.e., HVDC, LFAC, and converter (i.e., VSC and DAB) inter-
faced renewable generation (i.e., PV and WT).

1) HVDC: The frequencies of HVDC VSCs interconnect-
ing ac networks satisfy w$*,/wi’, = k. 1/kw x if HVDC line
losses are negligible. In other words, Cond. 1 is necessary
if the ac areas are synchronous. For point-to-point HVDCs,
Cond. 1 can be relaxed, allowing for different k,,; gains, if the
ac terminals of the HVDC link are connected to asynchronous
ac areas. Additionally, for a point-to-point HVDC, Cond. 2
simplifies to ky, ;/ ko1 < 201/9%, i.e., decreased losses and dc-
link capacitance require smaller k,; because k, ; is typically
fixed by steady-state specifications. Moreover, the nominal
power across HVDC can be scheduled through v} and vy [8].

2) LFAC: LFAC systems are modeled by combining VSCs
with back-to-back dc connection. In steady state, the LFAC
system in Fig. 2 f) satisfies w§, /w3’ = kw,i/ke, i for the VSCs
{ and k at the ends of the LFAC link. In this case, it can be
shown that Cond. 2 can be replaced by k,; > 0 [9].

3) DAB: Dual active bridge DC/DC converters are modeled
by two VSCs in back-to-back ac connection. In steady state,
the [th and kth VSC dc voltages (i.e., terminals of the DAB)
satisty v’ /05’y = kw,k/kw, and we require Cond. 2, i.e., the
bound on the control gains scale with the dc network losses
and dc-link capacitor size.

4) Converter interfaced renewable generation: Through
(11), curtailed converter-interfaced renewable generation re-
sponds to the power imbalance in the grid providing grid
support and conventional ac-GFM/dc-GFL functions with ef-
fective droop coefficients given in Table I. In contrast, if
the generation is operated at the MPP, due to the negligible
sensitivity of the renewable sources (Fig. 1), the proposed
control does not respond to the power imbalances, providing
conventional ac-GFL/dc-GFM functions. In the following, we
examine bounds on the derivative gain of renewable generation
conditioned on the operating point (i.e., curtailed vs. MPP).

Regardless of the operating point of PMSG WTs, it can
be shown that Cond. 2 can be replaced by k,; > 0
[9]. On the other hand, for solar PV and controllable DC
sources (e.g., battery energy storage), Cond. 2 simplifies to
(kp19%)/(kwicr) < 2 where k denotes the dc bus the gener-
ation is connected to. If a power source is directly connected
to the VSC dc terminal, Cond. 2 can be replaced by k,; >0
for PV at MPP and k,, ; <4c;k,,; for curtailed PV.



C. Tuning of the control gains

The transient response of VSCs is dominated by the gain
kp,; while the steady state is determined by the gain k., ; (see
Sec. IV). For curtailed renewable generation and controllable
dc sources providing dc voltage response, the effective droop
gain xkp (see Table I) is determined by steady-state specifi-
cations, e.g., provided by the system operator or determined
through market mechanisms. For renewables xp depends on
the sensitivities (i.e., curtailment), and k, ;. Consequently,
given kp, Table I can be used to select k,; to meet steady-
state droop specifications. As discussed in [9], Cond. 1 can be
relaxed for PMSG WTs and k,,;/k, 1 can be used to match
a given kp and reduce the stress on the WT rotor.

In contrast, if renewables are operated at the MPP, we obtain
the upper bound

kw1 < Aw™ /Av. (16)

on the proportional gain k,; based on the largest expected
frequency deviation (e.g., the boundary of the nominal op-
erating range) Aw™™ and the largest acceptable dc voltage
deviation Av;m”‘. In case of a PMSG WT, the steady-state
relationships between the VSC frequencies, dc voltages, and
physical limitations of the WT have to be considered when
selecting k,,; (for details see [9]).

The derivative gain k,; can be used to adjust oscillation
damping and compensate circuit dynamics to ensure small-
signal stability [24]. In particular, Cond. 2 provides an upper
bound of the derivative gain k,; that depends on the time
constant (i.e., ¢;) of the dc-link capacitor and losses of the
outgoing dc lines. In other words, a significant amount of the
energy stored in the VSC (larger capacitance c;) and/or larger
steady-state gain k,,; allow for higher oscillation damping and
slower transients. In contrast, a larger number of outgoing dc
lines requires slower control of ac transients (i.e., smaller &, ;).

VII. CASE STUDY

An electromagnetic transient simulation of the system in
Fig. 3 is used to illustrate the results. Notably, this system
combines various legacy and emerging technologies. Reliable
operation of this system can require up to six different con-
ventional VSC control strategies that may need to be switched
online depending on the operating point of renewables. In
contrast, the proposed control can be applied on all VSCs
irrespective of the specific technology and operating point.

A. Case study model & parameters

First, we define the base power S, = 100 MW and
frequency f, = 50 Hz, while the nominal values of different
voltage levels can be found in [18, Table IJ.

The SGs/SCs are modeled using the 8" order model with
the exciter and automatic voltage regulator. Moreover, SGs use
a delta-omega multiband power system stabilizer and a first-
order turbine model with 5% speed droop (see [7, Table 1] for
parameters). The WT is modeled by aggregating 5 MW PMSG
WTs (for WT and its VSC parameters see [9]). Solar PV is
modeled (for parameters see Table II) by aggregating AUO
PMO60MBR modules, while the electrical storage system

(ESS) is modeled as a controllable dc voltage source with
the nominal active power set-point (see [7] for parameters).
Moreover, the ESS and PV systems are interfaced by two-level
VSCs with RLC filter (see [7] for parameters) and cascaded
inner loops (see Table II). Additionally, we use dynamical
models of the low-voltage/high-voltage, medium-voltage/high-
voltage [7, Table I] and high-voltage/high-voltage [18] trans-
formers. The ac lines and dc cables are modeled using the
standard m-line dynamics with parameters as in [18]. The
parameters of the HVDC VSCs (with RLC filters) can be
found in [18]. The MPP of the renewable generation, their
nominal operating points, control gains, and effective droop
coefficients are given in Table II. While the reactive power of
WT is controlled to be zero, all converters interfacing PVs,
EES and HVDC use standard GFM @ — V droop [4] of 1%.

TABLE I
MPP, NOMINAL OPERATING POINTS & CONTROL GAINS

PV3 (1200 parallel strings of 90 modules) [p.u.]

Py ~0.33, P;=P", ko3 =0, kps=0.001, kyz=02 Kp3=/

PV12 (5000 parallel strings of 90 modules) [p.u.]
PYP a 1.37, Pl = 94.4%P13", kg 12 & 2.5, kp 12 = 0.001, ky 12 & 0.12, kp 12 = 5%

PV13 (3000 parallel strings of 100 modules) [p.u.]
PIP 092, Pl =P, kg3 =0, kpia=0.001, ky 13 =0.05 kp13=/

PV32 (5500 parallel strings of 95 modules) [p.u.]

PyfP x 1.6, Py =Pyy®.  kgao =0, kpoo=0.001, kyo2o=02 kpoo=/
PV23 (5700 parallel strings of 100 modules) [p.u.]

PYP ~ 1.6, P3y =Py kg3 =0, kpos=0.001, kuos =02 rpo3s=/
WT7o (vy = 12 m/s, 8* = 0) & DC-B2B [p.u.]

PR — 0.75, P, = 90%Pa®, ke 70 = 0.6, kp,70 = 0.015, ko 70 =5, Kp = 3.33%

kp11 =0.015, Ky 11 = 0.1,

ESS> (rated power 1.4 p.u.) [p.u.]

Py =11, kg2 =4, kp2=0.001, ky, 2~ 0.026, kp2=>5%
SG1 (rated power 1.5 p.u.), SG31, SG32, SG33 (rated power 1 p.u.) [p.u.]
P ~0.82, Pj ~0.77, Pj, ~0.57, Pj;~0.37, kg1 =20, kp;=5%

HVDC links: DC 1 (310 km), DC 2 (510 km)
kpi=0.001 Ky =02

HVDC link DC 3 (1000 km) [p.u.]
kp 40 = kp,a0 = 0.001 kw40 =0.2 kw50 = 0.35

VSCy, 1 € {2,3,11,12,13,22,23,19,20, 30, 60, 40,50} [p.u.]
Current PL: K}, = 2.1, ki, =0.79,S  Voltage PL: ki, ; = 0.15, k} , = 0.69

B. Sequence of events

To verify the behavior of the proposed universal dual-port
GFM control, we simulate events in Table III. The dispatch
points and control gains are given in Table II and Table IV.

For the simulated sequence, Fig. 6 shows frequency, active
power and dc voltage in the areas AC 1-AC 3, while Fig. 7
shows PMSG WT frequency, dc voltage of the WT VSCs,
and mechanical power of the WT (i.e., AC 4). Moreover, we
emphasize that the 0.25 p.u. load step is very large and pushes
the system to the boundary of the normal operating range.
Nonetheless, the system dynamics stay well behaved. More-
over, as expected, the power imbalance propagates to all ac
and dc subnetworks, and the curtailed power sources provide
primary frequency response according to their effective droop
coefficients. After the load step at ¢ = 5 s, the PV systems
operated at the MPP do not change their power output, even
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Fig. 6. Frequency w; (first row), VSC dc voltage v; (second row), and injected power P; (third row) for AC 1 (first column), PMSG WT, and PV in AC 2
(second column), SC, and PV in AC 2 (third column), and AC 3 (forth column) during the sequence of events as in Table III. Frequency and injected power

are presented in systems’ p.u. frame, while dc voltages are in the p.u. frame corresponding to the device (e.g., v;"p P for a PV).

1.8 T T 0.8 TABLE IV
T 16 J&v_ REDISPATCHED SETPOINTS [P.U.]
= 1. = Pl =12,
= 14 TN ——— 5 AC Py ~1.35, Ko~ 116, K, ~0.23,  rpy = 5%,
g l2 <
- AC 4 Pi, ~ 86.9%P0", K, ~42, K, R 0.21,
I B LT i AC2 Plam981%PEY,  kiig =21, K, ,~011,  sp;=5%
0.8 — | Py~ 89.2%Pd®,  KE 0 N 27, KL oy R 0.13,
0 5 25 40 Py~ 8T.T%P", K )3~ 28, KL, 59 014,
t[s] Pro ~ 89.1%P;d", kL 7 = 0.67, / kP70 = 3%,
— wrt [pul==v [pu] — P [pul] AC 3 P§, =052, P, =063 Pi;=0.69

Fig. 7. PMSG rotor speed w;, dc voltage v; of the WT VSCs, and generated
power Pj.

though the dc voltage slightly varies around the MPP voltage.
This verifies that the sensitivity of the PV power generation to
dc voltage variations is approximately zero around the MPP
(see Fig. 1). Hence, we show that proposed GFM control (11)
can exhibit conventional ac-GFL/dc-GFM functions without
switching control modes. Additionally, we stress that the
instances in which v; < v;""" can be prevented by including a
dc voltage limiter similar to [14, Fig. 11] and [9, Fig. 4], that
becomes active when v; < v;"™".

TABLE III

Sequence of Events

the frequency in the AC 1 and AC 2 rises, and the frequency
in AC 3 drops since AC 3 was importing power. However,
there are enough power reserves in AC 3 to support its load.
Hence, after redispatching the power generation in AC 3, the
frequency settles to its nominal value. On the other hand, after
the loss of DC 1, the frequency in AC 1 significantly drops
since power was imported via the HVDC link. Hence, in real-
world scenarios, under frequency load shedding would be ini-
tiated in AC 1. However, for simulation purposes, we allow for
very large frequency deviations and redispatch the system such
that the SGs and ESS supply the load. Moreover, in contrast
to the classical PLL-based ac-GFL/dc-GFM MPPT control,
despite the large frequency deviation, the proposed control
strategy reliably keeps the PV system in area AC 1 at the MPP.

t 0s S5s 25s 30s 40's 45 s 60 s

2 nominal 025pu.  DC3 AC3  DCI AC2 0125 pu. Finally, after both HVDC links are disconnected, the response
5 b37 _ disconnect redispach disconneet redispatch bl6 £b29  of the converter-dominated system AC 2 is still well-behaved.
gy | Different scenarios of loadsteps and their locations ; After the loss of the DC 1, due to the relatively large mismatch
b7 025 / ; / / 00625 0125 of power production and consumption in AC 2, the frequency
bl5 0.25 / / 0.083 00625 0.1 : ; Coni
e ; o055 ; o e ; in AC 2 rises significantly. Moreover, the proposed control
b9/ / / 0.25 / 0.1 /

Moreover, we use a loss of two HVDC lines as an extreme
and unlikely contingency to illustrate that the system stays
well-behaved even during those events. After the loss of DC 3,

responds to the power imbalance by reducing the renewable
generation, i.e., exhibits conventional ac-GFM/dc-GFL grid
support functions. Hence, to operate the system at the nominal
frequency we redispatch (f = 45 s) the renewable generation



in AC 2 to a heavily curtailed operating point,
nominal operation with significant reserves. Tt
occurring at t = 60 s further test the system coi
renewable generation, HVDC, and SC (AC 2).
case, the system dynamics stay well-behaved.
power imbalances propagate throughout the sys
power sources share the additional load accor
effective droop coefficients xp.

C. Frequency RoCoF and Nadir

To compactly illustrate the system response to various load
steps, we simulate seven different scenarios for the system in
Fig 3. The locations and values of the load steps occurring
at ¢ = 25 s are given in Table III. Figure 8 shows RoCoF
(calculated as the largest frequency change in the time window
of 300 ms) and frequency nadir. We stress that the load steps
are large and that they drive the system on the boundary of
the nominal operating range. We note that the largest RoCoF
occurs at bus 40 during the event #4 (i.e., disturbance at
bus 37) and the HVDC link (DC 3) is importing power from
other areas. Notably, bus 40 corresponds to the HVDC VSC
for which large RoCoF is not a concern. In contrast, during
the same event, the RoCoF of the SG at bus 33 (i.e., close
to the disturbance) stays within the RoCoF limits of SGs.
Finally, as discussed in Sec. VI-B, Cond. 1 can be relaxed
for point-to-point HVDC. To illustrate this aspect, the VSCs
in DC 3 have significantly different gains &, ; and, as a result,
the frequency nadir of devices in AC 3 and AC 1 and AC 2
differ significantly.

VIII. CONCLUSION AND OUTLOOK

In this paper, we investigate a unified dual-port GFM control
paradigm for dc/ac VSCs. We provide stability conditions and
prove small-signal stability results for generic hybrid ac/dc
systems containing different types of renewable generation, ac
networks, and dc networks. Next, we interpret the analytical
stability conditions in the context of typical application scenar-
ios and illustrate how to tune control gains to meet steady-state
specifications and tune the transient response. Moreover, we
illustrate how the proposed modeling and control framework
can be used to obtain any complex network topology. Finally,
we use a system that includes standard legacy technologies
and emerging technologies to illustrate theoretical results and
claims. While these results are encouraging, further work is
needed to understand aspects such as current limiting and
fault ride through that is well understood for GFL control but
requires further study for dual-port GFM control.

APPENDIX
A. Interconnection matrices

The interconnection of SMs and power sources with kg ; >
0 are modeled by Z; ,c € {0, 1}|N'|X|Nﬂ°‘, ie, {Tracta ) =1
if the power source i € N is connected to the SM j € Ny
and {Z;ac}(i,j) = O otherwise. Similarly, Z, 4. € RV X[ Nac|
models the connection of dc nodes to dc power source with
ke > 0,ie., {Zrac} ;) = 1if j € Ny is connected to i € Ny

RoCoF [Hz/s]

Nadir [Hz]

b1 0.60 [ 0.37 [ 0.20 | 0.10 | 0.25 | 0.29 | 0.31 14

b21 037 | 024 | 0.15 12

b23 7.47 | 3.04 | 0.87

b11 1.79 | 0.98 | 0.33

b50 7.07 | 284 | 157

b40 230 | 095 | 1.04

b33 0.11 | 0.08 | 0.06

Fig. 8. Frequency RoCoF a), and Nadir b) during scenarios as in Table III.

and {Z; 4 }¢,;) = O otherwise. Analogously, the matrices
Tisac € {O,l}WnMNM and T 4. € {0,1}‘N’°|XWC‘ model
the interconnection between SMs and power sources N and
dc nodes and power sources N. Finally, the matrix Iy €
{0, 1}V xINeel (resp. Z,,, € {0, 1}NwIxINeely models connec-
tions between dc buses and PV (resp. SMs and WTs). We also
define Z,. € {0, 1}|NHC\X\NMUMI and 7., € {0, 1}WCIXWCUMCI
to extract machine and converter angles from the phase angle
vector 0, e.g., Z,.0 is the vector of all machine angles and
7.0 collects all converter phase angles. Similarly, Z. €
{0, 1} Vel X INeUNGel - and T, € {0, 1} WVeelxINeUNeel extract the
dc voltages of VSCs and dc nodes from the vector v.

B. Proofs

Lemma 1 For all i € Ny n,) and | € N, Cond. 2 implies
dc,i dc,i
that 3 wyees 9 €+ 2 r) YEELNWE, x N ) Jik VEek <

4k%, holds with e; ==k /c; € Rxy.

Proof of Lemma 1: It directly follows from Cond. 2 that
de,i i —

QZ(l,k)e& 9 [(4kL) < alkyy = € LS 0 for all

I € N e, maxiens e < 4kL/(23 g pyees 9 ) The

Lemma dlrectly follows from maxee ef(Z(l,k)eggg?IS +

d .
Zke]\fgdcglk) < Qmaxge/\/gdc e¢ Z(l,k eei gl,z <Ak, ]

Proof of Prop. 1 1t can be verified that d LV = 1a](MA+
ATM)x;s. By substituting M and A and performing el-
ementary algebraic manipulations it follows that iV =
—ilVis — (Zyws) " KwIyws — U& (Kw_ + 2K, )1)5 By
definition, Ky, >0, Kpy >0 and K., >0. Then, usmg the Schur

complement V = 0 holds if and only if Bi Wi (k;’ Liei|

. . .1 .
LETEYWE B = 0 for all i € Ny, and Ef =
diag{ /e } 70 Bi Wi,

; de.i

we obtain %\max (EVEY) < maxen; Z(l,k)efgc gter +

Y okeni g1 \/erer.. Finally, using Lemma 1 it can be verified
Cdc

1
2. Applying Gershgorin’s theorem

that Cond. 2 ensures V = 0 and the proposition follows. H

Proof sketch of Prop. 2: Comparing (14) and (13) and
with m,; = % the difference between universal dual-port
GFM control (11) applied to the VSC model (3) and the
power-balancing dual-port GFM control in [18] is the term
— 2L Py ge.1. This results in the term K, Z,, C~ Lo, vs in (15).
Using the same steps as in the proof of [18, Prop. 2] this term
vanishes when x5 is restricted to the invariant set S and the
proof of Prop. 2 follows from the proof of [18, Prop. 2]. M



Proof of Prop. 3: Letting %v&l = 0 and combin-
ing (3), (Ic), and (5), results in (Z, Pac,O\ny ) = Pay +
(Lge + Ké)dc)(chcv(;,Idcv(;) with diagonal matrix Kédc =
I(;I; (II;I—VvaIpv +Ir-!—dCKgIr,dC)IdC‘ USng g = max(,k)e&q. g?ﬁw
we introduce the normalized dc network Laplacian L, =
g~ ' Lac. Next, we use Kron reduction [25] to eliminate all dc
nodes to obtain Z, Pics = —(9Ldc + Ade)Zey Vs — Dey, P, -
From [25, Thm. II1.6-3)] the matrices gLqc, Agc (as a function
of g~1), and D, correspond to the loop-less Laplacian, self-
loops, and mapping of Py, to the VSCs. In steady-state, (11)
implies 7. ws =K, I, vs, 1.€.,

c

Icmcpacﬁ = _(gf/dc + Adc)K‘zlzcacwé -D Pddc a7

Cac

Using the same arguments as in the proof of Prop. 2 and
[18, Prop. 8] with %Pd = 0,,, Cond. 5 ensures synchro-
nization to a synchronous frequency €2; for each ac subgrid
i€ {1,..., Ny}. Substituting (17) and L := B, W,.B/. into
the ac and ac/dc node steady-state equations results in
T T

R O A
Summing over the rows for each ac subnetwork results in
(AJrgf/(’ic)Q(; = —P; where the vector s collect all Qs,;. Next,
{B.,};,;€{0, 1}WelNee models how VSCs are connected to the
ac subnetwork (i.e., {B,}i ;=1 if i€NZ,). The matrix L}, =
B,La K o 1BI corresponds to the (loop-less) Laplacian matrix
of a graph where nodes correspond to ac subnetworks and
edges correspond to their interconnection through dc networks.
The matrix A = diag{}5cx, H;}l}ﬁvz*“’l + BoAg K 1B
corresponds to the self-loops, and Py := B,Z] D¢ Pa, +
diag?&l{zle Niuni P}, is a vector of total distur-
bances in each ac subnetwork. We use (-); and (-)z to
differentiate between variables corresponding to the nodes
with and without self-loops. Without loss of generality, we
write blkdiag{A, (D‘Qm)dl}(ﬂr’(s, st,é) = —gLéC(Qm;, st,é) —
(Piy, Pys). By Cond. 3 A > 0 is non-empty and collects all
non-zero self loops from A. By applying Kron reduction 2 to
remove variables €, 5, we obtain (A + gi)Qm; = —(Py,+
DyPy ). From [25, Thm. TI1.6-3)], the matrices gL and Dy
correspond to the loop-less Laplacian, and mapping of Py
to the nodes with self-loops. Solving the previous equation
for Qs and multiplying it with BT (the incidence matrix
of L) we have BTQ, 5 = —BT(A + gL)"'(Ps + DgPu).
Applying the Woodbury matrix identity to (A + gL)~! and
letting g — 0o, we obtain limg_, BTQr’g = Ojq, ;5> i€,
Qo0 = limg oo Qs € nul{BT} = 6,1)q, ;. with &, €
R. Using limg oo ]1|TQT’6‘A(A—|—91~L)’1 = ﬂ\Tﬂr,s\ we have
0w = _<1Idpd)/(Zle/\f,uvauN)w Kp). Moreover, it can be
verified that €25 00 = 1, ;|0w- The proof directly follows
from w§, =05, for all [€e N, UN with i€ {l,... Ny} ®
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