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Abstract—Frequency security assessment following major dis-
turbances has long been one of the central tasks in power
system operations. The standard approach is to study the center
of inertia frequency, an aggregate signal for an entire system,
to avoid analyzing the frequency signal at individual buses.
However, as the amount of low-inertia renewable resources in
a grid increases, the center of inertia frequency is becoming
too coarse to provide reliable frequency security assessment.
In this paper, we propose an efficient algorithm to determine
the worst-case frequency nadir across all buses for bounded
power disturbances, as well as identify the power disturbances
leading to that severest scenario. The proposed algorithm al-
lows oscillations-aware frequency security assessment without
conducting exhaustive simulations and intractable analysis.

Index Terms—Frequency security assessment, power system
oscillations, worst-case frequency nadir.

]

I. INTRODUCTION

Frequency security assessment following major disturbances
is an important problem in power system operations. In
compact power systems where the whole system can be
modelled as an equivalent synchronous machine, there is a
relatively complete understanding of the frequency dynamics,
with explicit formulas derived for quantities such as frequency
nadir and rate of change of frequency [/1]. However, for power
systems whose inter-machine oscillations are unignorable, the
frequency security assessment becomes challenging as the
magnitude and location of oscillations depend on a number
of factors, including inertia, damping, spatial shape of the ex-
citation, network connectivity, and other operating conditions.

One approach to reduce the size of the problem is to
study the center of inertia (COI) frequency, which is the
inertia-weighted average of the frequency signals at individual
buses [2], [3]]. This approach works well when all buses exhibit
a relatively coherent frequency response [4]]. However, as
increased amount of low-inertia renewable resources located in
remote areas enter the grid through long transmission lines, it
becomes insufficient to only consider the COI frequency since
significant oscillations can occur which makes the transient
frequencies on individual buses deviate drastically from the
COI frequency.
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Large oscillations can become a major obstacle towards
power system stability, which makes them receive extensive
attention from the power engineering community (see [5]-
[8] and references within). However, the fact that oscillations
present a variety of highly-coupled interaction among indi-
vidual buses makes it nontrivial to provide analytical results
in large-scale power systems. For example, although it has
been widely realized that the transmission network topology
and line parameters play prominent roles in spatiotemporal dy-
namics of oscillations, their exact impact on system oscillatory
behavior is far from well-understood. Therefore, dynamical
simulations are typically needed to study the impact of net-
work structure and parameters changes [6f, [9]—[11], which is
inefficient since the number of possible scenarios that needs to
be simulated can be significant before one can gain insight. A
recent effort to avoid dynamical simulations is by providing
a conservative analytical boundary for individual oscillatory
bus frequencies under any given power disturbances [12],
whose cumbersome expressions, however, make it still hard to
reveal the system level tolerance to arbitrary bounded power
disturbances without running extensive numerical tests.

Recently, techniques and results directly providing analyti-
cal insights on oscillations at weak grid conditions have gained
renewed interest, which are typically done by investigating
the network Laplacian [13]-[15] or adjacency [16] matrix.
These approaches have uncovered many interesting patterns,
but they cannot yet answer some specific power system
operational questions. For instance, an important question is to
find the worst-case oscillations (in terms of frequency nadir)
for bounded power disturbances, which can serve as more
reliable frequency security assessment in power systems with
high renewables than the COI frequency. However, there is
no existing guideline on how to do this beyond exhaustive
simulations or conservative bounds from spectral graph theory.

In this paper, we propose an efficient worst-case frequency
nadir computation algorithm, which enables us to conduct
oscillations-aware frequency security assessment without the
need for exhaustive simulations and intractable analysis. More-
over, we demonstrate that what allocation of power distur-
bances will lead to the worst-case frequency nadir varies with
the network connectivity. Particularly, we show the worstness
of evenly injected disturbances in homogeneous power net-
works with strong connectivity. As for more practical settings,
one can resort to our proposed algorithm to avoid exhaustive
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Fig. 1. Block diagram of power network.

simulations and intractable analysis.

The rest of this paper is organized as follows. Section
describes the power system model and formalizes the worst-
case frequency nadir problem. Section |lII] derives an efficient
algorithm to solve this problem, where a proportionality as-
sumption on generation unit parameters is used to ease the
problem. Section illustrates, through theoretical analyses
on power networks with homogeneous generation units, the
high dependency of the worst-case frequency nadir on network
connectivity. Section [V validates the performance of our
algorithm through detailed simulations. Section [V]] gathers our
conclusions and outlook.

II. MODELING APPROACH AND PROBLEM FORMULATION

In this section, we describe the power system model used
in this paper and motivate the worst-case frequency nadir
problem we aim to solve.

A. Power System Model

We consider a connected power network composed of n
buses indexed by ¢ € N := {1,...,n} and transmission
lines denoted by unordered pairs {i,5} € €& C {{i,j} :
i,5 € N,i # j}, whose linearized dynamics around an
operating point is shown in Fig[l] This is a standard model
and interested readers can refer to [[17] for details on the
linearization procedure. The system is modeled as a feedback
interconnection of bus dynamics and network dynamics [18]-
[20], where the input and output are the power disturbances
p = (p,i€N) € R" (in p.u.) and the bus frequency
deviations from the nominal value w := (w;,i € N) € R"
(in p.u.), respectively

The bus dynamics that map the net bus power imbalance
Py = (Pnisi € N) € R™ (in p.u.) to the frequency de-
viations w can be described by a diagonal transfer matrix
G(s) := diag(ji(s),i € N') whose diagonal element §;(s)
represents the transfer function of a generation unit on bus
i, say a synchronous generator or a grid-forming inverter. A

IThroughout this paper, vectors are denoted in lower case bold and matrices
are denoted in upper case bold, while scalars are unbolded, unless otherwise
specified. Also, 15,0, € R™ denote the vectors of all ones and all zeros,
respectively, and e € R™ denotes the kth standard basis vector.

standard example typically includes inertia m; > 0 (in s) and
damping d; > 0 (in p.u.) terms, i.e.,

f N 1 .
gi(s)_mv Vie N . (D
Then, we have
&(s) = G(s)py(s) )

where w(s) and p, (s) denote the Laplace transforms of w
and p,, respectively

The network dynamics characterizes the relationship be-
tween the fluctuations in power drained into the transmission
network p, := (pe,i,i € N) € R™ (in p.u.) and the frequency
deviations w, which is given by a linearized model of the
power flow equations [21]]:

Pels) = “26(s)

3)

where the matrix Lg := [Lg;;] € R"*" is an undirected
weighted Laplacian matrix of the network whose ijth element
is

Lg.i; = Q0s, Y _ |Vil[Vi| By sin(0; — 6,)

0=60
=1 0

Here, 0 := (0;,i € N') € R™ are the voltage angles with 6
being the equilibrium angles (in rad), |V;| is the (constant)
voltage magnitude at bus ¢ (in p.u.), B;; is the line {7,;}
susceptance (in p.u.), and € 2w Fy is the nominal
frequency (in rad/s) with Fy being 50 Hz or 60 Hz depending
on the particular system.

We are interested in the closed-loop response of frequency
deviations w following power disturbances p in the power
network shown in Fig. |1} This can be obtained by combining
and through the relation p, = p — p, as

Ly

o) = (1 + 6572 Cep). @

S

However, although is a closed-form expression, it is
difficult to work with since the size of the matrices and vectors
involved could be quite high. A standard simplification is to
work with the center of inertia (COI) frequency, defined as

(&)

which is the inertia-weighted average of individual bus fre-
quencies. The COI frequency is a good representative of the
system frequency response if the power network is tightly-
connected [4]. However, as more renewable resources are in-
tegrated, especially at edges of the power network, significant
oscillatory behavior could occur. Thus, it becomes insufficient
to only consider the COI frequency.
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Fig. 2. A 3-bus example showing that COI frequency is insufficient for
frequency security assessment since the oscillations due to weak connectivity
can make the transient frequencies on individual buses deviate drastically from
the COI frequency.

B. Illustrative Example of Frequency Oscillations

To see this, we provide a toy 3-bus power network ex-
ample in Fig. 2] to show different types of oscillatory be-
haviors. Basically, we compare the frequency responses of
the system with strong and weak network connectivity by
varying the line impedance parameters on the same network
topology, where the same generation units are deployed and
the same power disturbances are applied in two cases for
a fair comparison When sudden power disturbances p
[—0.1689,0,0]"U;>0 p.u. occur at t = 1s the trajectories
of the frequencies are as shown in Fig.

For the more tightly-connected system in Fig. 2(a), the
frequency trajectories at all buses closely track each other,
even though the disturbance is only at bus 1. In this case, the
COlI frequency acts as a good proxy of the nodal frequencies.
In contrast, the frequency trajectories in Fig. 2(b)| exhibit sig-
nificant oscillations against each other with large nadirs while
the COI frequency is well-behaved. Therefore, relying just on
the COI frequency could lead to an erroneous conclusion about
the frequency security of the system. Of course, the behavior in
Fig. 2(b)|is not unexpected since bus 1 is “weakly” connected
with the other buses. However, as the power network gets
larger, it is more challenging to draw intuitive conclusions,
which makes additional analysis techniques become necessary.

2We use hat to distinguish the Laplace transform from its time domain
counterpart.

3Parameters of generation units are chosen to emulate the Great Britain
power system under the high renewable penetration scenario [1} Table 1], i.e.,
m; = 4.38 s and d; = 16 for all buses.

41Ut20 denotes the unit-step function.

C. Oscillations-Aware Frequency Security Assessment

To provide quantitative tools for frequency security assess-
ment, we focus on the metric of frequency nadir in the rest
of the paper, which is defined as the maximum frequency
deviation from the nominal frequency at each bus during a
transient response, i.e., max;>o |w;(t)|. Since a too large fre-
quency nadir could trigger undesired protection measures and
even cause cascading failures, its value is crucial to frequency
security. For example, the maximum allowed frequency nadir
is 800mHz (0.016 p.u. on a 50 Hz base) for the European
system [22] and 500 mHz (0.01 p.u. on a 50 Hz base) for the
Great Britain system [23]], [24].

To make a power network more reliable, our first order
of business involves securing its frequency response against
unanticipated power disturbances. That is, we would like to
prejudge whether the frequency nadir on each bus would
stay in the allowed threshold for any step power disturbances
p = uoU;>o with ug € R™ being arbitrary up to a norm
constraint |Jug|| < p for some p > 0. Compactly, this asks
for the solution of the following worst-case frequency nadir
problem:

max max max|w;(t)] s.t. dynamics @), (6)

p=uoU;>o iEN  t>0

{uoeR™[[luol|<p}
which is computationally challenging due to the nested max-
imums over all power disturbance profiles, all buses, and all
time.

Our goal is to design an efficient algorithm to solve the
above problem. This is in general challenging due to the
high complexity of frequency dynamics. Nevertheless, when
the parameters of generation units satisfy a commonly used
proportionality assumption [13]], [18]], [19], the frequency
responses can be decomposed in a way that allows us to solve
(6) efficiently. Moreover, for certain types of networks, (6) can
be solved analytically, providing interesting intuition about the
spatial and temporal behavior of oscillations.

III. EFFICIENT WORST-CASE FREQUENCY NADIR
ALGORITHM FOR PROPORTIONAL POWER NETWORKS

In this section, we show that, under a simplifying assump-
tion, it is possible to decompose the frequency dynamics,
which enables us to propose an efficient algorithm to solve
the worst-case frequency nadir problem formulated in Sec-

tion [[I=C]

A. Modal Decomposition of Frequency Dynamics

The example in Section [[I-B| shows that the frequency
nadir of a power network is a result of interference between
the frequency oscillations at each bus, which can have a
complicated dependence on the parameters and topology of
the network. Hence, a better evaluation of the worst-case
frequency nadir requires a deeper understanding of frequency
oscillations. However, since the oscillations present a variety
of highly-coupled interactions between individual buses, it
is challenging to solve (6) in large-scale power systems
with heterogeneous generation units. To make the analysis
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tractable, we consider proportionality as a reasonable first-
cut approximation to heterogeneity [18], under which the
frequency dynamics are decoupled and thus the problem
(6) can be solved efficiently. Hence, we adopt the following
assumption in the rest of this paper:

Assumption 1 (Proportionality). There exists a group of
proportional parameters 7; > 0, i € N, such that

where §o(s) is called the representative generation unit.

For example, for the case where g;(s) has (I) as its model,
Assumption (1] is satisfied provided that inertia and damping
are both proportional to r;. That is, Vi € N, 3r; > 0 such
that m; = r;m and d; = r;d for some m and d, i.e.,

. 1

Gols) = ms+d’ ™
Remark 1 (Proportionality extensions). The practical rel-
evance of Assumption (l| is justified in many empirical stud-
ies. For example, [25] shows that, at least in regards of
order of magnitude, Assumption |l| is a reasonable first-cut
approximation to heterogeneity. In fact, the heterogeneous
case can be considered as a diagonal perturbation from the
ideal proportional case [|I8, Section VI-A]. Thus, the results
derived from proportional power networks can be extended to
networks with heterogeneous generation units. In this case, the
performance can be assessed through a robustness analysis,
which is an interesting direction for further research.

Under Assumption [I] it has been well-established that the
dynamics in @]) can be decoupled as [18], [19]

@(s) = R *Vdiag (2e(s),k e M) VIR 2p(s),  (8)
with
s 800(8)
2k(s) := e wael Vk e N, 9

where R := diag(r;,i € N) € R™*" is the proportionality
matrix and

Vi= o=, m) PR 1, vy v, [ER™™ (10)

satisfying V'V = vv7T I, is an orthonormal matrix
whose columns vy, (vg,i,i € N) € R™ are unit eigenvec-
tors associated with the scaled Laplacian matrix

L:=R *LgR ? ¢ R™™" (11)

such that L = Vidiag (A, k € N) VT with ) being the kth
eigenvalue of L ordered non-decreasingly (0 = A1 < Ao <
<l

Note that V' has orthonormal columns v, Yk € N, which
are automatically lineagly independent [26, Theorem 2.1.2]. It
readily follows that RZ vy, Vk € N, are linearly independent

SRecall that we assume the power network is connected, which means that
L has a single zero eigenvalue.

as well since R is nonsingular by1 its construction. Thus, the
n linearly independent vectors R2 vy, Vk € N, form a basis
that spans R”. This implies that any step power disturbances
p = uoU;>( that the power network undergoes can always be
decomposed along this basis, i.e., Ja := (ay,i € N) c R™
such that
Uy = Z akR%vk =R*Va. (12)
k=1
Combining (8) and via p(s) = uo/s yields the following
decomposition of frequency responses along the scaled Lapla-
cian eigenvectors.

Lemma 1 (Decomposition along scaled Laplacian eigen-
vectors). Under Assumption|[l} if the power network in Fig.
undergoes step power disturbances p = uoU;>o, then the
frequency responses can be decoupled into

w(t) =Y axhi(H)R vy, (13)
k=1
hy (t - :
- Li()ln +Y arhi ()R Fv,  (14)
D1 T k=2

where
a:=(a,ieN)=VTR 3y, (15)
hi(t) == 271 g(s)} Vk e N. 16
H0 {s+ Mo (5) 1o
Proof. See the Appendix [A! O

Lemma [I] makes the physical interpretation of modal de-
composition more clear. We can observe from that the
frequency responses are a linear combination of independent
modes along the directions dictated by the scaled Laplacian
eigenvectors. For example, hy(t) captures the frequency re-
sponse of the power network along R_%vk to step power
disturbances. Particularly, as shown in , the first mode
actually characterizes the common behavior among individual
buses as a scaled step response of the representative gen-
eration unit g,(s) while the remaining modes represent the
oscillations among them. In fact, one can easily show by
a similar argument as in [[18]] that the common behavior is
the r;-weighted average of individual bus frequencies, i.e.,
(> riws)/ (321, 7). which is exactly the COI frequency
defined in (5) if g;(s) has as its model. Therefore, the
modal decomposition in (14) confirms our intuition that the
COI frequency becomes insufficient for frequency security
assessment in a power network where those oscillatory modes
are unignorable.

B. Worst-Case Frequency Nadir Algorithm

The decoupled frequency dynamics derived in Sec-
tion |III-A|enables us to propose an efficient algorithm summa-
rized in Algorithm [1] to solve the worst-case frequency nadir
problem (6) in Section We now explain the rationale
behind Algorithm [I] in detail.
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Algorithm 1: Worst-Case Frequency Nadir Computation

Data: p, R, V, ¢;(t) := (v ;ihi(t),k € N)

Result: optimal solution to the problem (6)

Choose: length 6t > 0 and number N > 0 of time steps;
Initialize: storing table F' := [F;;] € R™*N < 0,4 n;
for i € N do

for t € T := {0t,...,Nét} do
e LR ven|
LFM_\/T? R Vcl(t)H :

(¢%,t%) < argmax; nen <7 Fit:

/+ Return worst-case frequency nadir and
corresponding power disturbances */

return (i*,t*), Fy«4 and uwf(i*, t*);

Firstly, with the aid of Lemma [I} we can reformulate the
problem (6)) into

max
t>0

YD

Zakhk

where the objective function is simply the magnitude of the
ith element of (13). Note that vy, in actually depends on
the optimization variable ug via . With this in mind, we
can further turn (17) into the following equivalent problem

ax
{uo ER"Hluole} leN

max max
ieN t>0 {uOGR"

O VIR |, ()

where we define ¢;(t) := (vk,ihk(t), ke N) e R", swap the
order of maximization, and use (15). Moreover, as we will
show later, can be further simplified as

max max
€N t>0 /1y

R—%Vci(t)HD (19)

whose objective function is the closed-form optimal solution
to the inner most optimization problem in (I8)), with the
superscript “D” denoting the dual norm defined as follows:

Definition 1 (Dual norm [26])). Given a norm || - || on R", its
dual norm || - ||P is the function from R™ to R with values
D T
x| = max x . (20)
I {y=(ys,ieN)ER" ||yl <1} | y|

The explicit expression of dual norm depends on the type
of the norm adopted for bounding y in [26, Equation
5.4.15a]. The dual norms of some common norms are provided
by the following lemma.

Lemma 2 (Solutions to dual norm). V& := (x;,i € N) #

0,, € R", the solution to for the case when || - || is:

o (2-norm) |lyllz == /32, 7 is [lell3 =
achieved at y* = +a/||x||2;

o (00-norm) ||yl = maxien |yil is |z||2 = ||=
is achieved at y* = tsign(x);

o (Lnorm) |lylly == 350 lyal is [|l2|? = ll]loe, which is
achieved at y* = te;, with iy, ‘= argmax;cy |

llz||2, which is

1» which

Proof. See the Appendix O
In fact, deriving the objective function of is simply a
matter of applying Lemma [2] to the inner most optimization
problem in (18) such that closed-form optimal solutions are
obtained under different types of norm bounds on .

Theorem 1 (Closed-form solution to the inner most prob-
lem in (18)). Consider the inner most problem in (18), i.e.,

(R*%Vci(t))T wl. Q1)

max
{uo ER™

If the norm constraint on uq is:

o (2-norm) ||ugl|2 < p, then the maximum value of is

p
NG

achieved at u}(i,t)

p
NG

= +pR*Vei(t) /| R Ve ()2
o (00-norm) ||ug|leo < p, then the maximum value of is

1 D
R’EVci(t)HQ Q)

R*%Vci(t)H2 =

p
NG

achieved at u}(i,t)

1 D
R75Vew)| . @3

_1 P
R Vz-tH .

= tpsign(R™ Ve, (t));
o (1-norm) ||ugl|1 < p, then the maximum value of is

2~ rtven| =2 R*%Vc(t)HD (24)
\/E 7 I . \/771 (2 1 9
achieved at U (z t)y = tpe;, with iy =

arg max;en el R™ Ve ®)]-

Proof. Besides the trivial effect from the scale factor 1/,/7;
and p on the optimal value, the results follow directly from
the same argument as in the proof of Lemma [2] by setting
x=R" 2Vcl()andy—uo O

Theorem [I] allows us to simplify into with the
explicit expression of the dual norm being provided by (22),
(23), and (24), respectively, for the case when the constraint
on ug is enforced through 2-norm, oco-norm, and 1-norm,
respectively.

Now, it is easy to see that the framework of Algorithm
results from (19). Basically, we simply evaluate its objective
function for any : € N and ¢t € T := {dt,..., Not} under the
chosen length 6t > 0 and number N > 0 of time steps. This
yields a n by NN table from which we can easily read off the
value of the worst-case frequency nadir and (i*,t*) leading
to that value. We highlight that this procedure can be done
efficiently in that the dual norm required in is cheap to
compute with its closed-from expression provided by Theo-
rem (I| under common norm constraints on wg. Once (i*,t*)
is determined, we can easily identify the power disturbances
leading to that severest scenario as u{(i*,t*) whose explicit
form is provided by Theorem || as well.
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IV. WORST-CASE FREQUENCY NADIR OF POWER
NETWORKS WITH HOMOGENEOUS GENERATION UNITS

In general, even under the proportionality assumption, it
is difficult to provide an analytical form for the worst-case
frequency nadir. Therefore, in this section, we focus on the
case with homogeneous generation units. That is, we assume
R = I,,, which implies that m; = m and d; = d, Vi € N, if
the representative generation unit is given by (7). This type of
network serves as an interesting example to illustrate different
phenomena that can occur in power systems with various
connectivity. The next lemma is helpful for the analysis.

Lemma 3 (Expressions of % (t)). Under Assumption|l| if the
power network in Fig. I\ has its representative generation unit
given by (), then

ha(t) = % (1 _ e—%t) (25)

and hy(t), Vk € N\ {1}, falls into one of the three forms
depending on the value of damping ratio &:

sin<wnk,/1 —g,%t) if 0< & <1,

e~ SkwWnkt

mwniy/1— &
1

hi(t)={ —e i if G =1,
e—ﬁkwnkt(ewnk\/ﬁi—lt_e—wnk\/fi—lt)
if & > 1,
2mwni/E; — 1 Sk
with
Ak d

Wnk =1\ — and = . 26
k - &k s om (26)
Proof. See the Appendix O

Consider an arbitrary Laplacian matrix of the network
Ly € R™*™, For the case R = I,,, we have L = Ly by (11).
From the definition of eigenvalues of L, i.e., Lvy = A\yvg,
it is easy to see that, if all weights of Ly are scaled by
some 3 > 0, the eigenvalues of L will also be scaled by
ﬁ since (51—/)’01c = ﬁ(L’Uk) = B(Akvk) = (ﬁ)\k)vk. This
indicates that, for the same network topology, larger weights
of Ly yield larger A;. Lemma [3| suggests that the particular
form of each hy(t) depends on the value of damping ratio &
which is determined by Ay via . Thus, even for the same
network topology, the worst-case frequency nadir could vary
significantly due to the changes in hg(t).

A. Power Networks with Strong Connectivity

Here we show that if weights of Ly are large enough, then
the worst-case frequency nadir under power disturbances with
a given 2-norm bound occurs when the disturbance is evenly
injected at all buses. Interestingly, this result holds for all
network topologies.

Theorem 2 (Worstness of even disturbances in networks
with strong connectivity). Under Assumption|l|with R = I,
(n > 2) and the representative generation unit given by (7), if

Ao > (n—0.75)d?*/m, (27)

then, under the 2-norm constraint on power disturbances,
ie., < p, the worst-case frequency nadir is p/ (dv/n),
achieved at uy = +pl, /\/n.

Proof. We prove the result by first showing that the frequency
nadir on an arbitrary bus has the upper bound p/ (dy/n) when
holds and then showing that this upper bound can be
achieved at ug = +pl,/v/n.

First note that the condition actually implies that,

Vk>1, M\ > (n—0.75)d*/m>025d*/m,  (28)

where the first inequality is due to the fact that Ay is the
second smallest eigenvalue of L and the second inequality
holds if there is more than one bus in the network. Then, a
simple calculation shows that is equivalent to

d
2\/ /\km .
Thus, by the definition of damping ratio & in (26),

ensures that, V& > 1, 0 < &, < 1, which allows us to bound
|hi(t)], Vk > 1, as follows:

VE>1, 1> (29)

(1)
® e*&'kwnkt @ e QW t
< - =
mwni/1 — & m ™ 1 d 2
m 2V Akm
— gt @ e_ﬁt e_zit

, (30)

= <

\/)\km—dff \/(n—0.75) %m—% d\/n— 1
where (D uses the expression of |k (¢)| for the case when 0 <
& < 1 provided by Lemma [3| and the fact that |sin(-)| < 1,
@ uses the definitions of wy}, and & in in Lemmal 3l and
® uses the first inequality in

We are ready to bound the frequency nadir on an arbitrary

bus under the 2-norm constraint, whose expression can be
obtained from (19) and (22) as:

max
t>0

R™HVe,(t) | =max p || Ve (1)l =max p ei(8)],

NG

where the first equality uses the assumption R = I,, and
the secondary equality uses the unitary invariance property of
2-norm. Recall that ¢;(t) := (vgihk(t),k € N) € R™. The
frequency nadir on bus 4, Vi € N, can be bounded as follows:

max p e (1)l

Z Uz,ihi(t)
k=1

= max
t>0 P

@ 1\%1 g it
< — | = — mt
= e (ﬁ) 7 (1= ) +Z“’“ d\/m

p | 1—2e mt e mt e wt (S,
max = E v
t>0 d n n —1 = ki

2 12
= max vy h
e PrlV1,i i(

t) + Z vi ;hi(t)
k=2

23rd Power Systems Computation Conference

Paris, France — June 4 — 7, 2024

PSCC 2024




d 2d d
p |1—2 mtqe mt e mt

- ()]

€29

d 2d
=—"— max \/1 —e mbtfe"mt,

In D, the expression of v; in for the case when R = 1I,,,
ie., v1 = 1,/+/n, the expression of hy(t) in in Lemmal3]
and the bound for |hy(t)] in areused. In @, >")'_, v, is
the squared 2-norm of the ith row of V. In @), v; = 1n/\/ﬁ
is used again.

Now, the problem of finding an upper bound for frequency
nadir on an arbitrary bus turns into the problem . It is
trivial to see that —1 = —1 + 0 < —e~mt L e~ mt < 0,
Vt > 0, which implies that

2

OS\/l—e’Tit—i—e*HtSl,

Thus, we have

(32)

Substituting to yields the following upper bound
for frequency nadir on an arbitrary bus: max;sg p|c;(t)]], <
p/ (dy/n).

Finally, we show that this upper bound can be achieved by
uy = +pl,,/v/n = +pvy. From (12), it is easy to see that,
for ug = +pv; and R =1, we have oy = +p and oy, = 0,
Vk € N\ {1}. Thus, by Lemma [I| and (25), we have
1,

v
Clearly, all buses in exhibit the same behavior whose
magnitude of frequency deviation monotonically increases on
t > 0. Thus, the frequency nadir on each bus is |w;(c0)| =
p/ (dy/n), which equals the upper bound shown above. [J

w(t) = L£phi(t)v1 = ig (1 _ 67#) 33)

Remark 2 (Heterogeneous power network with strong
connectivity). For power networks with heterogeneous gener-
ation units, some conclusions can still be drawn by analyzing
perturbations from the proportional case [18, Section VI-
A]. For example, although one cannot give a clean lower
bound on \s of L like to characterize the strong enough
connectivity ensuring that the worst-case frequency nadir
occurs when the disturbance is evenly injected at all buses,
it is found that all buses tend to respond in the same way as
the scaled representative generation unit when heterogeneous
power network connectivity grows [|18, Section VI-A]. This
allows us to show that, as Ay — 00 in heterogeneous
power networks, the worst-case frequency nadir under the 2-
norm constraint on power disturbances is (p\/n)/(d > i),
achieved at ug +pl,,/\/n, which is a counterpart to
Theorem 2

B. Power Networks with Weaker Connectivity

In power networks where the condition does not
hold, the analysis of the worst-case frequency nadir becomes
intractable. Therefore, we provide some intuitive discussions
on what happens in power networks with weaker connectivity
instead. If we consider the “extreme” case where weights of
Ly are sufficiently small to the extent that they can be deemed
as 0, we end up with a power network composed of isolated
buses. Clearly, the worst-case frequency nadir, in this case,
happens when the allowed power disturbance is injected at any
single bus, with a value of p/d, since the frequency dynamics
on that particular bus is exactly phi(t) given in (23).

Of course, in practice, networks have “intermediate” con-
nectivity. This is where the worst-case disturbance is neither
concentrated at a single bus nor spread out to all buses,
which, however, can be efficiently solved by our proposed
Algorithm [T]

V. NUMERICAL ILLUSTRATIONS

In this section, we provide numerical validation for the
performance of our proposed worst-case frequency nadir com-
putation algorithm on two standard benchmarks.

A. Case Study: 50-Generator Dynamic Test Case

We first test our algorithm on a power network with 50
generation units, modified from the 50-generator dynamic test
case available in the Power Systems Toolbox [27]]. The inertia
coefficients m; of the generation units and the Laplacian
elements Lp ;; of the power network are obtained from the
dataset via standard calculations with minor modifications to
m;. Then, we define the representative generation inertia as
the mean of m;, ie., m = (Zyﬂ m;)/IN| = 559.69s,
where |N| = 50. Accordingly, the proportionality parameters
are given by 7; := m;/m, Vi € N. Given that the values
of damping coefficients are not provided by the dataset, we
set d; = r;d with the representative generation unit damping
d = 2044.52 p.u. [

In the simulation, we implement Algorithm [I] developed in
Section [[TI-B] Specifically, we consider a 2-norm constraint on
power disturbances with p = 0.5, i.e., ||uo|l2 < 0.5. With the
time steps chosen as dt = 0.01s and N = 100, Algorithm [1]
takes around 0.7 s in Matlab on MacBook Pro personal laptop
to identify the power disturbances ug shown in Fig. @Which
will produce the worst-case frequency nadir.

It is instructive to compare the worst-case disturbance wug
and the ‘“average-case” disturbance u( in this network, as
shown in Fig. where @ is obtained by sampling random
disturbances with |2 = 0.5[] Fig. confirms that the
frequency nadir triggered by the worst-case disturbance is
much larger than the one seen in an average case. In addition,
it is not obvious why bus 17 has the worst-case frequency nadir
since it is neither the point with the weakest connectivity (bus

6 All per unit values are on the system base, where the system power base
is Sp = 100 MVA and the nominal system frequency is Fp = 50 Hz.

"This is done by first drawing each element of ¢ from the standard normal
distribution and then scaling the vector to have the desired 2-norm.
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(a) Power disturbances, where a larger edge length reflects weaker connec-
tivity and a smaller node size denotes lower inertia
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(b) Frequency deviations, where the legends provide the index of the bus with
the maximum frequency nadir in each case

Fig. 3. Comparison between the worst and a random allocation of power
disturbances within a given 2-norm bound as well as the resultant frequency
deviations in a power network with 50 generation units.

13) nor the point with the lowest inertia (bus 10). This shows
that explicitly computing the frequency behaviors is useful.

B. Case Study: 2000-Bus Great Britain Network

We also test our algorithm on a power network with
394 generation units, based on the 2000-bus Great Britain
network taken from the Power Systems Test Case Archive. The
Laplacian elements Lg ;; of the power network are obtained
from the dataset via standard calculations. Since inertia and
damping information are not contained in the original dataset,
we draw m; uniformly at random from (0, 1000)s, yielding
m = (SN m,) /IN| = 497.18s and 7; := m;/m, Vi € N,
and then we set d; = r;d with the representative generation
unit damping d = 1816.18 p.u.. Other simulation settings are
the same as in Section ie, p =05, 6t = 0.01s, and
N = 100.

For this setting, Algorithm [I| takes around 224 s to identify
that the worst-case u§ will produce the 0.0075 p.u. frequency
nadir, occurring at ¢ = 0.46 s on bus 364, which is confirmed
by the plot of frequency deviations in Fig. f] obtained from
the dynamic simulation.

VI. CONCLUSIONS AND OUTLOOK

Above all, we have presented an efficient algorithm for
computing the worst-case frequency nadir under a certain norm
bound on power disturbances that the power network should

Worst-Case uj Average-Case

5 =
. 0,01 . 0.01
G bus 364 NS bus 193
3 0.005 cor 13 o005 el
3 3
2 0 =
a -0.005 e -0.005
o o
g g
Q Q
2 -0.01 2 -0.01
g 0 1 2 3 4 58 0 1 2 3 4 5
= Time ¢ (s) A Time ¢ (s)
Fig. 4. Comparison between the frequency deviations in the Great Britain

network under the worst and a random allocation of power disturbances within
a given 2-norm bound. In this particular example, there are two buses (buses
364 and 365) that swing each other in the worst-case.

survive. Compared to the COI frequency, the worst-case
frequency nadir provided by such an algorithm is especially
reliable for providing frequency security assessment to power
grids with increased amount of renewable resources located in
remote areas entering through long transmission lines, which
are known to suffer from oscillations. In addition, we have
demonstrated the impact of network connectivity on the worst-
case frequency nadir in power networks with homogeneous
generation units. Our future research will concentrate on
some important extensions, including analysis of the worst-
case frequency nadir for power networks with intermediate
connectivity and heterogeneous parameters.

APPENDIX
A. Proof of Lemma [I]
First, . is due to (I2) since a (R2V)~lug
VT R~ > u,. Now, substituting D(s) = ug/s to (§) yields

R 2Vdiag (2x(s), k e N) VIR 2uq/s

w(s) =

D R *Vdiag (2k(s),k e N) /s

=RV LG e N 1C) V
S
k=1 k=1
@ Rié akizk(s) (A
k=1 s
— JV) Ry, 34
Z 5 + )\k:go( ) g &9

where (D uses (13), @ uses ey, to plug out the kth column of
V., and ® uses (9). Then, follows directly from taking
inverse Laplace transform to (34). Finally, substituting the

explicit expression of vy in to yields (14).
B. Proof of Lemma

Part of the proof can be found in textbooks. Here, we
provide a complete proof for self-containedness.

For the 2-norm case, by Cauchy-Schwartz inequality [26}
Theorem 5.1.4] and the norm constraint, we have |a:Ty| <

lzll2llyll2 < |lx||l2, where the upper bound is clearly
achieved at y* = /|l since |7 (+x/|z|2)| =
’iw a:’/||a:||2 = ||z||3/llz|]l2 = ||x|2. It is easy to check

that ||ly*||2 = 1.
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For the oo-norm case, we have |z”y| = Y7 ziy| <
Dicy lzillyil < (maxien [yal) 32020 |2l = llyllollzlly <
|lz]|1, where the last inequality uses the norm constraint.
This upper bound is achieved at y* = =sign(x) since
| (£sign(z))| = |xaTsign(z)| = |xTsign(z)]
oy l@i| =:||2|1. It is easy to check that ||y*||oo = 1.

For the 1-norm case, we have |z”y| S iyl
S fnllu] < (maien i) Sy il = @ loolly
|l]|oo, Where the last inequality uses the norm constraint.
This upper bound is achieved at y* = +e; with iy,
arg max;en |z;| since |x7(+e;, )| = |zTe;,| = |2i,| =
max;en |Z;| =: ||@]|co- It is easy to check that ||y*||; = 1.

ANVA

C. Proof of Lemma
Substituting (7) to yields

“Mamra)y el )}

= }, vk >1,

ha(t)

1
—1
hi(t) {m (82 + 2&pwnks + w2,)

with the natural frequency wy; and damping ratio & defined
by (26). Note that the explicit expression of hg(t), Vk > 1,
depends on the value of damping ratio & as follows:

1) Under damped case (0 < & < 1):
1 1 Wnk\/ 1- 5}%
hi(t) =2 2 2, 2 2y (
mwnk/1=&; (s+&kwnk) +wi, (1-&7)
2) Critically damped case (§; = 1):
1 1
hk(t):f’l ——
m (s + wnk)
3) Over damped case (& > 1):

1 1 1
hi(t)=2"" -
£(®) {m(01,k—02,k)<8+02,k 3+Ul,k>}

= wn7k(§k+\/§,%771> and oo; =
wnk (&= VE-1).

Therefore, the results follow directly from the standard inverse
Laplace transform formulas.

with 01,k
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