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Abstract. We provide detailed local descriptions of stable polynomials in terms of
their homogeneous decompositions, Puiseux expansions, and transfer function realizations.
We use this theory to first prove that bounded rational functions on the polydisk possess
nontangential limits at every boundary point. We relate higher nontangential regularity
and distinguished boundary behavior of bounded rational functions to geometric proper-
ties of the zero sets of stable polynomials via our local descriptions. For a fixed stable
polynomial p, we analyze the ideal of numerators ¢ such that ¢/p is bounded on the
bi-upper half-plane. We completely characterize this ideal in several geometrically inter-
esting situations including smooth points, double points, and ordinary multiple points
of p. Finally, we analyze integrability properties of bounded rational functions and their
derivatives on the bidisk.
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1. Introduction. A multivariate stable polynomial p € Clz1,...,24] is a

polynomial that does not vanish on a specified domain 2 C C¢. We generally
take £2 to be the product H? of upper half-planes, where

H:={z € C:Im(z) > 0},
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or the conformally-equivalent polydisk D? with
D:={z€C:|z| <1}

Historically, the term “stable polynomial” may have arisen in the context
of stability of linear time-invariant systems studied by Routh and indepen-
dently by Hurwitz. Within the past few decades however, multivariate stable
polynomials have emerged as critical tools for studying phenomena in fields
including complex analysis, probability theory, control theory, electrical engi-
neering, combinatorics, and dynamical systems; see |17} 21} 24} 27,35, |37}50].
Some notable highlights include work of Brandén and Borcea |14} [15] clas-
sifying operators preserving stable polynomials with applications to sta-
tistical physics; Kurasov and Sarnak [36] using stable polynomials to re-
solve questions on Fourier quasicrystals; and Marcus, Spielman, and Srivas-
tava |38, |39] using the technique of interlacing families of stable polyno-
mials to resolve major problems in graph theory and analysis. For a vari-
ety of reasons, which include the existence of simple reflection operations
(z — z or z — 1/Z), the strongest results/applications of stable polynomi-
als are known in the settings of H? and D? On the other hand, compar-
atively little is known about stable polynomials on more general domains
in CY.

Recently, the present authors established a variety of results about bound-
ary regularity and integrability of rational functions. Along the way a number
of ad hoc results about the local behavior of stable polynomials were devel-
oped. We now standardize and significantly extend this local theory of stable
polynomials to create a toolbox powerful enough to address most all of these
previous results, at least one conjecture |11, Conjecture 5.2|, and several
new questions which are posed in Section Our local theory gives precise,
structural information about the homogeneous expansions, Puiseux factor-
izations, and realization formulas of stable polynomials—thus illuminating
exactly how stable polynomials behave on the boundary of their respective
zero-free regions. In addition, we construct stable polynomials with more
exotic boundary zero sets.

We investigate the fundamental numerator criterion question:

e Given a stable polynomial p on {2, for which polynomials ¢ is ¢/p bounded
on {27

In the one-variable setting, the zero set of ¢ must include all of the boundary
zeros of p by the fundamental theorem of algebra. In several variables, a cor-
rect answer requires a detailed analysis of local zero set behavior. We answer
the numerator criterion question for stable polynomials with several types of
zero set behavior at a distinguished boundary zero, including smooth points,
double points, and ordinary multiple points. Below, the Full Numerator Cri-
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terion (Conjecture conjectures a complete characterization of the ideal
of admissible numerators.

The local theory of stable polynomials is used to refine and extend a num-
ber of results from [10H12, |28] to general bounded rational functions. The
properties studied include measures of nontangential polynomial approxima-
tion, geometric constraints on boundary regions that witness singularities,
and LP-integrability of rational functions and their derivatives. The next
two subsections provide more detailed overviews of these two complemen-
tary goals: developing a local theory of stable polynomials and using it to
characterize the structure and regularity of general bounded rational func-
tions.

1.1. Local theory of stable polynomials on H?. The local theory
of stable polynomials is presented in Section 2, where we collect, refine, and
significantly extend results from both [10, |11} 28] and other sources. We note
that Agler, MCCarthy and Stankus [4, |5] studied the local geometry of zero
sets near the boundary of the polydisk. Moreover, in analytic combinatorics
and asymptotics in several variables, various authors (see e.g. |45, |48]) have
also investigated local aspects of stable polynomials.

Our local theory has three main tools: homogeneous expansions, Weier-
strass and Puiseux factorizations, and realization formulas. When possible,
we consider d-variable stable polynomials, but some techniques require the
restriction to d = 2. The d = 2 case is special because we have two tools
at our disposal: Puiseux series and transfer function type realization formu-
las [2]. The latter tool is unavailable in more variables due to the failure of
Andoé’s inequality in three or more variables |40} 49|.

Let p be a stable polynomial (here taken to mean no zeros in H¢) with
p(0,...,0) = 0. Write p = A + iB, where A, B are polynomials with real
coeflicients. Define the reflection p of p by

p(z) = p(2) = A(z) —iB(z).
The reflection operation creates a natural dichotomy in the class of stable
polynomials; each stable p factors as p = p1ps where p; is pure stable meaning
it has no factors in common with p; and p2 is real stable meaning ps = cpo

for some constant ¢ with |¢| = 1. See Section for details.
Our primary result on homogeneous expansions is:

THEOREM (Homogeneous expansions). Assume p € Clz1, ..., z4] has no
zeros in HE. Write p= A+ iB = > Pj=>;(A; +iBj), where P;, A;, B;
are homogeneous polynomials of degree j and Aj, Bj have real coefficients.
Let M be the smallest number with Py Z 0. Then:

(a) Pys has no zeros on HY and there is a unimodular p such that Py has
real coefficients.
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(b) If w = 1 and p is pure stable, then Py = Apnr, Byy1 # 0, and B‘?Mf‘il
maps H? to H.

The condition p = 1 can be arranged by replacing p with up. Our formal
statements are given as Theorem [2.2] and Propositions [2.5] The above
theorem is particularly useful for studying the behavior of p in nontangential
regions near R?, the distinguished boundary of H?. When d = 2, part (b)
implies that the tangents of A and B must interlace in a particular way,
see Proposition We note that part (a) of our Homogeneous Expansion
Theorem was previously obtained in Atiyah—Bott—Garding [8] and discussed
in Pemantle-Wilson [45].

When d = 2, more refined local information about stable polynomials
can also be extracted via their Puiseux factorizations. Our primary theorem
about Puiseux factorizations illustrates the dichotomy between pure and real
stable polynomials:

THEOREM (Puiseux factorizations). Let p have Weierstrass factorization
p = up1---pr near (0,0), where u is a unit and each p; is an irreducible
Weierstrass polynomial in zo of degree M;.

(a) Let p be a pure stable polynomial. Then near (0,0),

k M;
p(z) = ul2) [T I (o + a5 (1) + 2250 (2™,

j=1m=1

where each L is a positive integer, pu; = 2™/ q; € R[2] with ¢;(0) =
0,4;(0) > 0, deg q; < 2L;, and ; is holomorphic near 0 with Tm(1);(0))
> 0.
(b) Let p be a real stable polynomial without monomial factors. Then each
M; is 1 and near (0,0),
k
p(z) = u(z) [ (22 + (21)),
j=1
where each ¢; is holomorphic near 0 with real coefficients, ¢;(0) = 0,
and ¢5(0) > 0.
As complicated as item (a) above looks, a conceptual breakthrough in
the present paper is that for most applications the Puiseux series parts, i.e.
the v, can be forgotten and the most important data consists of

e the even integers 2Lq,...,2L;, called local contact orders,

e the real polynomials ¢1, ..., qx,

e the associated multiplicities M7, ..., M.

The maximum K := max{2Lq,...,2Lx} is called the contact order of p at

(0,0) because it measures how the zero set of a pure stable p, denoted Z,,
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approaches R?. The papers |10, [11] used contact order to quantify regularity
properties of related rational functions.

This data is also reflected in natural perturbations of a pure stable p.
Writing p = A + iB as before, it turns out that A + ¢tB is real stable for
t € R while it is pure stable for ¢t € H. We are able to deduce two key
properties about the family of polynomials A + ¢B. First, for all but finitely
many t € R,

kM

(L1 AE) +tB(E) =uz) [T [T o+ a0 + 20 i),

j=1m=1
using local contact orders and real polynomials from the Puiseux Factor-
ization Theorem. Here v n,(-;t) is analytic at 0 and u(z;t) is a unit. This
shows that the initial segments of the branches of the zero sets of A + tB
agree with both each other and those of Z,, resolving the main problem left
open in [11] (Conjecture 5.2). Second, defining Kyin := min{2L4,...,2Ls},
the universal contact order of p at (0,0), we find that in the homogeneous
expansion of the unit in (1.1)):

u(z;t) =1+ Zuj(z;t),
Jj=1
the polynomials u;(z;t) are affine in ¢ for j < Kyin — 2. These results appear
in Theorems [2.20 and [2.25 and prove critical in our later investigations of
rational function regularity.

In the d = 2 setting, useful global operator-theoretic formulas related
to stable polynomials such as transfer function realizations and determinan-
tal representations have also been established: see Grinshpan, Kaliuzhnyi-
Verbovetskyi, Vinnikov, Woerdeman |22, 23|, Woerdeman [51|, and previous
work by the second author [32] which itself was based on recent work of
Dritschel [19]. Such formulas often encode local information about p. We
provide an overview of some of them in Section but we focus now on a
formula particularly suited to the study of general bounded rational func-
tions ¢/p. Here p is pure stable on H? and we normalize so that |¢/p| < 1
in H2. Let v : D — H be a M&bius map. Then f := yo(g/p) is rational, maps
H? — H, and is what is called a rational Pick function. We show that, up
to conformal equivalence, every rational Pick function satisfies a particularly
simple formula involving a matrix with positive imaginary part (PIP).

THEOREM (PIP realizations). Let f be a nonconstant rational Pick func-
tion on H2. Then there exist conformal self-maps o1, 09 of H with o2(0) = 0
such that for g := o1 0 f o (092,09), there exist

e ccC, a,p €C" for some positive integer n,
e n X n matrices Py, Py satisfying 0 < P, Py < I, and P+ P, =1,
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e an n X n matriz S satisfying Im(S) := 2%(S —S5*)>0

such that

(1.2) g(z) =c+ B (S+ 2P+ 2P) ta forzecH,
and limp o g(it, it) # oo.

Note that the limit limy g g(it,it) exists in H U {co} since g restricted
to the diagonal is a one-variable rational Pick function. Formula is
not valid for all rational Pick functions; Pick functions with certain singular
behavior at oo must be represented with a more complicated formula as in the
Type IV realizations of Agler, Tully-Doyle and Young |7, 43]. In essence, the
conformal maps applied to f are designed to avoid these global complications
which should be unimportant to a local theory.

The PIP realization theorem gives access to boundary singular behavior
of not just p but also to a family of perturbations g+Ap where again |¢/p| < 1.
This is in contrast to our previous results which, while very detailed, focus on
the less general family of perturbations A + ¢tB which are simply multiples
of the perturbations p + Ap (for proper choice of A depending on t—see

Remark .

1.2. Structure and regularity of bounded rational functions.
This paper presents a number of applications of the preceding theory to
the study of rational functions f = ¢/p which are bounded and analytic on
either H? or D?. Often we rescale our functions so that |f| < 1, in which
case f is called a rational Schur function or RSF. While stable polynomials
will always be the denominators of RSFs, stable polynomials are directly
connected to a special class of RSFs called rational inner functions or RIF's
on D¢ (resp. H?). These are rational functions ¢ which are holomorphic on
D¢ (resp. HY) and whose boundary values satisfy |¢(¢)| = 1 for almost ev-
ery ¢ € T¢ (resp. R%). Here, T is the unit circle and T¢ is the distinguished
boundary of D,

An example RIF on D? is

(1.3) P(21, 22) =

RIFs are multivariate analogues of a crucial class of functions called finite
Blaschke products (see Garcia, Mashreghi and Ross [20]), but unlike finite
Blaschke products, RIFs can have boundary singularities as exhibited by
at (1,1). RIFs appear frequently in multivariate function theory in-
vestigations for several reasons. Every bounded analytic function on D¢ can
be approximated locally uniformly by constant multiples of rational inner
functions and so, results about RIFs can sometimes be generalized to all
bounded analytic functions; see |26, |46]. In one and two variables, RIFs
are the canonical solutions to Nevanlinna—Pick interpolation problems and

221Z2—21 — Z9
2—21 — Z9
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serve as essential examples of functions which preserve matrix inequalities,
see |2, 6, 42-44]. RIFs also connect operator theory with systems and control
engineering (see e.g. Kummert [34] and Ball, Sadosky, and Vinnikov [9]).
The study of RIFs is made easier by the fact that there is a simple
description of all RIFs on D% or HY. A theorem of Rudin and Stout adapted
to H? says that every RIF on H is of the form j/p for some pure stable p; see
[46, Chapter 5]—a similar description is possible on D?. A large amount of
prior work has focused on regularity results for RIFs, while the present work
aims for general RSFs where no such simple description is known. Indeed,
our first question is about exactly this lack of a simple description.
Sections are guided by the following questions:

(Q1) Numerator characterization. Given a pure stable polynomial p, for
which polynomials ¢ is ¢/p bounded on H?? (Section

(Q2) Non-tangential regularity. How much nontangential regularity do
bounded rational functions have at singularities on the distinguished
boundary? (Section

(Q3) Horn regions. How does the singular behavior of bounded rational
functions manifest itself on the distinguished boundary (say, on T2
or R%)? (Section @

(Q4) Derivative integrability. Can we determine the LP integrability of the
partial derivatives of bounded rational functions near boundary singu-
larities? (Section [6)

Our first question (Q1) goes to the heart of the theory and seeks a charac-
terization of RSFs. One might naively conjecture that ¢/p would be bounded
on H? if ¢ vanishes to at least the same order as p at the boundary zeros
of p. This condition is necessary but not sufficient. A complete answer re-
quires a detailed local analysis of p at a boundary zero. Let us consider
without loss of generality a zero at (0,0). Since p/p is a rational inner func-
tion, it is clear that if ¢ = fip + fop for some functions fi, fo analytic at
(0,0), we infer that ¢/p is bounded on a neighborhood of (0,0) intersected
with H?. In other words, if ¢ belongs to the ideal generated by p and p in
the ring Ry = C{z1, 22} of convergent power series centered at (0,0), then
q/p is bounded in H? near (0,0). This ideal, denoted (p,p)Ro, leads to a
characterization of numerators in the generic yet simplest case of bound-
ary zeros where p vanishes to order 1. Higher order vanishing makes things
more complicated as will be seen. Nonetheless, we have the following local
characterization, which appears as Theorem

THEOREM 1.1. Let p be a pure stable polynomial on H? and assume
p vanishes to order 1 at (0,0). For any q € Clz1, 22|, the function q/p is
bounded on a neighborhood of (0,0) intersected with H? if and only if ¢ €
(pvp)RO
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The forward and more difficult implication amounts to showing that
boundedness of a rational function ¢/p along certain curves derived from
the Puiseux factorization of p forces ¢ to be in the given ideal: To state our
results for higher order vanishing, we make reference to the Puiseux Factor-
ization Theorem for pure stable polynomials and its notations. Let us call
each zp + ¢;(z1) an initial segment with cutoff 2L; and multiplicity M;. We
are able to identify a large subset of numerators ¢ where ¢/p is bounded
near (0,0) in H? and we also achieve a conceptual reduction of the problem.
Define the following product ideal:

L2Li\ M,
H 22+ q(20), 21 )" Ro.

Here (22 + qj(21), 2219 is the ideal generated by 22 + ¢;j(21) and szj; (22 +
qj(21),2?%9)Mi is the ideal generated by M; products of elements of the
former ideal; and Z is the product of all such ideals. It is worth noting that
7 is generally much larger than (p, p)Ry. Also, define the polynomial
k
l(2) = [ (o2 + aen) +027) ™.
j=1

We say a function is locally H* if it is analytic and bounded on a neigh-
borhood of (0,0) intersected with H?. This is to avoid confusion with the
concept of “locally bounded”.

THEOREM 1.2. Let p be a pure stable polynomial on H? with p(0,0) = 0.
Let f € Clz, z2).

o If f €I, then f/p is locally H™.

o f/p is locally H* if and only if f/[p] is locally H>.

e Suppose p has either a double point, an ordinary multiple point, or repeated
segments (i.e. all q;(z1) are the same). If f/p is locally H*> then f € T.

See Theorems [5.2] From the terminology of the theory of al-
gebraic curves, a double point occurs when p vanishes to order 2 at (0,0)
and an ordinary multiple point occurs when p vanishes to order M and has
M distinct tangents. The first and last items are the basis for the following
general conjecture.

CONJECTURE 1.3 (Full numerator criterion). Let p be a pure stable poly-
nomial on H2. For any f € C|z1, 2], f/p is locally H* if and only if f € T.

After the posting of this paper in September 2021, Conjecture was
confirmed by J. Kollar |33]. While this supersedes the third item of Theorem
(essentially Theorem [5.7), the details of our proof may be of independent
interest.
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The conjecture suggests that, in many cases, the regularity of RSFs
should either mirror (or be better than) that of related RIFs. Our answers
to (Q2)—(Q4) align with that intuition. For example, the investigation of
(Q2) is motivated by the fact that RIFs ¢ possess nontangential limits, de-
noted ¢*(z), at every distinguished boundary point z; see [28]. (Roughly,
saying z — z nontangentially in H¢ means the quantities |z; — ;| and Im(z;)
are all comparable as z = (z1,...,24) = © = (x1,...,24).) The existence of
RSF limits could perhaps a priori be more precarious because their modulus
functions could encode additional singular behavior. This is illustrated by
Figure [1, which displays the modulus of the two-variable bounded rational
function on D?:

(1.4) flo,zg) = A= DD

2—21—2’2

on T? identified with [—7, )2, which is clearly discontinuous at (1,1).

Fig. 1. Modulus of f(z1,22) = 1=D(2=1) o) T2,

2—2z1—2z2

Despite such apparent obstructions, the following is true:
THEOREM 1.4. Iff isa RSFinHY, then f*(x) exists at every point x in R?.

Theorem appears as Theorem Though we direct the reader to
Section [3| for most details, we note that the local theory of stable poly-
nomials also provides insights into higher order regularity. Our Theorem
[3.5] characterizes when a RSF has directional derivatives and Theorem [3.9]
characterizes when it has nontangential polynomial approximations to given
orders at boundary points. Our analysis leads to an interesting new result for
RIFs quantifying the relationships between contact order and nontangential
behavior; namely, if a pure stable polynomial p has universal contact order
K at x, then p/p has a nontangential polynomial approximation of order
K — 2 at z; see Theorem [3.11. This is a partial converse to a key result

Theorem 7.1].



104 K. Bickel et al.

As a complement to nontangential behavior, (Q3) asks about “ultra-
tangential” behavior, namely behavior on the distinguished boundary. For
RIFs, the papers |10, |11] addressed this by showing that if ¢ has a singular-
ity at (0,0), the unimodular level sets {z € R? : ¢(x) = A} for A # ¢*(0,0)
approach (0, 0) inside regions we call horns. A horn is a region with at least
quadratic pinching (see Figure . Section || shows that this result follows
naturally, and more easily, from the Puiseux Factorization Theorem. One
way to interpret this RIF result is that if (x,), is a sequence in R? that
manifests the discontinuity of ¢ at (0,0), namely x,, — (0,0), but (¢(x,))n
converges to some value different from ¢*(0,0), then the sequence (z,,), be-

comes trapped in a union of horns. Our interpretation generalizes to the class
of RSFs.

THEOREM 1.5. Suppose f = q/p is an RSF with p(0,0) = 0. If a sequence
(z,,) C R? satisfies x, — (0,0) and f(x,) — ¢ # £%(0,0), then (x,) is
eventually trapped in a finite union of horns.

Theorem appears as Theorem and follows from a delicate local
analysis of the formula from the PIP Realization Theorem. A T?-horn asso-
ciated to the function f in is given in Figure [2| below. As before, T?
is identified with (—m, 7]2. As f*(1,1) = 0, our theorem shows that every
nonzero level set of this RSF must eventually be caught inside a horn region
along the line y = —x.

3|

= (Z

Fig. 2. A horn region for f(z1,22) % The curves come from level sets with

A =1 (black), A = (1 41i) (blue), and A = (1 — i) (orange).

Our last question (Q4) proposes an alternative measure of regularity on
the distinguished boundary. Derivative integrability encodes singular behav-
ior because it roughly measures the rate at which a function runs through
different values near the singularity. We restrict (Q4) to the bidisk to ensure
a bounded domain of integration—allowing us to study global integrability
of derivatives without added technical difficulties. For an RIF ¢, deriva-
tive integrability is known to be governed by contact order |10, 11]; indeed,
% € LP(T?) if and only if p < %, where K is the maximum contact order
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of ¢ at its singularities on T?. Section @ shows that the partial derivatives of
RSFs possess nice integrability properties:

THEOREM 1.6. Let p be a stable polynomial on D? with finitely many
zeros on T2. Then there is a finite list of numbers p1,...,py € (0,00] such
that for any q € C[z1, 29],

(1.5) sup {p': 0:,(g/p) € LP (T%)}

p’'>
is equal to one of the p; ’s. Moreover, the number M is bounded by an algebraic
characteristic of p.

Theorem appears as Theorem [6.10. Under additional (generic) as-
sumptions on p, in Theorem [6.11 we obtain an exact characterization of
the numbers pi,...,pyr in terms of contact order. For example, when p =
2 — z1 — 29, the list of numbers satisfying for some ¢ is exactly %, 3, 00.

Indeed, the function in (|1.4) has % € LP(T?) if and only if p < 2. Our
exact characterization of py,...,pas relies on results in Section [5] (discussed

earlier), and hence relies on the Puiseux Factorization Theorem.

1.3. Structure of the paper. Section [2/ details our local theory of
stable polynomials, including results on homogeneous expansions, Puiseux
factorizations, and realization formulas. Section [5]investigates the numerator
criterion question while Sections [6] respectively address nontangential
regularity, horn regions at singularities, and derivative integrability for RSFs.
While this introduction provides an overview of key results, the reader should
consult each section for precise definitions, additional results, and a variety
of examples which are not mentioned here.

2. A local theory of stable polynomials

2.1. Some global theory of stable polynomials. We now describe
a dichotomy for stable polynomials already alluded to in the Puiseux factor-
ization theorem. Very roughly, stable polynomials factor into a polynomial
that vanishes very little on the distinguished boundary and a polynomial
that vanishes a lot on the distinguished boundary. We also review some
basic notions of stable polynomials on D¢ compared to H¢.

Recall that the reflection of a polynomial in the context of H? is given
by

p(z) = p(2)
for z € C%. In the context of D¢ the reflection is degree dependent: if p €
Clz1, ..., z4) has multidegree n = (n1,...,nq) (i.e. degree n; in z;) then the

reflection of p is

p(z) =2"p(1/z1,...,1/25) where 2" :=z{".--2)".
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Note that the Cayley transform converts between the two notions of reflec-
tion: f in the D? setting versus p in the H? setting. If p € C[z1, . .., zq], viewed
as a function on D? has multidegree n then we convert to a polynomial in
the setting of H? via

(2.1) Pz)=(1 z’z)”p<1 —|—2'z>

1—1z

= (1 - izl)”l cee (1 — izd)"dp<

where1 = (1,...,1) € C? and we use convenient and temporary component-
wise shorthands. Then

P(z)=(1 —l—iz)"p(l Hz) -1 —iz)”ﬁ(l Hz)

14z 14z
1—idz1 71—z

1—iz 1—iz

shows a direct correspondence between the notions of reflection. It is straight-
forward to check that if p € C[zy, ..., z4] has no zeros in D9, then ¢ = p/p
is a rational inner function on D¢. Namely, |¢| < 1 in D? and |¢| = 1 on
T? outside the zero set of p. (This is obvious if p has no zeros on D4 by the
maximum principle; otherwise one can examine p(rz) as r " 1.) This type
of homothety is unavailable in H so Cayley transform is the easiest way to
see that if p € Clzy,...,24] has no zeros in H? then p/p is a rational inner
function on H.

Let us now review a basic dichotomy of stable polynomials. Any p €
Clz1, .. ., z4] with no zeros in D? can be factored into p = p1ps where p; has
no factors in common with p; and po is a constant multiple of py. Indeed,
writing p = p1p2 and p = q1ps where p; and ¢; have no common factors we
see that py has no zeros in D?U{z € C : |2| > 1}%. The rest follows from the
next standard lemma.

LEMMA 2.1. Anyq € Clz1, ..., zq) with no zeros inD*U{z € C: |z| > 1}4
15 a multiple of q.

Proof. Note that for any 7 € T¢, the one-variable function f(z) := q(27)
only has zeros on T implying f is a multiple of f and therefore ] f /fl =1
But 7" f(z) = G(z) so that ¢ = §/q attains modulus 1 inside D?. Now ¢ is
rational inner and therefore, by the maximum principle, the function ¢ must
be constant and unimodular. =

Note that all polynomial factors of ¢ in the lemma satisfy the same hy-
pothesis and conclusion as the lemma.

The following terminology is borrowed from [4|. We shall call polynomials
of the type p1 atoral stable. Atoral stable polynomials arise as the denomi-
nators of rational inner functions. Polynomials of the type py are called toral
stable. These arise as defining polynomials for unimodular level sets of ra-
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Table 1. Dichotomies of stable polynomials

Nonvanishing . No factors in common  All factors multiples
. Reflection . . . .
region with reflection of their reflection
D¢ D atoral stable toral stable
H4 D pure stable real stable

tional inner functions. Namely, given a nonconstant rational inner function
¢ =2p/p (« € N?) and pu € T, the set

{2 eCl:g(2) = )
can be described by {z € C?: 295(z) — up(z) = 0} if we ignore zeros of p.
Note that z®p — up is toral stable because it is nonvanishing in D? (as a
limit of 2%p — wp for w — p with |w| \ 1) and is a constant multiple of its
reflection.

In the upper half-plane setting we have a dichotomy analogous to atoral
versus toral. For p € C[zy, ..., z4] with no zeros in H? we can factor p = pips
where p; has no factors in common with p; and po is a constant multiple
of pa. As above, py will have no zeros in H? U (—=H)? and this property
alone implies ps is a multiple of ps. So, every factor of po is a multiple
of its reflection. We can then arrange for ps and all of its factors to have
real coefficients by transferring a constant over to p;. We shall call p; type
polynomials pure stable and type po polynomials real stable. “Pure stable” is
not common parlance. Real stable refers to the fact that in one-variable a
real stable polynomial has all of its roots on the real axis. We end this section
with remarks about homogeneous polynomials and distinguished boundary
zero sets for stable polynomials in two variables.

A homogeneous polynomial P € Clz,...,24 with no zeros in H¢ is
automatically real stable since P(—z) is a multiple of P. If d = 2, then such
a homogeneous polynomial factors as

M
P(z1, 29) H a;z1 + bjz2)

with ¢ € C, a;,b; € R. Note az; +b22 is nonvanishing in H? if and only if a, b
have the same sign, so we can further arrange a;,b; > 0 for all j by absorbing
sign changes into ¢. Thus, P is a multiple of a homogeneous polynomial in
R4 [21, 22], the polynomials with nonnegative coefficients.

In two variables, atoral (resp. pure) stable polynomials have finitely many
zeros on T? (resp. R?) which follows from Bézout’s theorem since zeros on
T? are zeros in common with p. In the pure stable case one should keep in
mind that there can be common zeros on (R x {oo})U ({oo} x R)U{ (o0, 00)}
(e.g. p vanishes at (0o, 00) if 2" 25%p(1/21,1/22) vanishes at (0,0)). Toral
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stable and real stable polynomials in two variables have curves of zeros on
the distinguished boundaries T? (resp. R?) and no isolated zeros. Later on we
present a local parametrization theorem for real stable polynomials, Theorem
which states that locally the zero set of a real stable polynomial on R?
is a union of smooth curves. Of course away from finitely many singularities
the zero set will locally consist of a single smooth curve.

2.2. Homogeneous expansions. We now discuss the Homogeneous
Expansion Theorem from the introduction in Theorem [2.2] and Propositions
2.5 and 2.7

THEOREM 2.2. Supposep € Clz1,. .., zq] has no zeros in A and p(0) = 0.
We may decompose p into homogeneous polynomials

p(z) = Pj(2)
j=M

where P; € Clz1,...,2q] is homogeneous of degree j, Py # 0, and n =
ni+ - -+ ng is the total degree of p. Then Py has no zeros in H® and by
homogeneity Py is necessarily real stable. In particular, there exists p € T
such that pPyr € Rz1,. .., z4].

Theorem follows from work in Atiyah, Bott and Géarding [8, Lemma
3.42] but as discussed in |45, Proposition 11.1.6] it directly follows from
Hurwitz’s theorem applied to

EXAMPLE 2.3. The polynomial p(z1, 29) = 4 — 321 — 322 + 2229 + 2123,
taken from |11, Example 7.1], has no zeros on D?. Conformal mapping yields

1472 1472
P(zl,ZQ):(1—iz1)2(1—iz2)2p< + 121 +2z2>

1-— iZl ’ 1-— iZQ
= —4(22 + 42z + 22 — 22322 — diz (21 + %)),

which has no zeros in H?2. The bottom homogeneous term
—4(25 + 4212+ 27) = —4(z2 + (2 + V3)z1) (22 + (2 — V3)21)

evidently has no zeros in H? and has real coefficients. We return to this

example in Examples [2.9) and O

When p € Clz,...,24] is pure stable its homogeneous expansion has
additional structure. The real and imaginary parts (via coefficients) of p are

A:=3(p+p) and B:=5(p—p)
so that A, B € R[z1,...,24] and p= A+ iB.
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REMARK 2.4. Notice that A +¢B is real stable for ¢ € R since A+t¢B =
(1 —it)p+ (1+it)p) = 0 exactly when p/p = — L‘LZ which happens to be a
point on T. Since p/p is a nontrivial RIF this can only occur outside of H.

Similarly, B is also real stable.

PROPOSITION 2.5. Suppose p € C[z1,. .., zq4] is a pure stable polynomial
and p(0) = 0. Write the homogeneous expansion of p =~y Pj. By The-
orem we may replace p with a unimodular multiple so that Py = Pyy €
R(z1,...,24]). Then the lowest order homogeneous term of A equals Py; and
B wvanishes to order exactly M + 1.

Proof. We have arranged for the lowest order homogeneous term of p to
have real coefficients so we must have Ay = Py; and Byy = 0. Assuming p
and p have no common factors implies ¢ = p/p is nonconstant and |¢| < 1
inside H?. Set 7 = (1,...,1). This implies ¢ — p(¢7) has at least one root in
the lower half-plane, as otherwise it would have all zeros real and p(¢7)/p(¢T)
would be constant and unimodular. Now,

p(¢7) = A (T)CM + (Anrsa (1) + iBara (1) -
= Ay ()M + (a+ib)¢+-- )

where a + ib = (Apr41(7) + iBar41(7))/An (7). On the other hand, if we
factor p((7) as

p(¢r) = An(r)CM H(l + a;()

= A (14 (Y ag )+ )

where a; are in the closed lower half-plane we see that a +ib =) ;0. But
at least one a; must be in the open lower half-plane so b # 0 and hence

Baryi(7) #0. =

REMARK 2.6. The above proposition has implications for the geometry
of unimodular level sets of rational inner functions. The unimodular level
sets of ¢ = p/p are given by A+ tB =0 for t € R or B = 0 (corresponding
to t = 00). Indeed, for p € T, the zero set p — up = 0 is the same as
Al —p) —iB(1 + p) :OorA+tB:Ofort:iZ—ﬂ € R when p # 1
and B = 0 for p = 1. Therefore, the polynomials defining the unimodular
level sets of ¢ all have initial homogeneous term Aj;, with the exception of
the level set B = 0 which has initial homogeneous term Bjs41 of one degree
higher. In two variables, this has the more direct geometric interpretation
that all of the unimodular level curves with the exception of B = 0 have the

same set of tangents, namely the factors of Aj,.
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The next proposition refines the relationship between Ap; and Bpsi1.
Note that A/B = z}ﬂf;p maps H? into H.

PROPOSITION 2.7. With the setup of the previous proposition, let A,
Byri1 be the lowest order homogeneous terms of A, B. Then Apy/Bpry1 is

a Pick function, i.e.
Im( Aum > >0 in H.
M+1

Proof. Since B has no zeros in H¢ B M4+1 has no zeros in H<. Since A/B
is a Pick function we can let ¢ > 0 and z € H% and consider

At2)\ _ [ Au() +tAun () + o
0§t1m<B(tZ)> =1 <BM+1(Z)+tBM+2(Z)+-.,>'

Let ¢t — 0 to see that Ap;/Bpr4+1 is a Pick function. =

In two variables this has the more geometric interpretation that the tan-
gents of Ajs interlace the tangents of Bjsy1. The following proposition en-
codes that fact and introduces an added level of generality. Namely, it con-
siders pairs of homogeneous polynomials, which we still denote Ayr, Bps41,
that could possess monomial factors. We will see in the next section that if
p = A+ iB is pure stable then we can arrange for Ap; to have no factors
of z1 or z3. Hence, the following proposition handles some pairs Apr, Bar+1
that do not originate from a pure stable p.

PROPOSITION 2.8. Write

M—r M+1-s
Ay = azf H (22 +ajz1), Buay1 = bz} H (22 4+ bjz1)
j=1 j=1
where 0 < a1 < - < apy—p, 0 < by < -0 < byg1—s. Set aj = oo for

j=M—-r+1,...,M and bj =00 forj =M +2—s,....,. M +1ifr ors
are nonzero. Suppose Anr/ By is a Pick function. Thenr =s orr+1=3s
and

by <ap <by <---<apy <byyr.

Proof. Suppose first that Aps, Byr41 have no factors of z;. Then
Ay (21, 22) = aHj]Vil(zg +ajz) for a; > 0 and Bp11(21,22) = b]_[j]\f{l(zz +
b;jz1) for b; > 0 because Aps and Bps41 and all of their (linear) factors are
real stable. Then

Apy(l,z2)  a Hj\/ll 22 + aj)
Buii(l,22) b T4 (22 + b))

29 —r

is a one-variable real rational Pick function. By |11, Lemma 6.5], the zeros (or
rather their negatives) must interlace. Namely, if we write 0 < a3 < -+ < ayy,
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0<by <---<bpyy1 then
b1 <aip <by <---<ay < byt

Lemma 6.5 of [11] also says a/b < 0. If Ay; or Bysy1 has a factor of z1, write
Ay = 2] 3\4—7«7 By = sz?WH_S where A?\/I—WBJb\J—i-l—s have no factors
of z1. For t > 0,

por Aultz2) ey Ay, (t21,22)
B41(tz1, 22) ! B]bw+1_s(t21722)

is still a Pick function and if we send ¢ — 0 we get the Pick function

r—s A?W—T(O’ZZ) r—s

1 b =ci s
BM+1—5(0’ 22)

for some constant c¢. This is only possible if s =r+ 1 or s = r and ¢ < 0.
We view this situation as Ap; having r infinite slopes which then implies
Bpry1 has r or » + 1 infinite slopes. If r = s, A'}V[_r and BLH_T have
M —r and M + 1 — r slopes that interlace as before and the addition of
infinite slopes does not change the interlacing property. If s = r + 1, then
Ay, (1,2)/B5,_.(1,2) is a one-variable Pick function so the M — r roots
of the numerator and denominator interlace. Since the ratio of the leading
coefficients is negative, Lemma 6.5 of |11] states that the smallest slope of
Bijs41 is smaller than the smallest slope of Aps. Thus, the (M — r)th slope of
Bir41 is at most the (M — r)th slope of Aps and the remaining r + 1 infinite
slopes of Bjpsy1 interlace with the remaining 7 infinite slopes of Ay;. m

If p= A+ iB is pure stable with Py; = Ajs, then the above proposition
says that the tangents of Ap; and Bjs41 interlace. Since these are the initial
homogeneous terms of A and B, we can say that their tangents interlace as
also do those of A +tB and B.

EXAMPLE 2.9. Returning to Example [2.3] we have
A= —4(22 4+ 42120+ 27 — 22222) B =4dz125(21 + 2).

So,
Ay Z% + 4z129 + z%

E B z122(21 + 22)

is a Pick function.

EXAMPLE 2.10. The Pick function Ap;/Bpry1 need not be especially
interesting. Consider the polynomial with no zeros on D?,

p(z1,22) =4 — 521 — 229 + 22120 + 3,2% - z%zz — z%zg

(taken from |28, Example 15.3]) converted to the polynomial with no zeros
on H? given by

2 2
P(z1,20) = 21 + 2 — 225 — 62229 — (22 + 2120 — 423 20).
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(A rescaling was also involved.) We have
A1 (mtz) 1
By  —z(z14+2) 2
We return to this example in Examples [2.15, and O

REMARK 2.11. The above properties of lowest order homogeneous terms
transfer to the polydisk via Cayley transform.
Suppose p € Clz1,...,24], p(1,...,1) = 0, and p has multidegree n =
(n1,...,nq). Then
. . 1+ 121 1+ izd
P(z)=(1- M. (1 - d
)= (i) (= s (1

)E(C[zl,...,zd]

has zeros in H¢ if and only if p has zeros in D?; also, P(0) = 0. In order to
compare homogeneous decompositions we write

p(1+z21,...,1+2q9) = ij(z) and P(z)= Z Pj(z).

i>M Jj=M
Since % =1+ 12_1; one can directly check by looking at the lowest order
terms that

Py(z) = 20)Mpp(2).
Thus, if p has no zeros in D?, then pys has no zeros in HY (or (cH)? for any
¢ # 0 by homogeneity). This is how a version of Theorem was originally
stated in [28]. By this correspondence the theorem from [28] directly implies
Theorem [2.2]
The finer properties involving Aps, Byr+1 would be more technical to
state in the context of the polydisk.

2.3. Puiseux expansions. While homogeneous expansions can provide
some useful local information about stable polynomials in two and more
variables, using Puiseux expansions we can give a nearly complete local de-
scription of stable polynomials in two variables. Given p € Clz1, z2] with no
zeros in H?, p(0,0) = 0, we can factor it as

p=27"z5%upy -+ pN
where aq, s are nonnegative integers, u € C{z1, 22} is analytic and non-
vanishing at 0 and p; € C{z1}[22] are monic and irreducible in 2z, with
coefficients in the ring of convergent power series C{z;} that vanish at 0
(i.e. irreducible Weierstrass polynomials). Note that C{z1, zo}, C{21} denote
rings of convergent power series.

By Puiseux’s theorem each p; formally factors into

m
[Tz = g(u"2"™))

k=1



Stable polynomials and bounded rational functions 113

for g € C{z1}, g(0) = 0, and p = e*™/™ (see |47, Theorems 3.5.1, 3.5.2]).
Alternatively, the zero set of p; near (0,0) is parametrized by the map

te (1", g(t))
defined for ¢ in a neighborhood of 0 € C. Notice that since p has no zeros
in H2, the above map has the property that it is injective and maps into

C2\ H2. The following theorem derived from [28] gives a detailed description
of the possible g € C{z}.

THEOREM 2.12. Let g € C{z}, g # 0, g(0) = 0, and assume t
(t™, g(t)) is injective into C? \ H2. Then ¢(t) := —g(t) is of one of the
following two forms.

o Pure stable type:
() = q(t™) + 12" 1)
where

o L 1s a positive integer,
o q € R[t], where ¢(0) =0, ¢’(0) > 0, degq < 2L,
o 1 € C{t} with Im(0) > 0.
If m > 1 then v is not of the form ¢ (t) = h(t™) for h € C{t}.
e Real stable type: m = 1, ¢ € R{t} (analytic with real coefficients) and
¢(0) = 0,4'(0) > 0.

We shall also say the associated Weierstrass polynomial is of pure stable
type or real stable type depending on the type of the underlying function ¢ in
its Puiseux expansion. Using the above description, a Weierstrass polynomial
of pure stable type is of the form

m
1
(2.2) [T+ alz1) + 22 (u ™)
n=1
where u = exp(2mi/m).

An interesting paper with some antecedents of this theorem is [48| (see

Sections 3-4).

Discussion of the proof of Theorem[2.14 This theorem is actually a cor-
rection, a refinement, and a rephrasing of [28, Lemma C.3|, which states that
if ¢ is analytic in a neighborhood of 0 € C with ¢(0) = 0, and t + (t*, ¢(t))
is injective into C? \ H?, then ¢ has the form

M 00
$(t) = at* + ot N it
j=1

j=2kL+1

where a; < 0,a9,...,ap; € R, and Argb € (m,27). A minor correction to
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this statement is that there is also the case that ¢ is of the form
o0 .

(2.3) o) = at
j=1

where k =1, a1 <0 and a; € R for j = 2,3,.... This does not affect any of
the results in |28| because the real coefficient case was not relevant there. In
any case, the proof given in [28] is essentially correct up to the point where
it proves ¢ is necessarily of the form ¢(t) = at® + higher order with a < 0.
However, at this point there are two cases: either ¢ is of the form

o(t) = at’*

=1

with a; € R for all j, or

M
o(t) = Z a;t’* 4 bt" 4 higher order
j=1
where either b ¢ R or L is not a multiple of & (we allow for M = 1). For this
second case the proof proceeds as written in [28]. For the first case, we must
have k = 1 because we assume t — (t*, ¢(t)) is injective.
Theorem now follows immediately from our corrected Lemma C.3

(with g(¢) in the statement of Theorem [2.12 playing the role of ¢ in the
statement of |28, Lemma C.3]). =

The two types in Theorem are directly related to our global di-
chotomy of stable polynomials from Section If p is pure stable then
locally it can only have irreducible Weierstrass factors of pure stable type—
a real stable factor would imply infinitely many zeros on R2. If p is real
stable then locally it can only have irreducible Weierstrass factors of real
stable type if we ignore monomial factors. Indeed, if we had a pure stable
factor parametrized via ¢ as above then for x > 0, p(z, —(b(xl/m)) = 0. But

Im(¢(z"/™)) = 2*" (Im(4(0)) + O(="/™))

is positive for small > 0. So, p has roots in R x (—H) which we could
perturb to get roots in (—H)2.

The above theorem also shows that real stable polynomials locally factor
into smooth branches near a zero on R? since real stable factors are degree 1
Weierstrass polynomials. This was a main result of |11], but it now follows
directly from Theorem The precise statement follows.

THEOREM 2.13 (Local parametrization of real stable polynomials [11]).
Let p € R[z1, 29] have no zeros in H? and p(0,0) = 0. Assume that p(0,-),
p(-,0) Z0. Then there exist r, R > 0 and ¢1,...,¢n € R{z1} convergent on
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21| <7 with ¢;(0) =0, ¢(0) > 0 such that Z, NR? is described by
J 7 P

N
U {(w1,22) : 22 + ¢j(x1) =0}

j=1
for (x1,x9) € (—r,7) X (—R, R).
The conditions p(0, ), p(+,0) # 0 simply rule out monomial factors which

can only contribute zero sets z;1 = 0 or zo = 0.

EXAMPLE 2.14. Let us again return to Example Now, p(0, z2) = 423
SO we can write

p(z1,22) = —4(1 — 4iz — sz) <z§ +

=u

42’1 1— iZl 212
(. )2 ) + - 1 5 |-
1 —4iz — 225 1 —4iz — 227

Near (0,0) we can factor p/u explicitly into two degree 1 factors of pure
stable type (22 + f1(z))(22 + f2(2)) where

(201 —iz) 4+ /3 — diz — 227)
file) =2 1= dizg — 227

:(2+\/§)zl+i<6+\1/%>z%+---,

(2(1 —i21) — /3 — 4izg — 223)

1 — iz — 222

:(2—\/§)zl+z’<6—\1/0§)

On the other hand, A = 4(23 + 42120 + 27 — 22723) factors

fa(z) ==z

2
zl+...

4z 22
A=4(1-2z0)( 2 !
( 21)(22+1—2z%22+1—2z%
24+ /3 +2z27 2 — /34222
:4(1—2,2%) zz—l—zl—zl 22+21—21
1— 227 1— 227

into two degree 1 factors of real stable type. ¢
EXAMPLE 2.15. Consider again Example [2.10,
P(z1,23) = 21+ 29 — 223 — 62229 — i(22 + 2120 — 423 23);

although it only vanishes to order 1 at (0,0), its pure stable Puiseux factor-
ization still has some complexity to it. Observe that

1—iz — 222
1 — iz — 627 + 4iz}

P(z1,22) = (1 —izy — 627 + 4i2?) <22 + 21
=wu(z2)

= u(2) (22 + 21 + 425 + 2427 + 828 + O(2])).
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Similarly, A(z1, 22) = 21 + 22 — 223 — 62729 has the (trivial) Puiseux factor-

ization
2 427
A(z1,22) = (1 —627) | 22+ 21| 1 + 5
1627

= (1—62)(20 4 21 + 423 + 2427 + 0(2])). ¢

We have the following local parametrization theorem for pure stable poly-
nomials, a direct result of Theorem [2.12 and Puiseux’s theorem.

THEOREM 2.16. Let p € C[z1, 23] be pure stable and vanish to order M
at (0,0). Factor p = upy---pg into a unit uw € C{z1,22} and irreducible
Weierstrass polynomials of pure stable type. We may write each p; as

M;
2L; 1/M;
pi(2) = T (2 ai (1) + 21705 (20 ™™)
m=1
with all of the data associated to a Puiseux expansion of pure stable type from

Theorem .12

The following corollary describes the possible lowest order homogeneous
terms of p.

COROLLARY 2.17. Assume the setup and conclusion of the previous the-
orem. The lowest order homogeneous term of p must be of the form

k
Py = CH(Z’Q -+ ajzl)MJ'
j=1
for a; > 0 and c € C. In particular, if we write p = A+ 1B and multiply p
by a constant to force Pyy = Ay, then Ans has no factors of z1 or ze and
By, the lowest order homogeneous term of B by Proposition 2.5 has at
most one factor of z1 and at most one factor of z.

Proof. Multiplying out p; in Theorem [2.16 we get
pi(2) = (22 + ¢ (0)21)™i + higher order terms,

and multiplying p1, ..., px together we get the desired form for P since the
unit u only affects this up to a constant multiple.

The observation about Ay is evident while the claim about By follows
from Proposition (set » = 0 in that proposition to see that Bps;i1 has
either zero or one factors of z1). m

In particular, if £ = 1 (i.e. we have a single irreducible Weierstrass factor)
then the corresponding algebraic curve has a single tangent line through
(0,0), i.e. the lowest order homogeneous term of p is a power of a linear
polynomial (az; + bze)™. This is more generally true. See |1, Chapter 18],
where this fact (stated in slightly different language) is called the Tangent
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Lemma. Stated contra-positively, if p has more than one tangent at (0,0)
then it is locally reducible—i.e. has more than one irreducible Weierstrass
factor. If p has all distinct tangents at (0,0) (i.e. an ordinary multiple point)
then it is a product of degree 1 Weierstrass polynomials.

2.3.1. Stable polynomials with nontrivial Puiseux expansions. To our
knowledge, the literature contains no examples of stable polynomials with
nontrivial Puiseux expansions. It turns out that there is a way to build such
examples from our local description. We present an example and a theorem
generalizing the example.

ExaMpPLE 2.18. A simple example of a nontrivial pure stable branch is
hz) =z +iz% + c2°/?
where c is a constant. We will see that |c| < v/2 is a convenient assumption.
Concretely, for z = x + iy with 0 < |z| < % and y >0
Tmh(z) 2 y+ 0% =y = Jel o172 2 (1 = |2 + 22 — |el| [/
> 221 = V2 [2|?) > 0.
We can then build the polynomial

5/2

p1(z1,22) = (22—|—21—i—iz%—kczf/Q)(zQ—i—zl—H’z%—czl 225

) = (zp421+i23)% —22)
which has no zeros when 0 < |z1] < 1/2, Imz; > 0, and Imzy > 0. In
particular, p; is nonvanishing on {z : |21 — i/4| < 1/4} x H. The map
o(21) = 155 sends H onto {21 : [21 — /4| < 1/4} so that

p2(21,22) = (1 — 2iz1)°p1(0(21), 22)
= (1—2iz1)((1 — 2i21)%22 + 21(1 — 2i21) +i2])? — 22
has no zeros in H? for |c| < V2. 0
The next theorem gives a lower bound on the imaginary part of Puiseux
branches of pure stable type which lets us generalize this example.
THEOREM 2.19. Let
h(z) = q(z) + 2P (=)

be a branch of pure stable type as in Theorem . Namely, q € R[z] with
degq < 2L, q(0) =0, a := ¢'(0) > 0 and ¢ € C{t} with b := Im(0) > 0.
Assume zY™ has a branch cut in the lower half-plane so that h is analytic
on a domain containing {z : 0 < |z| < € and Imz > 0}. Then there exist
r,c > 0 such that for 0 < |z| <r and Imz > 0 we have

Im h(z) > ¢|z|?F.

In particular, h(z) # 0 for 0 < |z| <r and Imz > 0.
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Proof. Write z = x + iy. Note that Im(27/) = yO(|z|~!) for j > 2 since

-2 =(2—7%) Zf;é 2FzI=1=F_ This implies
Img(z) = ay(1 - O(|z))
for || sufficiently small since q has real coefficients. Note next that Re(z2F) =
2L+ yO(|z|*=1) by directly expanding (z + iy)*~. Then
Im(2*"4p(2'/™)) > (Im 22") Re(46(0)) + bRe(2F) — O(|z[*M1/™)
> ba®t —yO(l2]) — O(|zPHH1/™).
Combining we get
tnh(2) > ay(1 — O(|2)) + ba?E — O(|2PH/m) > cz[2

for some ¢ > 0 when |z| is small enough and y > 0. =

If we choose v above to be a polynomial then the resulting product
m
i1
Pz, 20) = [] (o + al0) + 220w ™)

j=1
with ¢ = exp(2mi/m) will be a polynomial with no zeros in (Do, N H) x H
for r sufficiently small. (One can even choose 1 to be rational and clear
denominators.) Note that p; has no zeros on the domain D, (ir) x H. The
map z — o(z) = 2= D, (ir) = {z : |z —ir| <r}. Then

p2(21,22) = (1 — i21)Vp1(o(21), 22)
is a polynomial for N large enough and has no zeros in H?. Note that since
0(0) = 0, p2 has a nontrivial Puiseux factorization around (0, 0).

2.3.2. Initial segments and contact order. Given a pure stable polyno-
mial p € C[z1, z9] with p(0,0) = 0 with real and imaginary coefficient de-
composition p = A + iB recall that A + tB is real stable for t € R and B
is also real stable (Remark . How do the Puiseux expansions of p and
A + tB compare?

Theorem[2.20 below, which is proven in the next subsection, says that gener-
ically in t there is an exact correspondence between the smooth branches of
A+ tB and the Puiseux branches of p. Basically, p factors locally as

k M;
) [T TT 2 + aiz0) + 250 (2))
j=1m=1
and we prove that A + tB generically in ¢ factors analytically in the same
general way:

k M]
A(z) +tB(z) = u(z;t) H H 2o+ qj(21) + zl Tim(215t)).
j=1m=1
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Furthermore, we can show that 1;,,(0;t) must depend on ¢, so that this
generic expansion is the best possible in the sense that we cannot extend
one of these branches further in a way that is independent of .

In order to state this more precisely, let us say that a real polynomial q €
R[z1] is an order N initial segment of a branch of a two-variable polynomial
p if the branch is of the form z3 + ¢(z1) where ¢(z1) — q(z1) vanishes to order
N or higher. We allow for ¢ to be a Puiseux series or a bona fide analytic
function.

Now, Theorem @ says p has a complete list of initial segments g;
occurring M times with order 2L;. Theorem [2.20 below says the same holds
generically for A+tB and furthermore none of these generic segments can be
extended independently of ¢. Specifically, we cannot write down a “better”
factorization

kM
A(z) +tB(z) = u(zt) [ [] (2 + @5(z0) + 23 m(21:1)).

j=1m=1
with ij > L; for all j and f/j > L; for some j. Here is the formal statement.

THEOREM 2.20. Assume the setup, conclusion, and notations of Theo-
rem 2.16. Set as usual A = (p+p)/2, B = (p — p)/(2i). Then for all but
finitely many t € R we can factor

kM
A(2) +tB(2) = u(z; ) [T [T (22 + a5(21) + 217 @jm (213 1))
j=1m=1
where V;m(21;t) € R{z1}, u(z;t) € C{z1, 22} for each t and u(0;t) # 0.

We can do no better in the sense that we cannot find a pair (j, ), a poly-
nomial q; of degree less than 2L > 2L; and an analytic function 1/1Jm(zl7t)
such that the factor above correspondmg to (j,m) can generically be replaced
with i

- 2L; ~
z9 + q]'(Zl) + 2 ]wj,m(zﬁ t).
where q; — q; vanishes to order at least 2L;.

We prove the above theorem later in this section.

Of particular geometric interest in the above data are the highest order
initial segments. Set K = max {2L1,...,2L;} and for clarity reorder so that
K =211 > --- > 2Lg. The quantity K has a couple of interpretations.

First, K measures asymptotically how closely the zero set of p or p ap-
proaches the distinguished boundary R?. Indeed, for any branch of p, say
the branch

(24) Z2+QJ(21)+21 J%( 7 I/M)_()?
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if we take z; = x € R then on this branch

(2.5) Im 2y = —22L3 (Tm 1;(0) + O(21/M5))

vanishes to the precise order 2L;. This implies that for = close to 0,

(2.6) inf {|Im 29| : p(z, 20) = 0} ~ |z|¥.

Here “~” means bounded above and below by constants. The number K

satisfying is called the contact order of p at (0,0). The notion of contact
order is conformally invariant in the sense that if we use a Cayley transform
from H? to D? sending (0,0) to (1,1) and convert p to an atoral stable
polynomial ¢ then for z; € T close to 1,

(2.7) inf {1 — |2o| : G(21,20) = 0} =~ |1 — 2z1|%.

A main result of [10] connects contact orders to integrability of derivatives
of rational inner functions.

A second interpretation of K is that for any t1,t2 € R outside of some
finite set S of exceptional points, A + t;B and A + t3B have branches,
say z2 + ¢(z1;t1) and 2o + ¢(21;t2), such that ¢(z1;t1) — ¢(z1;t2) vanishes
to order K. Furthermore, K is the largest integer with this property. This
interpretation of K was referred to as the order of contact of p. One can
convert this to a statement about unimodular level sets of rational inner
functions on the bidisk via Cayley transform. These two interpretations of
K, contact order and order of contact, were how this material was originally
approached in |10} [11] and the following fundamental result of [11| can be
established from Theorem by the above discussion.

THEOREM 2.21 (|11, Theorem 3.1]). Order of contact equals contact or-
der.

Theorem [2.20 also constitutes a resolution to [11, Conjecture 5.2] about
the concepts of fine contact order and fine order of contact. Fine contact
order refers to the contact order of an individual branch of the zero set of
p as in where it is shown that an individual branch has contact
order 2L;. The fine contact orders associated to p can be read off from
Theorem [2.16: we have fine contact order 2L; occurring M times for j =
1, ..., k. Fine order of contact refers to the order of vanishing of the difference
of two different (analytic) branches of A + tB. Namely, if zo + ¢(21,¢1) is a
branch of A+t; B and zo+¢(z1; t2) is a branch of A4ty B then the fine order of
contact of these two branches is the order of vanishing of ¢(z1;t1) — ¢(21; t2).
Conjecture 5.2 of [11] stated that one could generically (with respect to t)
group the branches of A+t B and A +t2B so that the fine orders of contact
exactly match the fine contact orders of p. Theorem does exactly this.
The next subsection is occupied with its proof.
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2.3.3. Proof of Theorem , For convenience we will use (z,y) in place
of the variables (z1, z2). Assume the setup of Theorems[2.16 and [2.20. Con-
sider

(2.8) p(z, 2"y — q(z))
where n > 1, ¢ € R[z] and ¢(0) = 0. Let O(n,q;p) be the largest integer
N such that zV divides . Intuitively, O(n,q;p) helps us measure the
presence of ¢(x) as an initial segment of branches of p. It is difficult to tease
out exactly what O(n, ¢; p) is measuring and the key idea that follows is that
it is more fruitful to see how this quantity changes with respect to n.

Note that O(n,q;p) = O(n,q;p) because ¢ has real coefficients. Since
A +tB is a linear combination of p and p, we have

O(n,q; A+tB) > O(n, ¢;p),
O(n,q; A+tB) = 0O(n,q;p) for all t with at most one exception.
Indeed, if we had O(n,q; A+ tB) > O(n,q;p) for t = s, s distinct then
since p is a linear combination of A + s1B, A + s9B we would have ([2.8)
divisible by a higher power of x.

As in the previous section, we say that a branch y+¢; (x) + 2L w(,u;:El/Mj)
has initial segment q € Rlz| of order N if

gj(x) — q(x) + 2?94 (' /M)
vanishes to order N or higher.

(2.9)

LEMMA 2.22. Given q € R[z] with ¢(0) = 0, the quantity
(2.10) O(n+1,¢;p) — O(n,q;p)
counts the number of branches of p such that q is an initial segment of order
n + 1. Similarly,

On+1,¢;A+tB)—0O(n,¢;A+tB)

counts the number of branches of A+tB such that q is an initial segment of
order n + 1.

Proof. Let us look at a single branch y + g;(x) + 22Liq; (/,L;-.lel/Mj) of p.
Now, if ¢ is an initial segment of order n + 1 then
(2.11) gj(x) — q(x) + &L (phat M)
vanishes to order n + 1 or higher. This is only possible if n 41 < 2L; since
1;(0) has nonzero imaginary part. Then

(212) "y — (@) + gj() + 2oy (M)
has largest z-factor "1, while
(2.13) 2"y — (@) + qj(@) + 2y (M)

has largest z-factor z". So, the contribution to (2.10) is 1.
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On the other hand, if vanishes to order s < n + 1 then both
(2.12) and are divisible by x® but no higher power of x, making the
contribution to equal to 0.

The argument for A + tB is easier because its branches are analytic and
have real coeflicients. In particular, there is no “1)” term to worry about. =

As a basic illustration of the lemma we can prove a more precise version of
Theorem [2.21. Suppose as before K = 2L > --- > 2L;. Then O(K, q1;p) >
O(K —1,q1;p) while

(2.14) O(n+1,¢;p) = O(n,q;p)  for any ¢ € R[z] and n > K.

Now for all but at most one t, say t # to, O(K—1,q1; A+tB) = O(K—1,q1;p)
so that for t # tg,

O(K,qi; A+tB) —O(K —1,q; A+ tB) > 0,

which implies that for ¢ # tg, A+ tB has a branch with initial segment ¢; of
order K. This implies the order of contact is at least K. On the other hand,
suppose there exist two values of ¢, say ¢ # t3, and a real polynomial ¢ that
is an initial segment of order K > K of A+ t1B and A +t3B. Then by .
we can say without loss of generality that O(K, q; A+t B) = O(K, ¢; p) and
then

O(K,q;p) = O(K,q; A+ t:B) > O(K — 1,¢; A+ t1B) > O(K — 1,¢;p)
contradicts (2.14).
Conclusion of the proof of Theorem[2.20. With Lemma [2.22in hand the

main issue now is a combinatorial one. We can count occurrences of initial
segments in branches of p and these must agree generically with A + ¢tB but
the maximal initial segments of p can overlap in a variety of ways so we must
perform a type of inclusion-exclusion analysis. Let us write the data from
Theorem @ as triples (g;(x), L;, M;). If we ever have ¢; = ¢j and L; = L;
let us regroup our triple into (g;(x), L;, M; + M;). Do this as many times as
necessary so that we have a list

(Q1(2), K1, N1),..., (Qr(z), Ky, Ny)
with the pairs (Q;, Kj;) all distinct, K;’s nonincreasing, and Z N; = M,
where M is the order of vanishing of p at (0,0).
With all this preparation,

bj := O(2Kj,Qj;p) — O2K; — 1,Q5;p)
equals the number of branches of p with initial segment @); of order 2K;.
Then for all but two values of t, A+4tB has b; branches with initial segment

Qj of order 2K;. Since K1 is maximal, by = Ny. If Q2 is an initial segment
of order 2K5 of @1 then by = Nj 4+ No otherwise by = Ns. In either case
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we deduce that p and hence generically A +¢B has Ny branches with initial
segment Q1 and Ny different branches with initial segment Q5. In general,

bj = Z Nl where
iGSj
S; ={i < j:Qj is an initial segment of Q); of order 2K}.

Since j € S, we have

1<J, ’iESj

and this shows N; can be computed in terms of {Ny,...,Nj_1} U {b;}. By
induction then, N; can be computed entirely in terms of {by,...,b;} with
knowledge of the sets S; above. Now, N; equals the number of branches of p
that have initial segment ); but cannot extend to a longer initial segment
(the v terms in the Puiseux expansion for p block this). Since we can compute
Nj using {b1,...,b;} we see that this statement holds generically for A+tB.
Thus, generically A 4 tB has N; branches with initial segment @); that do
not extend to longer initial segments. This proves Theorem [2.20] u

Notice that each use of b; requires us to potentially avoid two values of ¢
in A+tB. Thus, A+¢B has the structure in Theorem [2.20/for all but at most
2r values of t, where r (see above) is at most k, the number of irreducible
Weierstrass factors of p at (0,0). A simpler yet cruder statement would be
to say that A + tB has the desired factorization for all but 2M values of ¢
since M, the order of vanishing at (0,0), can be read off fairly easily from p
and equals the total number of branches.

2.3.4. Switching variables. Thus far the two variables z1, zo have played
distinct roles. In this section, we prove that when we switch variables in
Theorem [2.16, the cutoff data 2L;,...,2L; are preserved and the initial
segments in zy can be computed from those in z;. In |11, Theorem 4.1]
it was already shown that contact order does not depend on whether we
examine contact order with respect to z; or zs.

In order to state our theorem on switching variables we need to introduce
some notation. Let ¢ € C[z1] be a polynomial with ¢(0) = 0,¢'(0) # 0 and
let L > 1. We define I1,(q) € C[z2] to be the polynomial of degree less than
2L such that

I1(q)(22) — ¢ " (22)

vanishes to order at least 2L. Here ¢! is the analytic functional inverse

of ¢ guaranteed by the inverse function theorem and 5y (q) is just the power
series of ¢~ ! cut off past degree 2L — 1.
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THEOREM 2.23. Assume the setup and conclusion of Theorem[2.16. Then

HH — Iop, (q5)(—22) + 22 (2 ™))

j=1m=1
where v(21, z2) € C{z1, 20} is a unit, 1; € C{z2}, and p; = exp(2mi/M;).

Thus, the cutoffs are all preserved and the initial segments get trans-
formed to —Iar;(q;)(—22)-

Proof. As in Theorem @, let p € Clz1, 22] be a pure stable polyno-
mial. To begin, we explain why the number and degrees of the irreducible
Weierstrass polynomials of p match when we switch variables. An irreducible
Weierstrass polynomial in ze of pure stable type is of the form ,

M
9(2) = [] (2 + @u21) + 240 (w2 ™)).
m=1
Since ¢1(0) = 0,¢;(0) > 0 we see that g(z1,0) vanishes to order M and
therefore this can be factored into a unit v € C{z1, 22} times a Weierstrass
polynomial in zp,
g9(z) = v(2) (21" +a1(z2)2" !+ -+ an(z2)).
This Weierstrass polynomial in z; must be irreducible. If it factored the
resulting irreducible Weierstrass polynomial factors of pure stable type would
be equal to a unit times Weierstrass polynomials in z5 by the same reasoning;
this would contradict irreducibility of g with respect to zo. This proves that
the irreducible Weierstrass polynomial factors in zo of p are unit multiples
of the irreducible Weierstrass polynomial factors in z; of p.
Again using g for an irreducible Weierstrass polynomial of pure stable
type we also have a pure stable type Puiseux factorization with respect to z1,

M
9(2) = v(=2) [] (21 + qalz2) + 25720 (w7 2,™)),
m=1
and we would like to know that L; = Ly and to compute go from ¢;. We
emphasize that ¢ is not the same as in the statement of Theorem [2.23}—since
we are isolating a single irreducible Weierstrass polynomial we think it is safe
to have ¢; and ¢o play new roles strictly during this proof.
Let

$1(t) = —(@ (") + 21 My (8)) and  go(t) = —(q2(t") + 1212 M (1))

and note

$1(t) =t (=q1(0) +---) and  da(t) = t* (~g3(0) +---)
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because ¢1(0) = ¢2(0) = 0 and ¢{(0), ¢5(0) # 0. By these representations,
o1, @2 both have analytic Mth roots near 0:

a(t) = o1 ()M = (=1 (0)) /M +---),
$a(t) = Pa(t) /M = t((=g5(0)) /M + ).
These Mth roots are determined by a choice of Mth root of —g}(0), —g5(0).
Notice ¢%(0) = (—¢;(0))"M, ¢, (0) = (—¢5(0))/M are both nonzero so ¢3, ¢4
have local analytic functional inverses near 0.
Locally g¢’s zero set can be parametrized via the injective maps

tes (M, g3()M) or e (ga(t)M M),

Then (¢3(¢4(t)))™ = tM which implies that ¢3(¢4(t)) is an Mth root of
unity times ¢. Namely, ¢3(t) and ¢4(t) are functional inverses up to a multiple
of an Mth root of unity. Reverting back to ¢; we have

M = ¢1(¢a(t))
and using our formula for ¢; we have
—tM = g (4 ()M) + Ga(t)* M1 (94 (t))
= qi(¢2(1)) + G2(1)* 1 (94 (t))
= qi(¢2(1)) + (—43(0))* 191 (0)*F1 M - O (1 MH)

where the last term is a stand-in for some analytic function vanishing to
order at least 2L1 M + 1. The last equality follows from

d2(t)* b1 (pa(t)) = 211 M (—gh(0) + O(t)) 2 (¥1(0) + O(2))
_ t2L1M(_qé(0))2L1wl (0) 4 O(t2L1M+1)

using initial expansions of ¢, 1, and ¢4.
Expanding the composition with ¢q; we have

0 (=ga(t") = 222 Mo (1)) = 1 (—q2 (")) — 272 g1 (0)92(0) + O M),
which follows from examining ¢; term by term via

(—@2(t") = 252 Ma (1)) = (—g2 (™)) + O(*F2MH),
which holds since g vanishes at 0. We single out the linear term

(i) — M (1) = —go(1) — My (0) + O

to keep track of the contribution of the first nonreal complex term. Altogether

—t" = qi(=ga(t")) = 2721 ¢ (0)42(0) + O(#*F2MHY)

2P (g (0))2H1051(0) + O(PH M)

Recall that 1(0),2(0) € H while ¢}(0),¢5(0) # 0, ¢1,92 € R[t]. In order
for the imaginary coefficients on the right hand side to vanish we must have
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L1 = Ly. Then more simply put
—t" = qi(—q(t")) + 0?1 ).
We can replace s = —tM to see that
s = qi(—qa(—s)) + O(s*").

In words, —g2(—s) is a truncation of the power series for the functional
inverse of ¢; (truncated below order 2L;); namely, —ga(—s) = oz, (q1)(s)—
exactly what we wanted to show. m

2.3.5. Universal contact order. Assume the setup and conclusion of The-
orem [2.16. In [10} [11] contact order, which is the maximum of the cutoffs in
Theorem [2.16,

maX{2L1, ce ,2Lk},

appeared naturally in the study of integrability of derivatives of rational inner
functions. A quantity which is easier to analyze in the context of boundary
regularity of rational inner functions is universal contact order. The universal
contact order of p is the minimum

Kmin = min {2L1, ey 2Lk}

Its geometric content is that all branches of p have this order of contact or
higher with the distinguished boundary. In other terms, generically we can
match up branches of A+ ¢1B and A + t2B so that they all have order of
contact K, or higher.

REMARK 2.24. These interpretations of universal contact order are con-
formally invariant and give a sensible geometric way of defining this concept
for atoral stable polynomials (i.e. the bidisk setting). The explanation par-
allels that of contact order in Section [2.3.2

Recall the factorization from Theorem [2.20,
k M;
(215)  A(z) +tB(2) = u(z ) [] ] (22 + a5(21) + 277 jm(2151)),
j=1m=1
which holds for all but finitely many ¢t € R. Here u(z;t) € R{z1,22} is a

uniquely determined unit for each t but it is not clear how u depends on ¢.
Universal contact order tells us something about this dependence.

THEOREM 2.25. Assume p € Clz1, 23] is pure stable and has universal
contact order Kyin > 2 (an even integer). Write p = A 4+ iB into real and
imaginary (coefficient) polynomials and if necessary, multiply by a constant
so that the lowest homogeneous term Py satisfies Pyy = Apg and the coeffi-
cient of 23" in Ayy is 1. Then, for generic values of t, the local factorization
of A+ tB has the property that in the homogeneous expansion of the
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unit,
u(z;t) =1+ Zuj(z;t),
i>1
the polynomials u;j(z;t) are affine in t for j < Kmin — 2.

This theorem is used later when we study boundary regularity of rational
inner functions. Note that the theorem is vacuous for K, = 2, as it should
be.

Proof of Theorem . Given universal contact order K = Ky, we can
rewrite in a more convenient form where we “forget” some currently
irrelevant information (i.e. portions of initial segments beyond order K):

M
A(2) + B(2) = u(z W (5:8) = u(zs8) [[ (22 + hy(1) + 250 (15).
j=1
Here h; € R[z1] are polynomials with /;(0) = 0, h}(0) > 0, degh; < K and
j(z1;t) € R{z1}. Expanding we have

W(z;t) := Anp(2) + Ryry1(2) + -+ Rk —2(2) + Fuyx-1(25t)

where R; is a degree j homogeneous polynomial and Fj/4 g1 is analytic in
z and vanishes to order at least M + K — 1. The R; have no ¢ dependence
but Fas4x—1 may. Next, we consider the effect on the unit u(z;t) in the fac-
torization (2.15). Write u(z;¢) = 1+ 3,5, u;(z;t) where u; is homogeneous
of degree j in z. Then for fixed z,

A(Az) +tB(Az)

=1+ Nuj(z;t
W (Az;t) ]ZZ; iz 1)

can be viewed as an analytic function of A and because the numerator and de-
nominator vanish to order M the result is analytic and nonzero at 0 whenever
Anr(z) # 0. We can perform division of power series (via solving a triangular
system) to conclude that u;(z;t) is affine with respect to ¢. Indeed,

Api41(2) +tBysa(2) = Ap(2)ui(z;t) + Ry+1(2)

implies

A - R B
wn(5t) = M+1 M+1 DM+l
Ay Ay
and then recursively
un(';t) = A]T}(AMan + tBM+n — (RM+1un71 + -+ RM+n))
is affine with respect tot forn < K —2. =

This concludes our local theory related to Puiseux factorizations.
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2.4. Realization formulas. Our third and final method for analyzing
local behavior of stable polynomials is via transfer function realization for-
mulas. This technique is decidedly “global” and restricted to two dimensions
but can be effectively utilized for local questions. It is difficult to disentangle
this topic from our applications but it has been so important for theorem
discovery and proof that it deserves some discussion here.

Let p € Cl[z1,22] be atoral stable with multidegree n = (n1,n2) and
corresponding rational inner function ¢ = p/p. Then there exists a (1 + |n|)x
(14 |n|) unitary U = [A B] such that

¢(2) = A+ Bzp(I — Dzp) 'C = A+ B(I — z2pD) 2pC

where zp = 21 P + 29(I — P) for some |n| X |n| projection P onto an ni-
dimensional space. Conversely, every such formula produces a rational inner
function. This is easiest to see from the formula

A B 1 o(2)
[0 D] LP(I - DzP)_lC] - [(I - DzP)-lc} ’
By Cramer’s rule and a proper accounting of degrees, one can show that
p(z) = p(0) det(I — Dzp).

Thus, every atoral stable polynomial has a contractive determinantal repre-
sentation of the above form. When |a| = 1, p(z) — ap(z) is toral stable and
has a unitary determinantal representation

p(2) = ap(z) = (p(0) — ap(0)) det(I = Vazp)

where o
Va=D CB
“ + 1—aA
is a unitary for |a] = 1. It is also contractive for |a] < 1 and the above

formulas hold for a@ # 1/A = p(0)/p(0). Since V,, is unitary for o € T, we
also see that D is a rank 1 perturbation of a unitary. This is presented in
[30, Section 9.

One can use a Cayley transform to get determinantal representations of
polynomials with no zeros on H2. If p € C|z1, 22] has no zeros on H? and total
degree n then there exist a constant ¢ € C and n x n matrices Ag, A1, Ao
satisfying Im(Ay), A1, A3 > 0, Ay + Ay = I such that

p(z) = cdet(Ag + A121 + Az2o).

If p is real stable one can refine the representation so that Im(Ap) = 0. For
details and additional discussion in the generic stable case, we refer the reader
to |31, Theorem 3.2|. For details about the real stable refinement, we rec-
ommend consulting [16, Theorem 6.6] and |29, Corollary 1|, with the caveat
that their discussions occur in the language of hyperbolic polynomials. (An
even deeper result of Helton—Vinnikov [25] implies we can take Ag, A1, Ay
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to be real symmetric.) In terms of local theory, the structure of the (pos-
sible) kernel of Ay in relation to the operators A;, Ay can reveal properties of
the zero set of p near (0,0). However, the material in the previous sections
on homogeneous and Puiseux expansions seems more appropriate for un-
derstanding atoral/pure stable polynomials and their associated toral/real
stable perturbations (namely, p — ap in the polydisk setting and A + ¢B in
the upper half-plane setting). More general perturbations, described next,
are closely related to rational noninner Schur functions, and more general
realization formulas are an effective tool for their study.

Consider a nonconstant rational Schur function on D?, namely f = ¢/p,
where p,q € C[z1,22] have no common factors, p has no zeros in D? and
|f(z)] <1 on D?. By Theorem below, Z, N T? C Z, N T? and therefore
any potential toral factors of p would be factors of ¢ and can be divided out.
So, p is necessarily atoral stable. Now, since p(z) +wgq(z) # 0 for z € D? and
w € D we get a more general family of perturbations of stable polynomials
than simply p + wp by considering p + wq. Further interest in perturbations
of stable polynomials comes from a problem studied in [30] of characterizing
the extreme points of real rational Pick functions.

Rational Schur functions on D? possess contractive transfer function re-
alizations. Indeed, by |32, Theorem 1.3|, there is a finite-dimensional Hilbert
space H, a contraction U = [é g] on C&® H, and a projection P on H such

that
(2.16) f(2) = A+ B(I —2pD) '2pC  for z € D?

where zp = 21 P + z3(I — P). Note that not only is U now merely a contrac-
tion, but we also do not have clear control on the (finite) dimension of H. As
we have seen, local behavior is made more apparent in the upper half-plane
setting so we perform a change of variables to f : D? — D to obtain a ra-
tional Pick function g : H? — H. Note that we alter both the domain and
range of f to obtain more natural formulas. Specifically, define a conformal
map v : D — H by

(2.17) v(z) = 21 i_z so that ~ 71 (w) = IwU—T—z
and set
(2.18) gw) =~o f(y (wr),y " (wa)).

PROPOSITION 2.26. Taking g, H,U defined as above, if [ —U is invertible,
then g satisfies

(2.19) g(w) =c— {(wp + S)_la,ﬁ>H
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for w € H?, where

(2.20)
T:=i(I+U)(I-U)"" = (¢ %] for somece C, o, € H, and S € L(H).

Since U is a contraction, Im(T) = &(T — T*) > 0, ¢ € H, and Im(S) > 0.

This formula follows from |13, Theorems 4.1, 4.2]. Since both sides are
rational functions, the formula holds in H? as well as at any points where
neither side has a pole. We shall refer to ¢’s formula as a PIP (positive
imaginary part) realization. The formula for g can also be used to construct
rational Pick functions since a function g as in (2.19) satisfies

Im g(w) = <Im(T) (_(wp i S)‘loz)’ <—(U)P i S)_1a>>

+ (Im(wp)(wp + S) Lo, (wp 4+ S) " La),

which is nonnegative whenever w € H?. The representation (2.19) is not
valid all rational Pick functions. In particular, if g satisfies then
limy_, o0 g(it, it) = ¢ # oo, which is not true for all rational Pick functions.
Producing a unified representation for all rational Pick functions in two vari-
ables turns out to be somewhat technical, and the paper |7| produces what
are called type IV Nevanlinna representations to cover all cases. These rep-
resentations are intricate and necessarily so. This seems to be more of an
issue of the behavior of g at co, which is not what we are interested in here.
To account for this we find a conformal self-map of H that fixes 0 and per-
turbs oo so that an arbitrary rational Pick function is conformally equivalent

to one of the form (2.19).

THEOREM 2.27. Let h : H? — H be a nonconstant rational Pick function.
Then there exist automorphisms oy1,09 : H — H where 02(0) = 0 such that
g(w) = o1(h(oa(w1),02(we))) has a realization as in and with
g*(0,0) = limy o g(it, it) # oo.

Proof. Let m; be a Mdbius transformation sending D to H and 1 to 0.
Then f = m{'oho (my,m;) : D> — D is an RSF. As discussed above,
f has a contractive transfer function realization as in . If necessary
we replace f with a unimodular multiple in order to guarantee f*(1,1) :=
lim, ~; f(r,r) # 1. This limit exists because ¢ — f((,() is a one-variable
RSF. Since dim H < oo and f is a nonconstant rational Schur function, there
isa A € T with A\ # 1 such that 1 — D is invertible, f is continuous at (A, A),

and f(A\,\) # 1. Then extends to (A, ). Define f by f(z) = f(\z2)
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and define a contraction U on C & H by

U= [g g] - [;é 5)]'

Then for z € D?, we have
f(z) = A+ B(I — zpD)~'2pC.
By our choice of \, I — D is invertible and
1-A—B(I-D)"'C=1—-f(\\) 0.
These two facts paired with the inverse formula for block 2 X 2 matrices
imply that I — U is invertible. Using ~ as in , set j:=~o foy ! and
¢ B*

T:=i(I+0)I-U)"':= { é} forc€C, a, €H, and S € L(H).
(6

By Proposition [2.26, § is a rational Pick function on H? and for w € H?,
§(w) = c—((wp + 9) ', B)u.

We define our proposed g by g(w) = §(w—+v())). Then setting S = S+~y(A)1,
it is easy to see that
L

a S

still has positive imaginary part and

g(w) = ¢ = ((wp + )", B)u.
In the course of the proof, g was obtained by applying Mdbius maps to h
and pre-composing h with oa(w1) := m1 (M~ (wy + v(N))) in each compo-
nent. Evidently, 02(0) = 0 and g satisfies ¢*(0,0) = v(f*(1,1)) € C, since
P £ m

With this in hand, we can dig into the kernel structure of S in order to
understand the behavior of g near (0,0) via realizations.

THEOREM 2.28. Suppose g : H? — H is rational, nonconstant, and satis-
fies g*(0,0) := limp g g(it,it) # oco. Further, suppose g possesses a PIP re-
alization as in Proposition|2.26. Let S = S|Range(s) : Range(S) — Range(S)
be the compression of S to Range(S). Then
e «, 3 belong to Range(S),

e S is inwvertible with positive imaginary part,
e we have
g(w) = ¢ — (S + wa — wawi'wiz) ', B)

= ¢ — (SN + (wa2 — worwiwin)S ) e, B)
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where wp = w1 P 4+ we(I — P) = [yt 12| is the block decomposition of
wp according to (Range(S))* @ Range(9).

The value of this new decomposition is that singular behavior at (0,0) is
encapsulated within the term wos — wglwl_llwlg.

LEMMA 2.29. Let ‘H be a finite-dimensional Hilbert space and assume
that an operator T on C ® H with positive imaginary part is given by

T:[C i} forceC,a,f €H, and S € L(H).

(67

Then o — 8 € Range(S). Moreover, Ker(S) = Ker(S*), so H = Ker(S) &
Range(S) and with respect to this decomposition,

0 0 o~
S = |:0 §:| for S = PRange(S)S’Range(S)‘

Proof. We first prove the assertion about Ker(S). Since T has positive
imaginary part, so does S. Thus, if x € Ker(S), then (Im(S)z,z) = 0,
which implies ||Im(S)"/2z|| = 0, which implies Im(S)z = 0, which shows
that S*x = 0. A symmetric argument gives the reverse containment so
Ker(S) = Ker(S*). From this, Ker(S) = (Range(S))* and so H = Ker(S) @
Range(S). Writing S with respect to this decomposition immediately gives
S

Now write a — = 71 4+ 2, where v; € Range(S) and 2 € Ker(S). Then
apply Im(7') to vectors z@m~ys € COH where m € C. If v, # 0, appropriate
choices of z and m will give contradictions to Im(7") > 0. Thus, y2 = 0 and
a — B € Range(S). =

Proof of Theorem , By Lemma|2.29 we know that S is invertible with
positive imaginary part. To see that «, 5 € Range(S), we write operators and
B = 1 + P2 using the decomposition Ker(S) & Range(S) and compute

g97(0,0) :c—l{n<(zt1+5) a, B)
=c— hm ((it] + S)Ha - B),B) — }i{% ((itI + S)713, )

X e RN
y\r%<[ sl GG
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=c— 1;{1 (it + )" a — B), Ba)

~ i < [1/(()“) (it +0§)1} [gj ’ [gj >

—c— (57 (a =~ 6).5) ~ lim A~ (575, ).

Since this limit exists, f; = 0 and we have 5 = 2 € Range(S). As 8, a0 — 3
are in Range(5), so is a.
Now we can rewrite

se=e={([n ]+ [3 ) LLED

where wj, has been written using the decomposition H = Ker(S)@&Range(S).
Since Im(wp) = Im(wy )P + Im(wq)(I — P), it is a strictly positive operator
for w € H2. Then Im(S + wp) is strictly positive as well and so (S +wp)~!
exists. Let Y = Pger(s) P Pier(s)- Then 0 <Y < T and

w11 = w1Y + wz(f - Y)

has strictly positive imaginary part for w € H?. This implies that wq; is
invertible. Then omitting some calculations, the inverse formula for block
2 x 2 operators implies that S + w9y — wglwl_llwlg is invertible and one can
show R

g(w) = ¢ — (S + wa — warwi; w12) ', B)

=c— <§_1(I + (wzg — wglwﬁlwu)g_l)_la,m. n

3. Nontangential boundary regularity. We now discuss nontangen-
tial limits and more general nontangential regularity of rational inner func-
tions and rational Schur functions. The first main result here is that RSFs
have nontangential limits at every boundary point. We proceed to give a nec-
essary and sufficient condition for higher order boundary regularity in terms
of homogeneous expansions. Some of the essence of these ideas is in [28]
but many ideas have been simplified and written for the upper half-plane.
The final portion of this section goes deeper into two-variable RIFs. One of
the main goals is to give a partial converse to a theorem in |10} 11| which
says that the nontangential boundary regularity of an RIF implies a certain
amount of contact order of the associated stable polynomial. We show that
universal contact order (see Section of a stable polynomial implies
nontangential boundary regularity of the associated RIF.

3.1. Non-tangential limits of RSFs. In [28|, several approaches and
basic results for studying boundary behaviors of rational functions, both on
D? and more generally on D?, were established. Extending these techniques,
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we give a proof of existence of nontangential limits for bounded rational
functions f = ¢/p at every ¢ € T¢. In order to prove our theorem, we only
need to study singular points 7 € T? where p(7) = 0. As this is a local
question, we analyze it at 0 in the upper half-plane setting H€.

Broadly speaking we define nontangential approach regions to a bound-
ary point to be regions where the distance to the boundary point in question
is comparable to the distance to the boundary. This notion is invariant un-
der conformal maps between DD and H, so our results have straightforward
conversions between D% and H¢. To precisely define nontangential approach
regions to 0 via H¢, we define

(3.1) D, ={lzl,..., |za, Im 21, ..., Im 24}
for any z € H%. Then a nontangential approach region to 0 via H? is a set
AR.={z€H’:c>u/y>1/cforany z,y € D}

for ¢ > 1. Letting z — 0 nontangentially is equivalent to letting r := |2z1| — 0
while restricting z € AR,.

Then a rational function f = ¢/p on H¢ is nontangentially bounded at 0
if it is bounded on AR.N{z € H?: |21| < 7} for ¢ > 1 and r > 0 sufficiently
small. Similarly, f has a nontangential limit w at 0 if the limit

f10)= Tim o f(z)

z—0,2€ AR,
exists and equals w.

Luckily, it is not necessary to dwell on these definitions as they have direct
connections to homogeneous expansions. Such connections were established
in [28] in the setting of the polydisk. The following theorem records the upper
half-plane analogues of those key results from [28§].

THEOREM 3.1. Let p € Clz1,..., 24| have no zeros in H¢ and assume p
vanishes to order M at 0. Let q € C[z1,...,2q] and f = q/p. Then

(1) f is nontangentially bounded at 0 in H? if and only if q vanishes to order
at least M at 0,

(2) f has a nontangential limit at 0 via H? if and only if ¢ vanishes to order
at least M and the Mth order homogeneous term in q, say Qur, S a
constant multiple of the M th order homogeneous term in p, namely Py,
i.e. Qup = bPyy; in this case

ff(0)=lim  f(z)=0b.

z—0,2z€ AR,
The main theorem proved in this section is the following:
THEOREM 3.2. Assume p,q € C[z1,...,z4], p has no zeros in H?, and

f = q/p is bounded and analytic in H. Then f has a nontangential limit
at 0 via HY.
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In light of Theorem the only thing to prove is that Qn = 0Py,
where p vanishes to order M > 0 with lowest order homogeneous term Py,
and ¢ has Mth order homogeneous term Qps (which could be zero). This
follows immediately from Lemmas[3.3]and [3.4] given below. Note that we are
assuming f is nonconstant and M > 0 since otherwise the result is trivial.

LEMMA 3.3. Assuming the above setup, we have |f| < ¢ in H? if and only
if the d + 1-variable polynomial

C(’U} + l)p(Z) - (U) - Z)Q(Z) S (C[217 R Zdaw]
has no zeros in HAHL,

Proof. We have ¢ > |q/p| in H? if and only if

C_Cﬂd
p(z)
is nonvanishing for ¢ € D and z € H?, which happens if and only if
q(z)
c—(—=
p(2)

is nonvanishing for ¢ € D and z € H? by the maximum principle (since f is
assumed nonconstant). This is equivalent to

w—1i q(2)
w+1 p(2)
being nonvanishing for w € H and z € Hd, which in turn holds if and only if
c(w+i)p(z) — (w —i)g(z)

is nonvanishing on H+!. w

LEMMA 3.4. Assuming the above setup, if f is bounded on H® then Qs
is a constant multiple of Pay.

Proof. Recall that Theorem says that for p € C[zy,..., z4] with no
zeros in HY and p(0) = 0, the lowest order term Py in the homogeneous
expansion of p has no zeros in H? and is a multiple of a polynomial with
real coefficients. We we may assume without loss of generality that Py; €
Rz, ... 2q4].

Choose ¢ > 0 so that |g/p| < ¢ in H? Then |¢?q/p| is also bounded
by ¢ for every 6§ € R. By Lemma and Theorem the lowest order

homogeneous term of
c(w +i)p(z) = (w —i)e”q(2)

has real coefficients up to a unimodular multiple. The bottom homogeneous
term is

’i(CPM + erM).
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Thus, for every 6 € R there exists ¢ € R such that
ew(cPM + erM)
has real coefficients.

Write the coefficients of Pys, Qa8 pa, Go- Consider two distinct indices
«, B where p, # 0. Then

ew(cpa + ewqa) and " (cpg + eieqﬁ)
are both real-valued. So,
(cpa + eieqa)(cpg + e*w%)

is real for all #. Viewing it as a trigonometric polynomial we see that the

coefficient of €? and the coefficient of e~* must be conjugate, so
Pp4o = Padp
and therefore
ap = qip
B Pa B
This holds for an arbitrary index (, so this implies Qs = Z—ZPM. "

Similar to |28], we can also study the existence of boundary directional
derivatives. For v € H? the directional derivative of f at 0 in direction v is
given by

where f*(0) is the nontangential limit of f at 0.

THEOREM 3.5. Let p,q € C[z1,. .., z4) and assume p has no zeros in HY,
If f = q/p is bounded in H?, then D, f(0) exists for every v € H.

Proof. As above, we assume p vanishes to order M > 0 else f is smooth
at 0. Let us write out homogeneous expansions, p = > %y, Pj, g = >,/ Q;
where n is the maximum of the total degrees of p and ¢q. By Theorems
and we have Qpr = 0Py and f*(0) = b. Then

S =b 1 (glrv)
T or <p(rv) b)
1@y (rv) = Py (rv) + 3050 441 (@ (rv) — bP;(1v))
T Py (rv) + 32550 Pi(rv)
~ Qura(v) = Py (v) + 3 7Y THQs(v) = DP;(v)
B Py (v) +Zj>M ri=MPj(v) .
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Letting r — 0% we get
Qnr+1(v) — bPrr41(v)
DU 0 - )

which exists because Py is nonvanishing on H?. m

This translates easily to the polydisk D?. In particular, for each direc-
tion —& pointing into D? at 7 let D_sf(7) denote the associated directional
derivative 5 .

Dosfr) — i FE =00 = 1)

r—0t r

where f*(7) is the nontangential limit of f at 7.

THEOREM 3.6. Let p,q € C[z1,. .., zq] and assume p has no zeros in D?,
If f = q/p is bounded in D?, then for every T € T¢, f has a directional
derivative D_sf (1) for every direction —§ pointing into D? at . In particu-

lar, the directional derivative at = (1,...,1) is given by
Qum+1(9) — f*(7)Pr41(9)
D_ =

where Pyr, Pyra1, Qar+1 are associated homogeneous terms of p, q.

REMARK 3.7. Since Theorem 3.6|gives formulas for the directional deriva-
tives, one can easily test whether a given f has a nontangential gradient at
(i.e. whether the directional derivative formula is linear in 0). If ¢ vanishes to
order N greater than M + 1, the formula D_sf(7) = 0 holds and f trivially
has a nontangential gradient. If N = M + 1 or N = M, then f has a non-
tangential gradient at 7 if and only if Py is a factor of Qar+1 — f*(7) Pary1-

EXAMPLE 3.8. Let p(z) = 2 — 21 — 29, so that the associated RIF is
P(z) = BLz2—21-2 Then

2—2z1—22
22129 — 21 — 29
= (1) A2 722
f(z) = (1—2=) S p—

is in H>°(D?), the space of bounded analytic functions on D?. Writing f =
q/p and computing the homogeneous expansions at 7 = (1,1) gives
p(I+421,1429) = —21—20 and (1421, 1420) = —21—2p— 22— 21 29— 223 20,
so N =M =1 and

Py(2) = —(21 + 22), Puyi(z) =0,

Qum(2) = —(21+ 22), Qu+1(2) = —21(21 + 22).
Then Remarkimphis that f has a nontangential gradient at (1, 1). More-
over, f is bounded on ]D)i\{(l, 1)}. Thus, if we define f(1,1) := f*(1,1) =1,
then f is continuous on D?. In contrast, one can show that ¢ is not continuous
on D? and does not have a nontangential gradient at (1,1). ¢
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3.2. Higher nontangential boundary regularity of rational func-
tions. In this section, we study when an analytic function f : H¢ — C has
a nontangential polynomial approximation of order k at 0. We specifically
look at when there exists a polynomial F' € Clzy, ..., z4] of degree at most
k such that as z — 0 nontangentially within H? we have
(3.2) f(2) = F(2) + o(r*)
where r = |z1]. One can take any equivalent quantity in D, in place of
r = |z1| (recall (3.1)). It turns out that for certain rational functions, if this
nontangential “little-o” condition holds, then a nontangential “big-O” condi-
tion automatically holds. Following |3, [28|, we will say f is nontangentially
C* at 0 if holds. However, we caution the reader that this does not
actually imply (even nontangential) continuity of the kth derivative of f
near 0.

It is possible to characterize in simple algebraic terms when a rational
function is nontangentially C*. First, write f = ¢/p with p,q € C[z1, ..., z4]
and p having no zeros in H?. We assume at the very least that f has a
nontangential limit at 0. As in Theorem [3.1] we can write

p = Pyr + Pary1 + higher order terms,
q = bPy + Q41 + higher order terms.

For fixed z € C%, the one-variable function
bPM(Z) + )\QM+1(Z) + -
A= f(Az) =
f( ) PM(Z)+/\PM+1(Z)+"'
is analytic for A near 0 when Pp;(z) # 0. We can expand it into a power

series

(3.3) FAz) =Y Fj(2)N

J20

using power series division. Notice that the F}; are well-defined functions on
{z: Py(z) # 0} D HY While Fj is homogeneous of order 7, it need not be
a polynomial. Doing the power series division one can recursively show that
the F}; are rational with denominator sz\4~ For instance,

—bP —bP — Py F

Fo—b P = Qrm1 M Q42 M+2 — Py 1
PM PM

THEOREM 3.9. Let f : H? — C be analytic and rational f = q/p. Con-

sider the expansion (3.3). Then f is nontangentially C* at 0 via H® if and

only if the sum

k
F(z):= ZFJ(Z) belongs to Clz, ..., z4],

Jj=0
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in which case we have nontangentially

f(z) = F(z) + O(r**1)
where r equals |z1| or any other comparable quantity in D,.

Proof. If f is nontangentially C*, then there exists G € C[zy, ..., z4] of
degree at most k such that f(z) — G(z) = o(r*) nontangentially at 0. In
particular, for fixed z € H,

F(A2) = G(22) = (f(A2) = G(A2) = (f(A\2) = F(A2)) = o(]A["),
which is only possible if F' = G.
Conversely, if F' € C[zy,. .., zq] then by construction, ¢ — F)p vanishes to
order at least M + k + 1 while |Py/(2)| > erM in a nontangential approach
region. This implies that

NPy - AR ZFERE) 06
N PuI0+ Sy B 1700 ’

EXAMPLE 3.10. Consider Example [2.10 (also studied in Example [2.15),
P(z) = A(2)+iB(z) = (21 + 22 — 22{’ - 6z%22) — z(z% + 2129 — 42%22),
and the associated rational Pick function

z% + 2129 — 4zi)’22

:—B A: .
/ / Z1 + 29 —22’% —62%22

To examine its regularity we look at

22 4 2129 — 4232902 .
Az) = A\—2 L =) NF
f( Z) 21+ 29 — (22% + 62%22))\2 Z j(Z)

Performing the power series division we get

425(21 + 329)
21tz

which shows f is nontangentially C* but not C°. We will be able to read this

off directly from the Puiseux expansion in Example using Theorem [3.1T

in the next section. It says that f is nontangentially C* at (0, 0) since P has
universal contact order 6. ¢

Fi(z) =2z, Fy=0, F3(2)=2z, F,=0, F5(2)=

3.3. Universal contact order implies boundary regularity. Let
p € Cl[z1, z2] be pure stable and p(0,0) = 0. Define the rational inner function
on H?, ¢ = p/p. In this section we show that a universal contact order
condition on p implies nontangential regularity of ¢ at (0,0). It is more
revealing to study the associated Pick function f = —B/A, where p = A+iB
is the decomposition of p into real and imaginary (coefficient) polynomials.
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It will not be difficult to then convert back and forth between f and ¢ since

ig — ¢ and f:im:i(l—@(l—gﬁ—i—ﬁ—i—---).

We shall normalize p so that the lowest order homogeneous term of p,
say Py, has nonnegative real coefficients and the coefficient of 2! in Py
equals 1. As a note, Corollary both describes how to normalize Py to
have nonnegative real coefficients and gives a formula for Pj; that shows
2 must have a nonzero coefficient. Then by Proposition B vanishes to

order M + 1 and we therefore have f*(0,0) = 0.

THEOREM 3.11. If p has universal contact order at (0,0) given by the
even integer Kmin > 2 then f is nontangentially CKmin=2 gt 0.

Proof. The key ingredients are Theorems [2.25 and For simplicity, in
the proof we write Knin = K. As in the proof of Theorem let

(3.4) A(z) +tB(2) = u(z; t)W(z;t)
be our Weierstrass preparation theorem factorization of A+tB. For generic t,
W(z;t) = Am(2) + Ru+1(2) + - + Ry —2(2) + Fauer—1(251)

where the Rjs1; are homogeneous polynomials of the indicated order and
do not depend on t while Fj;y—1 is analytic in z, vanishes to order at
least M 4+ K — 1, and may depend on t. By Theorem [2.25, the homogeneous
decomposition
u(zit) =1+ Y u;(zt)
Jj=1

satisfies u;(z;t) = G;(z) + tH;(z) for j < K — 2 and generic ¢t € R, where
G}, Hj are homogeneous polynomials of order j.

Let (2)M~K~1 denote the ideal in C{z1, 22} generated by homogeneous
polynomials of degree M — K — 1. This is often just a convenient notation

for disregarding higher order terms. If we examine (3.4) modulo (z)M+K-1
then

K-2 K-2
> Awisz) = (143 Gi(2)
=0 j=1
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As a result,
(3.5) > 12 Byyij(2) + (2)MFE-1
ZJ =0 AM+]( z) + (e)M+E-

Ap(2) + Ryr41(2) + -+ Ryvr—2(2))
J(Apr(2) + Raya(2) + - + Ry —2(2))

According to Theorem [3.9] the regularity of f is governed by whether the

initial terms of
2 = SINE(2)
Jj=1
are polynomials. Note
ZJ 2 M Byryi(2) + higher order terms
ijo M Anr4j(2) + higher order terms’

fAz) =

so the terms F} up to j = K — 2 match those of . But the last function
in is analytic at 0 so its homogeneous terms are polynomials. Therefore,
each Fj for j < K — 2 must be a polynomial. Furthermore, since B and A
have real coefficients, the F; have real coefficients. =

3.4. Intermediate Loewner class and B’ points. In this section
we connect the previous result to some work in |10} |11]. Since various past
results are stated in upper half-plane or polydisk settings, a certain degree
of flexibility is required from the reader.

Past work used the concept of a B point to formulate nontangential
regularity. In turn, the definition of a B” point is based on a class of Pick
functions (analytic maps from H? to H) called the intermediate Léwner class
which is denoted £/-. The class £/~ was originally defined in [41] using
behavior at (0o, 00); we present a modified version of the class here, as was
done in 10|, using behavior at (0,0) instead.

DEFINITION 3.12. For a positive integer J, a two-variable Pick function
g : H? — H is in the intermediate Lowner class at (0,0), denoted £7- if
limg\ o ]g(is,is)] = 0 and if for 1 < j < 2J — 2, there exist homogeneous
polynomials G; of degree j with real coefficients such that

272
(3.6) Z Gj(w) + O(Jw[*’71)  nontangentially.
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Define the conformal maps
11—z
i
142
Using those, we can translate £/~ to D? and define B” points:

DEFINITION 3.13. Let ¢ be a RIF on D? with a singularity at 7 = (1,1) €
T? with nontangential value 1 € T. Define

- - 1—¢(aH(wi), 0" (w))
3.7 -(w) == ! Jo = d .
( ) g (U)) a(¢(a (wl) Q (w2))) v l—i—(b(a_l(wl),oz—l(wQ))
Then 7 is a B’ point of ¢ if g, is in the intermediate Lowner class £7-
at (0,0).

Combining |10, Theorem 7.1] with |11, Theorem 4.1] yields the following
connection between B” points and contact order. We still let 7 = (1,1) here.

_ 1+iaw

a:D—H, a(z) := and ol H—-D, a l(w):= T
—fw

THEOREM 3.14. Let p be an atoral stable polynomial on D? with p(t) = 0.
Let ¢ = p/p and assume ¢*(7) = 1. If T is a B’ point of ¢, then the contact
order K of p at T satisfies K/2 > J.

The previous section gives a partial converse to this. Specifically, assume
that p has universal contact order Ky, (see Remark at 7 and define
a pure stable P = A + iB on H? via . Then P has universal contact
order Kyin at (0,0). Setting ¢ = P/P, we have ¥*(0,0) = 1, so Theorem
implies that Apr = Pyy. Setting g = —B/A, Theorems and @ show
that there exist homogeneous polynomials Gj of degree j such that

Komin—2
g(w) = Z G(w) + O(Jw|Bmin=1)  nontangentially.
j=1
The last sentence of the proof of Theorem [3.11 also shows that the G; have
real coefficients. Tracking through the definitions gives

g(w) = a(p(a™ (wr),a” (ws))),
which implies ¢ has a BEwin/2 point at 7. We can summarize this as follows:

COROLLARY 3.15. Let p be an atoral stable polynomial on D? with
p(7) =0. Let ¢ = p/p and assume ¢*(7) = 1. If Kpin is the universal
contact order of p at T, then T is a BEmin/2 point of ¢.

4. Horn regions and more general regularity. What can be said
about non-nontangential boundary behavior of RIFs or RSFs? One way to
examine this behavior is to look ultra-tangentially, specifically on the distin-
guished boundary. Because RIFs only take unimodular values on R?, we can
analyze their ultra-tangential behavior by studying their unimodular level
sets restricted to R2. This was addressed in [10, [11] (in the bidisk setting)
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where it was basically shown that for RIFs ¢ and unimodular ? # ¢*(0,0),
the unimodular level sets

{(z1,22) € R?: p(x1,20) = 0}
are constrained to horn shaped regions near (0,0). This is illustrated in
Figure |3, which shows that the unimodular level sets pass through the sin-
gularity (0,0) within a region that has at least quadratic pinching. Such

detailed understanding of level sets of a RIF was in turn used to establish
results concerning integrability of their partial derivatives |10, Section 5|.

100

0.5

-1.0-

Fig. 3. Several unimodular level sets of ¢ = — 2122 d2iz1%2 jy R2 jpdjcating the presence
T1twe—2iT1 T2
of a horn region at (0,0).

The local theory from Section [2]also reveals this level set behavior and we
pursue this line of thought in the next subsection. Specifically, in prior work,
the authors used realization theory to establish this. Below, we show how
constrained level set behavior actually follows from Puiseux series analysis.

After that we delve into the more difficult question of understanding
distinguished boundary behavior of RSFs. Our goal is to obtain an analogue
of the level set behavior described above for RIFs. In this setting, some
functions, such as the one given in Figure |2 possess some level sets with
curves that lie in R2. As shown in that figure, these level sets appear to
approach the singularity within a region with quadratic pinching.

However, for general RSFs, it is no longer the case that level sets will
necessarily include entire curves that lie within R2. Instead, in what follows,
we show that if a level set (not associated to ¢*(0,0)) contains a sequence
of points on R? converging to (0,0), then those points have to get caught in
a horn region that is independent of the particular sequence. This analysis
is complicated and requires the use of our local realization formula from

Section 2.4
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4.1. Horn regions for RIFs via Puiseux expansions. Let p be pure
stable and let ¢ = p/p be the associated RIF on H?. Write p = A+iB where
A= %(p—i—ﬁ), B = %(p — p). If p vanishes to order M > 0 at (0,0), then
we multiply p by a constant so that Py; = Ajps, and B vanishes to order
M +1 by the Homogeneous Expansion Theorem from the introduction. The
unimodular level sets of ¢ coincide with the zero sets on R? of A — tB for
t € R or B (which corresponds to t = co) if we omit the points of R? such
as (0,0) where p = 0 and ¢ is not defined. These unimodular level sets also
coincide with the real level sets of the Pick function f = A/B where again
f = oo corresponds to B = 0. In what follows, since we are mostly discussing
behavior on R? it is convenient to use the variable = (x1,z2) instead of
z = (21, 22). As described in Section A — 1B factors into M analytic and
real branches with negative slope at (0,0). Namely, there exist ¢ (x1;t,7) €
R{z1} where t e R, j = 1,..., M with ¢(0;¢,5) = 0,v'(0;¢,5) > 0 where

M
A(x) = tB(x) = u(w; t) [ [ (w2 + ¢(x15t, 5))

j=1
and we order the functions so that v (x1;t,7) is increasing with respect to
j for fixed 1 > 0 and t € R. We can describe the “level region” described
by s1 < A/B < s3 in a punctured neighborhood of (0,0) in R? as a union
of regions trapped between graphs of our analytic branches. We will show
this for positive x1 since a similar result holds for negative x1. Note that
the ordering of the branches {¢(z1;s,j)}; can change going from z; > 0 to
21 < 0 and this is why we focus on x; > 0.

THEOREM 4.1. Given the above setup, for s1 < s in R, there exist
r, R > 0 such that for x € (0,7) x (=R, R) \ {(0,0)} the level region

{z:51 < A(z)/B(z) < s2}

s given by
M

(4.1) U {(@1,22) 25 € [=4p(@13 51, 5), =t (@15 52, 5)]}-
j=1

Proof. Observe that
A(O, 2:2) — tB(O, 22) = Zé\/[(AM(O, 1) + ZQ(AM+1(O, 1) — tBM_H(O, 1)) + - )

and so for ¢ in any fixed compact interval I = [s1,s2] C R we can find
R such that the above expression is nonzero for 0 < |22| < R and t € I.
Then there exists » > 0 such that A(z) — tB(z) # 0 for |z1| < r, |22| = R,
t € I. By the argument principle, zo — A(z1,22) — tB(21, 22) has M zeros
for |z1] < r, |z2] < R, t € I. Since A — tB is real stable, for each fixed
x1 € R we see that the univariate polynomial zo — A(x1, 29) — tB(z1, 22) is
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either real stable or identically zero (as follows from Hurwitz’s theorem by
taking z; € H — x; € R). A real stable univariate polynomial has only real
zeros. Therefore, for fixed z1 € [0,7] and t € I, the function of 23 € (—R, R)
given by xo9 — A(x1,x2) — tB(x1,22) has M (real) zeros. We can shrink
r to force the zeros to be distinct for z; € (0,7]. We can further shrink r
if necessary to force the branches ¥ (x1;s1,7), ¥ (21, 82,7) for j =1,..., M
to be analytic for |z;| < r and bounded by R. Then the M real zeros of
x9 — A(x)—s1B(z) are exactly given by o = —¢(x1;81,7) forj=1,..., M
and similarly for ss.

Define g(z2) = A(x1,22)/B(x1, 29) for fixed z1 € (0,7). Now, g is a one-
variable nonconstant Pick function (i.e. maps H to H), which implies that g is
strictly increasing on R except at poles where it jumps from oo to —oo. On the
interval (— R, R) we have already established that g attains every value in the
interval I exactly M times. The points where ¢ attains the values s; and s9
must interlace since g increases. Among these points we claim that g attains
the value s first. Suppose g attains the value ss first, say at yo € (—R, R).
Then g alternates attaining s; and so, say at points y; < yo < -+ < yYopr—1
where g(y1) = s1,9(y2) = s2,...,9(yapr—1) = $1. So, g maps the intervals
(Y1, y2]s (Y3, yals - -, [Y2nr—3, Y2ar—2] onto I, which accounts for M — 1 times
that ¢ attains the values in I. On the other hand, g maps (—R,yo| onto
(9(—R), s2] and [yapr—1, R) onto [s1, g(R)). Note g(—R) > s1 and g(R) < s2
since otherwise g would attain s; or sy more than M times. If g(R) > g(—R)
then g attains some values in I more than M times since then the two inter-
vals (g(—R), s2] and [s1, g(R)) overlap. If g(R) < g(—R), then the value g(R)
is only attained M — 1 times since in this case the two intervals (g(—R), s2]
and [s1, g(R)) miss g(R). Thus, we conclude that g must attain the value s;
first.

Therefore, g alternates attaining the values s1, so starting with s; exactly
M times ending with so. These values are attained at points given by con-
secutive branches and thus g maps [—¥(z1;1,7), —¢(x1; s2,7)] onto I for
7=1,....M. u

Since ¢'(0;t,7) is constant with respect to ¢, these regions all have at
least quadratic pinching at (0,0): there exists k > 2 such that
caf < [ih(1351,7) — (13 82,)| < Caf.

These regions are called horn regions and they are defined more formally
in the next subsection. If p has contact order K (necessarily even and at
least 2) we can always choose j and a pair s; < sy such that

crfs < (w1581, 4) — (21582, 5)] < O

One basic conclusion of this is that if z — (0,0) in R? and f(z") —
s € R then eventually the points z™ are trapped in the region (4.1 for
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$1 =8 —0,8 = s+ 06 for § > 0. Another conclusion is that the closure of
f(D2NH?) contains R for all > 0 since all of the level sets of f pass through
(0,0) and points on these level sets can be perturbed to points of H2.

4.2. Horn regions for RSFs via realization formulas. In this sec-
tion, we return to rational Schur functions in two variables and prove that
they exhibit additional regularity properties possessed by rational inner func-
tions. Let us formally define horn regions in R2.

DEFINITION 4.2. A nontrivial horn 2 at (0,0) in R? with slope a # 0
is a region of points (1, x2) € R? sufficiently close to (0,0) such that

(4.2) |zo — ax1| < Bz} for some fixed B > 0.
A trivial horn 2 at (0,0) in R? is either

e oriented along the xo-axis and consists of (71, 72) € R? satisfying |z1| <
Bax3 for some fixed B > 0, or

e oriented along the x1-axis and consists of (21, 72) € R? satisfying |z2| <
Bz? for some fixed B > 0.

Deﬁnition generalizes the notion of a nontrivial horn from [10]. There,
the authors consider regions in R? near (0,0) with boundaries
x

zilform<0andb>0.

T
2 m £ b,

A simple power series computation shows that such regions satisfy an in-
equality of the form (4.2]) and so are encompassed by Definition
The main theorem of this section is as follows.

THEOREM 4.3. Let f be a nonconstant rational Schur function on H?
with a singularity at (0,0) and nontangential value f*(0,0). If a sequence
(z") C R? satisfies

z" = (0,0) and  f(z") = ¢o # f7(0,0),

there are a finite number of horns 4, ..., #1, in R? at (0,0) such that for
n sufficiently large, each x™ is in UgL:1 9. Moreover, the number L and the
slopes of the horns do not depend on the sequence (x).

The first reduction we make is to compose f with a Mdbius map m :
D — H and study a rational Pick function A = m o f. By Theorem we
can further apply conformal maps to h that fix (0,0) to obtain a rational
Pick function ¢ : H? — H with a local PIP realization formula as in Theorem
The image of a horn region under a pair of Mébius maps H — H that
fix 0 is still a horn region so we have not lost anything in our reduction. We
relabel our sequence z" accordingly and assume z — (0,0) and g(z"™) —
no # ¢g*(0,0). We can assume 1)y # oo; for instance if we replace our original
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f with % f then g will take values in a compact subset of H. Recall that the
formula for g is

a- - a-1\—1
g(w) = ¢ = (ST + (wa2 — worwi'wiz) ™) ", B),,
where we reiterate that H is a finite-dimensional Hilbert space,
o T = [; '3;] € L(C @ H) has positive imaginary part,
e S is the compression of S to Range(S), which is reducing for S, and
a, f € Range(9),
e wp = w1 P+ wy(I — P) = [i 4i2] is the block decomposition of wp
according to (Ker(S)) @ Range(S), where P is a projection on H.

We also define the compression Y = Pger(s)P|Kker(s) 50 that w1 = w1 Y +
wa(I —Y). Notice that

(4.3) g"(0,0) = limg(it, it) = ¢ — (§~a, 6)

since for w = (it, it) we have wag — wglwﬁlwlg =tl.

LEMMA 4.4. Assume the setup above and fix a constant C > 0. Then
there exist finitely many Horn regions J4, ..., 1, with slopes determined
by the eigenvalues of Y such that for all x € R? sufficiently close to (0,0)
satisfying |||zt || > C we have

L
T € U%ﬁ
j=1

Proof. Let 0 < t1,...,tr < 1 denote the eigenvalues of the positive
matrix Y. Then z1; is diagonalizable and has eigenvalues t,x1 + (1 — ty)zo.
This implies

1
max .
1<(<L |x1ty + w2 (1 — t7)|

11l =

Then ||z||?||z1|| > C implies that
23+ 23 > Clarty + xo(1 — ty)]

for some £. The set of such x is the exterior of a union of two circles that are
tangent to the line x1ty + x2(1 —t;) = 0 at (0,0). It is a simple computation
to show that in an e-neighborhood of (0,0), if ¢, # 0,1, any such x must
satisfy the nontrivial horn inequality

17
11—+t
for a fixed B > 0. Similarly, if £, = 0, then x satisfies the trivial horn in-

equality |z2| < Bx?, and if t, = 1, then z satisfies the trivial horn inequality,
lx1| < B:z:%. Here, each B depends on C' and t;, but not x. For each ¢, let

< Ba?

T2 + T
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J; denote the horn associated to the t;,C horn inequality. Then if z is
sufficiently close to (0,0) and ||z|?||z ]| > C, then z € U, /4. =

Proof of Theorem @ For € R? we write as above zp = |71 12| and
set T = o9 — xgll'l_llm'lg.
We claim there is a constant C' > 0 such that for g(z) sufficiently close

to ng we have
|z > C.
Then since
2] < llzll + lll [l ]l
we will have ||z[|?||z|| > C > 0 for ||z|| sufficiently small and g(z) close
to ng. The theorem will then follow from Lemma 4.4
First by ([.3), g(z) — ¢*(0,0) = —(S~12S~Y(I + 2571)"1a, B). There is
no loss in assuming
1

2|51
Then ||(I +25 57 < (1—[|#57)' <250
l9(x) — g7(0,0)] < 2/l 18I 1S~ 1*[12]-

Assuming [g(z) — o] < |0 — g*(0,0)| we then have |g(z) — ¢*(0,0)| >
%|770 — ¢*(0,0)| and therefore

10 — 97(0,0)|
Al 1181 1S

which proves the claim and completes the proof. m

2] <

- <2l

Using conformal maps, Theorem [4.3|can be easily translated to the bidisk,
where it says: Let f be a rational Schur function on D? with a singularity at
(1,1) and nontangential value f*(1,1). If a sequence (77) C T? satisfies

™= (1,1) and f(") = X# f*(1,1),

then there are a finite number of horns 4, ..., 2 in T? at (1, 1) such that
(™) gets stuck inside the union of the horns. Here horns on T? at (1,1)
correspond to sets of points (¢!, e%2) where 61,60, € [—m, 7] satisfy the
same inequalities as in Definition [£.2] This conclusion clearly holds for all
bounded rational functions on D? as well.

The bidisk setting allows us to easily visualize this horn behavior.

EXAMPLE 4.5. Let p(21,22) =2 — 21 — 22 and let ¢ = 1(p + p). Then

q(z1,22) _ (21 —1)(22—1)
p(21, 22) 2— 21— 29

(4.4) f(Zl, 22) =
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is a bounded rational function on D? with a singularity at (1,1) and f*(1,1)
= 0. Consider the following four curves approaching (1,1) in T2
ryl(s) = (eisa 6is)’ 72(5) = (eisa 6_i8/2)a

"}/3(8) — (eis767i3), "}/4(8) _ (eis’efisin(s)%
which are graphed in Figure (a) below, using their arguments on [—, 7]2.
One can check

lim f(71(s)) = lim f(72(s)) = 0= f*(1,1),

s—0 s—0
while

lim f(3(s)) = lim f(34(5)) = 1 # *(1,1),

Theorem indicates that 3 and 74 should get stuck in a horn region (or
union of horn regions) near (1, 1), or equivalently near (0,0) when considering
their arguments. One can see this in Figure [{(a). The more general situation
can be extracted from Figure b), which graphs | f(e?1, e2)| for (61, 6:) €
[, 7]2. The picture shows that if a sequence (7") C T? converges to (1,1)
and is not contained in a horn region (mapped onto a narrow ridge in the
modulus plot) near the red curves 73,4, then

[f(r™)| =0, so f(r")— f*(1,1).
Equivalently, if |f(7™)| — ¢ # 0, then (7") must get stuck in a narrow horn
region near s, v4.

Some rational Schur functions appear to possess even narrower horn re-
gions.

EXAMPLE 4.6. Set p(21,22) =4 — 20 — 321 — 2120+ 2% and ¢ = %(}5 —p).

As in the previous example,
q(z1, 22 22220 — 22 — 2129+ 21 + 29 — 2
(05)  florm) = 202 200 A 2
p(z1, 22) 4— 29 — 321 — 2122 + 27

is bounded on D? with a singularity at (1,1) and f*(1,1) = —1. Define the
following four curves approaching (1,1) in T?:

'Yl(s) _ (eis’eis)7 72(8) _ (eisjefis/Q)’
’73(8) — (ez’s7h(€is))7 ,74(3) _ (eis’ h(eis)ei(l—cos(s“/%)))’

where h(z) = 12__5:;;2. The function h is actually chosen so that the curve
3 parametrizes Z, N'T2. Then f(y3(s)) = 0 where it is defined, and so must
manifestly be different from —1 at s = 0. This suggests a way of finding horn
regions for some functions: First solve ¢ = 0 on T2. If that yields a curve on
T?, let that be one curve and then perturb the solution (up to some order,

depending on p) to obtain another curve. Together these curves allow one to
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3b

(a) The curves 71,72 (in black) and  (b) The modulus |f(e?1,e"%2)| and the
v3,74 (in red) graphed on [—m,7]>  curves 71,72 (in black) and 3,74 (in red)
using their arguments. The curves  graphed on [—77,71']2.

73,74 approximate a “horn region”

at (1,1).

Fig. 4. A horn region of f from (4.4).

visualize a horn region. These curves are graphed in Figure (a). Similar to
the previous example,

lim £((s)) = lim f(22(s)) = =1 = f*(1.1)
while
li_l)l(l)f(’m(s)) = ii_I}(l)f(%(S)) =0+# f(1,1).

Thus, ~v3,7v4 must become trapped in a horn region and as shown in Fig-
ure a), the horn region appears to be so narrow that ~s3,v4 are indistin-
guishable near (1,1). To see the global situation, consider the picture in
Figure [5(b). It is clear that if (7") converges to (1,1) and |f(7™)| - 1, then
(™) must get caught in a very narrow horn region (which is mapped to a
steep valley in the modulus plot) containing the (basically) identical parts

of V3, V4-

5. The ideal of admissible numerators. In this section, we address
the question of characterizing the ideal
Iy = {g€Clz1,22] : q/p € HOO(ID)2)}

for a given stable denominator p € C[z1, 22]. Recall that H>°(D?) is the set
of bounded analytic functions on D?. Recall from Theorems and (or
rather their polydisk counterparts) that if f = ¢/p is bounded on D? and
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(a) The curves 71,72 (in black) and  (b) The modulus |f(e¥!,e??)] and the

73,74 (in red) graphed on [—m,7)? via  curves 41,72 (in black) and 73,74 (in red)

their arguments. The curves vs,v4+ are  graphed on [—m,n]?. There is a very nar-

basically indistinguishable near (0, 0). row horn region with negative slope along the
overlapping red curves where | (1, ?92)| is
near 0.

Fig. 5. A horn region of f from (4.5)).

p(1,1) = 0, then assuming p(1 + 21,1 + 22) has lowest order homogeneous
term pys at (0,0), the Mth order homogeneous term of ¢ is a multiple of pyy.
We bring this up for two reasons. First, we necessarily have Zpﬁ']I‘2 - Zqﬂ']I‘Q,
so if p has any toral factors then they divide every element of Z,°. We may
therefore assume p has no toral factors and hence has only finitely many zeros
on T? (see Section. Second, this condition provides a necessary condition
for our problem. Unfortunately, this necessary condition is far from sufficient
and is actually somewhat misleading.

ExXAMPLE 5.1. Example is the polynomial with no zeros on D?,

p(z1,22) =4 — 521 — 220 + 22120 + 32% — z%zg — zf’zg.

In [28] it is shown that for ¢ € C[z1, 2], ¢/p € L%(T?) if and only if 0 =
0\ 0
Q(la 1) = Tqu(la 1) - 87,32(17 1) and

0%q 9%q 9%q 9q
5.1 —(1,1) —2 1L,)+—(1,1)+2—(1,1) =0.
(5.1) 82%(’ ) 821822(’ )+Bz%(’ )+ 8z1(’ )
The condition %(1,1) - %’2(1, 1) = 0 amounts to the requirement that

the first order homogeneous term of ¢ is a multiple of the first order homo-
geneous term of p (which again implies existence of nontangential limits).
The last condition is more complicated, thus making the condition of
Theorem not sufficient to even guarantee q/p € L?(T?). Moreover, this
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example also shows that for certain polynomials p every ¢ with q/p € L?(T?)
has nontangential limits at every point of T?. We continue this example in

Example O

On the other hand, a simple sufficient condition for f = ¢/p to be
bounded on D? is that ¢ belongs to the polynomial ideal generated by p
and p. This sufficient condition is not necessary and we can get broader
sufficient conditions by looking at the local factorization of p into Puiseux
series, Theorem [2.16, in the upper half-plane setting. Notice that we have
reduced to the case where p has finitely many zeros on the distinguished
boundary, so we can focus on a single isolated zero of p.

So, let us now work with p € Clz1, z2] which is pure stable (no zeros
on H? and no factors in common with p) such that p(0,0) = 0. We wish
to describe all ¢ € C[z1, 29] such that ¢/p is bounded on a neighborhood
of (0,0) in C? intersected with H?. In general, if a function is analytic and
bounded on H? intersected with a neighborhood of (0,0) in C? we shall say
it is locally H* at (0,0). Let us define

(5.2) Z%(p,0) = {q € Clz1, 22] : q¢/p is locally H* at (0,0)}.

Let Ry = C{z1,22} be the ring of convergent power series centered
at (0,0). In order to state our broadest sufficient conditions for inclusion
in Z°°(p, 0) we recall Theorem @ on the Puiseux expansion for pure stable
polynomials. We can factor p = upy - - - pr where u € Ry is a unit and each
pj is an irreducible Weierstrass factor in 2o of pure stable type

M;
2L, 1/M;
pila, ) = [ (22 a5(20) + 2 (2t ™))
m=1

Here L; is a positive integer, g;(21) € R[z1],¢;(0) = 0,4}(0) > 0,degq; <
2L;,v; € C{z1},v;(0) € H, p; = exp(2mi/M;). Let us call each zp + ¢;(21)
an initial segment with cutoff 2L; and multiplicity M; for j = 1,... k.
Theorem [2.19 shows that

2L;

z
H(z,29):= 1

2L; 1/M;
2o + qj(21) + 21 Ji/fj(,u;’nﬁ/ ’)

is locally H* since Im(g;(z1) + szij (M;.”zll/Mj)) > c|z1]?%i. Note we take
zi/ Mj to have a branch cut in the lower half-plane. Evidently, the function
szj@/Jj(u}nzi/Mj)H(zl, 29) is still locally H*°, so we see that

2L, 1/M; 22+ q;(21)
1—2 ij(,u,gnzl/ NH(z1,292) = J 1/Mj)

2L;
2o+ qj(21) + 21 (2
is also locally H®°. This implies that if the polynomial ¢ belongs to the
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product ideal (22 + g;(21), 21 j) iRy then ¢/p; is locally H*°. (Recall this
means ¢ is in the ideal in Ry generated by products fi--- fy, where each
fiis in {22 + ¢j(21), szj }.) Applied over all irreducible Weierstrass factors,
this implies the following theorem.

THEOREM 5.2. Assume the setting and subsequent conclusion of Theorem

2.16. Then

Clz1, 22] 22+(1y 21), ZF JOMiRy € T%(p, 0).

sz

It is not hard to see that p; € (22 + ¢;(21), szj)MfRo since symmetric
m / J

functions of w(,uj z""7) with m = 1,..., M; are analytic at 0. Therefore,
since p = upy - - - p, we have

k
2L, )
€ H(ZQ +qj(21), ])MJRO.
J=1

Since every ¢;(z1) has real coefficients, we also have p in this ideal. Setting
k
. 2L\ M.
(5.3) [p)(z1, 22) = [ [ (22 + ¢(z1) + iz 7)Mo
j=1

we see that

plz,z2) L [Pl(z1 22)

[p](21, 22) p(z1, 22)
are locally H* by Theorem [2.19. This allows a big conceptual reduction:

THEOREM 5.3. Assume the setting and subsequent conclusion of Theorem

2.16. Then
Z%°(p,0) = Z°([p], 0).

This shows Puiseux series do not play any role in our problem. Instead,
the combinatorics of the different ways the initial segments can overlap be-
comes the crux of the matter. As a warm-up we can give a satisfying answer
when p vanishes to order 1 at (0, 0).

THEOREM 5.4. Assume p € Cl[z1, z2] is pure stable and vanishes to or-
der 1 at (0,0). Then

Ioo(pv 0) = (pvﬁ)RO N (C[Zla 22]-
Proof. In this situation, p = up; has one degree 1 irreducible Weierstrass

factor py(z1,22) = 22 + q(21) + 22L4)(21) as above. The proof breaks down
into showing

(p,p)Ro = (22 + q(21), 22¥) Ry
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and
(5.4) T%°(p,0) C (22 + q(z1), 22%) Ry.
For the first equality, note

P(21,22) = (21, 22) (22 + q(21) + 217 (21).
The factors u,u are units in Ry and so the ideal (p,p)Ry is then equal to
(p1,P1)Ro. Recall that in any commutative ring the ideal generated by A, B
equals the ideal generated by A, B + C'A for any other element C'. We use
this fact below:

(22 4+ q(21) + 2170 (21), 22 + q(21) + 2170 (21)) Ro

= (20 + q(21) + 2159 (21), 23 (¥(21) — ¥(21)) Ro

= (22 + q(z1) + 21" (21), 21%) Ro

= (22 + q(21), Z%L)Ro.

The second equality is because 1(z1) — ¥(z1) is a unit (from Im(0) # 0).
Next we prove ([5.4]) by writing f € Ry as

f(z1,22) = fo(z1) + (22 + q(21)) f1(21, 22)
for fo € C{z1} and f1 € Ry. This can be accomplished for instance via the
change of variable wy = 29 + q(z1). If f € Z°°(p,0) then we wish to show
f = 0 modulo the ideal T := (22 + q(21), 227)Ry. We can freely reduce f
mod Z and assume f; =0 and deg fy < 2L.

Finally, we examine f/p along the path z3 + ¢(z1) = 0 for z; € R. Now,
p(z1, —q(z1)) vanishes to order 2L and therefore f(z1, —q(z1)) = fo(z1) must
vanish to at least the same order. Otherwise, f/p is unbounded in R? along
a path tending to (0,0) and we can find arbitrarily large values in H? close
to (0,0), contradicting f being locally H*. Since f has degree at most 2L
we get fy =0. u

We record the following useful corollary of the proof.

COROLLARY 5.5. If p € Cl[z1, 22] is pure stable and vanishes to order 1
at (0,0), then dim Ro/(p,p) Ry is equal to the contact order of p at (0,0).

Proof. In the proof above we have (p,p)Ro = (22 + q(21), 22Y) Ry where
we note that 2L is the contact order of p at (0,0). Using the change of
variables wy = z3 + ¢(21), it is not hard to prove

dim Ro/ (22 + q(21), 23F) Ry = dim Ry / (22, 23L) Ry = 2L. m

EXAMPLE 5.6. Example falls under the assumptions of the above
theorem. The Cayley transformed version of Example (designed to send
(1,1) to (0,0)) is

p(z1,22) = —4i(z1 + 29 — 2zi3 — 6zf22 —iz1(z1 + 22 — 4zf22),
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which vanishes to order 1 at (0,0). This is the same polynomial as that of
Examples [2.10 and [2.15] Example [2.15 shows the pure stable Puiseux factor
of p starts out
29+ 21 + 423 + 2420 +8i28 + .-+ .
q(z1)
In this case L = 3 and the ideal Z°°(p,0) is therefore

(22 4 21 + 423 + 2427, 29 )Ry N Clz1, 22). O

We can address three cases where the combinatorics is simple enough to
prove the reverse inclusion of Theorem Here are the three cases:

Repeated segments: All of the initial segments of p are the same but we
allow different cutoffs.

Double points: p vanishes to order 2 at (0, 0).

Ordinary multiple points: p has distinct tangents at (0,0).

THEOREM 5.7. Suppose p € C|z1, z2] is pure stable with p(0,0) = 0. If
any of the above conditions hold, then using the notation of Theorem

k
2L\ M.
I%(p,0) = Clz1,22) N [ [ (22 + ¢(21), 2 7)™ Ro.
j=1
The proofs of all three cases follow the same strategy:

e Find a generating set of

k
T =[](z2+qi(20), 4™ Ry
J=1

with elements of the form zf times a product of j initial segments where

we want K; minimal.

o Write an arbitrary f € Ry as a combination of products of initial segments
and for f € Z°(p,0), reduce f modulo Z.

e Show that f’s coefficients are forced to vanish to an order higher than
their degree because of the order of vanishing of [p] along certain initial
segments (or curves with high order of contact with initial segments).

Proof of Theorem for “Repeated segments”. Suppose p has the single
initial segment zo + q(z1) repeated with cutoffs 2L, ...,2Ly;. The cutoffs
need not be distinct. We assume without loss of generality that 2L; < ... <
2Lyr. Let Sy, = 22?21 L; and Sp = 0. The product ideal

- L

2 .
=[] (2 +a(z1), 2, ") Ro
7j=1
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is generated by zf’“(zg + q(z1))M=F for k = 0,..., M with respect to the
ring Rg. Every f € Ry can be represented as

M—1

) =7 file)(a + az)Y + far(er, 22) (2 + a(2)

§=0
where f; € C{z1},j=0,...,M —1, far € Ro. If f € Z°(p,0) then we can
reduce f modulo Z and assume deg f; < Sy —; and fyr = 0. Our goal is to
show fo,..., far—1 = 0. To achieve this we examine f/p on certain curves
in R? and show that boundedness along these curves implies all of the i
are zero. At this stage there is no harm in replacing zo with zo — ¢(21) and
assuming ¢ = 0. With this reduction we have

M
. 2L;
Pl() = [[ (22 + i),
j=1
To show fy = 0 note that

f(z1,0) _ fo(z1)
[p](21,0) csz '

For this to be bounded yet deg fo < Sjpr, we must have fy = 0.

The inductive argument might be clearer if we present the next step. Note
[p](21, tz%LM ) vanishes to order Sys so that f(z, tz%LM ) must also vanish to
order at least Sys for every t € R. Then

1 2L 2L
lim = f 21, t27) = fi(a1)z ™

must vanish to order at least Sj; and so f; vanishes to order at least Sp;_1 =
Sy — 2Ly, implying fi = 0 since deg f1 < Spr_1.
Now suppose fo, ..., fj = 0. Note that [p](z1, tszM*j) vanishes to order

Syvi—j + j2Lpr—; and therefore f(zl,tszM*j) must vanish to at least this
order. But

o1 2L (G+1)2Ln—;
lim oy f(z1,8277) = fia(an)zg ’

must also vanish to at least this order, implying f;11(21) vanishes to order at
least SM_j —l—jQLM_j - (] + I)QLM_]‘ = SM—j—L Since deg fj+1 < SM—j—l
we see that f;11=0. =

Proof of Theorem|[5.7 for “Double points”. For this case, we assume p has
two initial segments 2z + q1(21), 22 + ¢q2(21) with cutoffs 2L1,2Ly. We may
assume ¢q1 # go by the previous case and we assume Ly < Ls. Let K be the
order of vanishing of ¢1(z1) — g2(21). Set

T = (22 +q1(z1), 275) (22 + q2(21), 222*) Ry,
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Then
T=((s2+q)(22+ @), 257" (22 + ), 277 (22 + 1), 21 ) Ro
= (2 + @1)(22 + @2), 2 1(2‘2 + @), 2 (@ — @), 5 ) R
= ((z2 4+ q1) (22 + @), 221 (22 + @), 2L2+J(721(L1+l@))}%0
((22‘+’ql)(22-+»q2)7 (22-+»q ), 2L2+4v)]%0
where N = min {2L, K'}. Also note
p](z) = (22 + q1(21) + izlL V(22 + qo(21) + ZZ2L2).

Any f € Ry can be written

f(z1,22) = fo(z1) + fi(21) (22 + q2(21)) + fa(21, 22) (22 + ga(21)) (22 + q1(21))

for fo,f1 € C{z1},f2 € Ro. If f € Z°(p,0) we wish to show f € Z, so
we may freely reduce f modulo Z and assume fo = 0, deg fo < 2Lo + N,
deg f1 < 2L;.

Now, [p](z1, —q2(#1)) vanishes to order 2Ls + N, hence f(z1, —qa2(21)) =
fo(z1) must vanish to at least that same order. This implies fo = 0 by our
degree bound.

Next, ga(21) — q1(z1) + t225 generically (in t) vanishes to order N and
so [p](z1,t23"" — q1(z1)) generically vanishes to order 2L; + N. Therefore,
Fz,t22 —qi(21)) = fi(z1)(ga(z1) — q1(21) + 12251 vanishes to at least this
order, implying that fi(z1) vanishes to order at least 2L;. Since deg f1 < 2L1,
we have f; = 0. This shows f €Z. =

Proof of Theorem [5.7 for “Ordinary multiple points”. For this case we
assume we have initial segments 2o + ¢;(z1) with cutoffs 2L;, j =1,..., M,
and each difference ¢;(21) — qx(21) vanishes to order 1 for j # k. Assume
211 < --- < 2Ljs. Define the ideal

M
7= H(ZQ +qj(=1), szj)Ro.
j=1
Our strategy now is to iteratively simplify the generators of this ideal. Since
Hy, = 220 1,21 (22 + ¢j(21)) € T, we see that zf(Lk“_Lk)Hk — Hj41 equals

sz’““H [T, 2k k+1(22+¢;(21)) times a unit. Repeating this argument we see

2L 2+2
7 [[ G+gt)er
Jj#k k+1,k+2
and more generally

2Lkt
a5 ] (eta(n) ez
3#k, k4
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for kK +n < M. In particular,

M

AT (24 g5(21)) €T,
Jj=n+1

and it is these generators forn = 1, ..., M that we will use to reduce elements
of Z°°(p, 0) modulo Z.

Given f € Ry we may write

f(zleQ)
M-1 M M
=folz)) + Y fulz) ] (2 +qi(20)) + fur(z1, 22 H z2 +q;(21))

n=1 j=M-—n+1

where fy,(z1) € C{z1} forn =0,...,M — 1 and fy; € Ry. If f € Z°(p,0)
we may safely reduce f modulo Z and assume fj; = 0, while deg f, <
2Ly + M —n — 1.

Finally, we compare the order of vanishing of [p] along different segments
to f and show that f = 0. Note that [p](21, —¢;j(21)) vanishes to order 2L; +
M — 1. Then f(z1,—qnm(21)) = fo(z1) must vanish to order at least 2Ly +
M — 1, implying fo = 0 by our degree bound. Next, f(z1, —qnm—1(21)) =
f1(z1)(gr(21) — qar—1(21)) vanishes to order at least 2Lp;—1 + M — 1 but
qm—1 — qpr vanishes to order 1 because of distinct tangents. So, fi; vanishes
to order at least 2L ;1 + M — 2, again implying f; = 0. Continuing in this
fashion, if fy,..., fn_1 =0, then

M

f(Zh _Qan(Zl)) = fn(zl) H (Qj(zl) - Qan(Zl))

j=M—-n+1

vanishes to order at least 2Ly;_,, + M — 1 but the product vanishes to order
n so f, vanishes to order at least 2Ly, + M — n — 1, implying f, = 0. In
the end we arrive at f = 0 modulo Z. =

6. Local and global integrability of derivatives. In [10-12], the in-
tegrability of an RIF’s partial derivatives on T? was used to measure how
badly behaved the function was near its singularities. In this section, we
partially extend that analysis to rational Schur functions on T?. The denom-
inators of rational Schur functions are exactly the atoral stable polynomials
on D? and so those polynomials will be featured in this section.

6.1. Integrability of functions with an atoral stable denomina-
tor. We now count the number of integrability indices associated to a given
atoral, stable p on D?.
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DEFINITION 6.1. A (possibly infinite) number p > 0 is an integrability
index of p if there is a ¢ € C[z1, 23] such that
p=sup{p’:q/pc LV (T}
p’>0
Here, ¢ is said to witness p attaining its integrability index p (or, in brief,
witness p), and p is called the integrability cutoff of q.

It is not hard to show that each g € C[z1, 22| has a well-defined integra-
bility cutoff; the details are given below in Remark As p has at most
finitely many zeros on T2, the integrability of any ¢/p on T? will only depend
on its integrability near those zeros. To examine this local integrability, let
7 € T? be a zero of p and for p > 0, define

LY(T?) = {f : f € LP(U;) for some open U, C T? with 7 € U, } .

Let R, denote the local ring of convergent power series in zi, zo centered
at 7. Then the integrability indices of p at 7 are defined as follows:

DEFINITION 6.2. A (possibly infinite) number p > 0 is an integrability
index of p at T if there is a ¢ € R, such that

p=sup {p’:q/p e LP(T?)}.
p'>0
Here, ¢ is said to witness p and p is called the 7 integrability cutoff of q.

Note that p = oo is always an integrability index of p since it is witnessed
by ¢ = p. To study other ¢, let N;(p,p) denote the intersection multiplicity
of p and p at 7. The positive integer N, (p,p) is an algebraic characteristic
of p and can for example be computed via the equation

(6.1) N (p,p) = dim(R; /(p, p) Rr);

see 28| Section 12| and |18, Chapter 4, Proposition 2.11|. For more details
about intersection multiplicity, we refer the reader to [28, Section 12]. Here
since p and p have no common factors, N.(p, p) is finite. This allows one to
show that each ¢ € R; has a well-defined 7 integrability cutoff.

REMARK 6.3. Let M = N,.(p,p) and let [1],[z1],...,[2] denote the
cosets of 1,z1,...,2M in R;/(p,p)R,. By , these cosets are linearly
dependent, thus there is some nonzero polynomial r € C[z1] such that r €
(p,p)R.. Fixing any q € R,, there is a small open set U C T? containing 7
such that

g I rq PI1. P 1P
L Jazl = §|"2()| |5 ()| Jd2l S dz]
) i e ey
1 p
qur r(z1) ldz]
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Note |dz| is shorthand for |dz1||dz2|. By the fundamental theorem of algebra,
there is certainly some p > 0 such that 1/r € LP(T), which implies that ¢
has a well-defined 7 integrability cutoff. Applying this argument at each zero
of p on T? also shows that each q € Cl[z1, 23] has a well-defined integrability
cutoff.

The result below bounds the number of finite integrability indices of p at
7 in terms of N-(p,p).

PROPOSITION 6.4. Let p be an atoral stable polynomial on D? and let
7 € T2 be a zero of p. Then p has at most N, (p,p) finite integrability indices
at T.

Proof. First, define the following sets: Q) = R,
Qy ={g€ R, :q/p e LX(T*)} for 0 <p < oo,

and Q% = (N0 @f- These sets are all ideals in R, and if p < p, then
Qg C @y Now, assume that p1,...,py is an increasing sequence of distinct

finite integrability indices of p at 7. We will show that M < N, (p,p). Choose
q1,---,qu € R; such that g; witnesses p; for j = 1,..., M. Observe that if
p) < pj < ph, then g; € Q;,l, but ¢; & Q;,Q. Choose numbers k1, ...,k such
that

O<pr <k <Pa< Ko< - <py <Ky <oo.

By the above observations and the fact that ¢; € @ automatically, we have

e \QL, @cQ,\QL, .., amweQr,,  \QL,-

Let [q1],- .-, [qa] be the cosets generated by qi,...,qn in R/(p,p)R;. As
q1/Dp, - - .,qu/p have different integrability behaviors near 7, it follows that
[q1], - - -, [gar] must be linearly independent in R, /(p, p)R,. By (6.1), we must

have M < N;(p,p), and the result follows. =

To move from local to global bounds, we will let N2 (p, p) denote the sum
of N;(p,p) over all of the common zeros 7 of p, p on T2. As discussed in [28],
Bézout’s theorem implies that if degp = (n1,n2), then Np2(p,p) < 2nine.
Then Proposition gives an immediate bound on the number of (global)
integrability indices of p and the possible integrability cutoffs for derivatives
of rational functions with denominator p.

COROLLARY 6.5. Let p be an atoral stable polynomial on D?. Then p has
at most Ny2(p,p) finite integrability indices.

COROLLARY 6.6. Let p be an atoral stable polynomial on D?, and let
the real numbers p1,...,py denote the finite integrability indices of p* and
pr41 = 00. Then M < 4Np2(p,p) and for each q € C[z1, 2z2], there is a j
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with 1 < 7 < M + 1 such that
pj = sup {p': 9., (a/p) € L¥(T%)}.
p'>

Proof. Note that 0.,(q/p) has denominator p? and 4Np(p,p) =
Nrp2(p?, p?). Then the result follows immediately from Corollary "

6.2. Derivative integrability. We now obtain more refined integrabil-
ity results for partial derivatives of rational Schur functions.

DEFINITION 6.7. A number p > 0 is a z1-derivative integrability index of
p if there is a ¢ € C[z1, 23] such that ¢/p is a rational Schur function and
(6.2) p=sup {p' : 9:,(q/p) € L* (T*)}.

p’>0

Since multiplying by a nonzero constant does not affect integrability, the
z1-derivative integrability indices of p are exactly the numbers p such that
holds for some q € C|z1, 2o] with ¢/p € H®(D?). In both cases, g is
said to witness p and p is called the z;-derivative integrability cutoff of q.

We can easily identify some z;-derivative integrability indices of p, using
the concept of contact order defined in Section [2.3.2 and estimates derived
from [10]. To avoid a lengthy digression in the proof, we present some of
those estimates in the following remark.

REMARK 6.8. Let ¢ = p/p be the RIF associated to p. If K is the
maximum contact order of p at its zeros on T2, then Theorem 4.1 in [10]
states that for 1 <p < oo,

&b K+1
i
The proof of Propom‘mon below includes a local version of this for func-
tions of the form (z9 — )" ' . We provide some of the necessary estimates
here. To that end, fix p w1th 1 < p < oo and recall that standard properties
of finite Blaschke products (as in [10, Lemmas 4.2, 4.3|) show that for every
interval I C T and almost every zo € T,

Pl —la” \,
6.3 ~ I oVl N
63 i s ({3 ) 1l

I
where the a; are the zeros of (-, z2) in D. Let 7 = (71, 72) € T? be a zero
of p. Then, as Theorem [2.16 can be translated to atoral stable polynomials
on D? (and the roles of 21,2y interchanged), it can be used to obtain a
parametrization

€ LP(T?) if and only if p <

(21, 22)

99
821

z1=vY1(22), .., 21 = Yr(22)
of the components of the zero set Z5 that go through 7 in some small neigh-
borhood U of 7. Let K denote the contact order of each such curve, so that
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if z9 is close to 7, then

1 [e(z2)| ~ |z — ol .
This is basically at the level of branches. Then if we let I; and I be
sufficiently small intervals in T around 71 and 7o respectively, (6.3) implies
that for each zo € I,

1 — |¢(z 2 p
64) | 106/021(21, 22)|7 |d2a| ~ max | <“”(2”2> dz .
I ¢ I ‘1 - ¢f(z2)zl‘

The arguments in|10, Lemma 4.3| control the integrals on the right hand
side of (6.4)) when I} = T and |¢y(22)| > 1/2. However, the dominating part
is the integral over a small interval in T centered at e’ A78(#¥¢(22)) Thus, if one
shrinks I5 so that for each 2z € Ia, |1)¢(22)| > 1/2 and I; contains an interval
of fixed length centered at e?A18(¥e(22)) the estimates in Lemma 4.3 give

1- 25)12 \P ) )
(%) [dar] & (1= [e(22) )" = |22 — 7_2‘K£(1 2
I — Yul22)21

for all zo € Io. Letting K, denote the contact order of ¢ at 7 (or equivalently,
the largest of the KY), this gives

(6.5) |

I

|dz1| ~ |22 — Tg[KT(l_p)

0
o (a1, 2)

for all zo € I, which is exactly the estimate we need in the following proof.

PROPOSITION 6.9. Let p be an atoral stable polynomial on D? with a zero
at 7 € T2. Let K, denote the contact order of ¢ = p/p at 7. Then
K:-+1 K:+1 Ky +1 K:+1

K, K,-1 K,—-2" "7 1
are the zi-derivative integrability indices of p.

Proof. We first produce a polynomial that witnesses each index in
near 7. Write 7 = (11, 72) and let ¢, = (22 — 72)"p, for each 0 < n < K.
Then 0z1(gn/p) € LE(T?) if and only if (25 — Tg)"g—i € L%(T?). Now for
1 < p < oo, recall from Remark that we can choose intervals I, Io C T
around 71,7y respectively such that holds for almost every zo € Is.
Then

|

Il XIQ

(6.6)

p
(22— )" 22 ()

p
021 |dz| = S |22 — o™ S

12 Il
~ | e — 7ol ™Plzp — 1o VTP |dzy.
I

0
G (2)| ldalldz)

It follows immediately that the above LP integral is finite if and only if
np+ (1—p)K, > —1. Solving for p gives p < K:f}l when n < K. If n = K,
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then the integral is finite for all p. For this last piece, we do not need to
worry about whether p > 1. This follows because for each value of n, the
LP integral is finite for some p > 1. Then the nested properties of these LP
spaces imply that the integral is also finite for all 0 < p < 1.

To show that each value p = % is a global zi-derivative integrability

index, we must construct a polynomial s,, such that s, /p is bounded on D?
and s,, witnesses p. If p has a single zero on T? we are done, so let A # 7 be
any other zero of p on T? and without loss of generality, assume 71 # A1. Then
for N = Ny(p,p), we know dim(Ry/(p,p)Ry) = N and so [1],[z1], ..., [¢]]
are linearly dependent in Ry /(p,p)Ry. Thus, there exist ag,...,ay € C not
all zero such that

N
ra(z) = Z%‘Z{ € (p.p)Rx.
=0

Since we can divide out any factors of z; — 71 without affecting inclusion in
(p,p) Ry, we can further assume that ry(7) # 0. Furthermore, by construc-
tion,

(6.7) sup {p' : r,\% € Lf\/(']la)} = 0.

p'>0 0z
Let r be the product of these r) where A varies over all zeros different from
7 on T? and set s, = 7¢,. Then s, /p is a bounded rational function. As
r(7) # 0, our previous arguments combined with imply that the z;-
derivative integrability cutoff of s, is p = % if n < K; and p = oo if
n=K, n

There is also a simple bound for the number of “local” z-derivative in-
tegrability indices of p for certain restricted numerators.

THEOREM 6.10. Let p be an atoral stable polynomial on D? with a zero
at 7 € T2. Then there is a list of integrability indices vy, ..., P, Prre1 of p°
at 7 with M < N;(p,p) and ppr+1 = 0o such that if g € (p,p) R+, then

sup {p’ : 9., (¢/p) € L¥ (T?)} = p;  for some j with1 <j < M+ 1.

p'>0

Proof. We first need to limit the number of finite indices to at most
N:(p,p). To begin, write ¢ = p/p and

% Q

9z p?
for some @ € C[z1, z2]. Mimicking the setup of Proposition , set R} = R,
R} ={q € R, :4Q/p* € LE(T*)} for 0 <p < oo,
and R = ﬂp>0 Ry. As in Proposition these are nested ideals in R;.
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Observe that
(6.8) sup {p’' : g € R} = sup {p’ : 4Q/p* € LY (T?)}
p’>0 p’>0

is well-defined for each ¢ € R.. Clearly p = oo equals when § = p?.

Now we will show that there are at most N, (p,p) finite values that
can take. To that end, assume that p1,...,pas is an increasing list of distinct
finite numbers such that for each j, there is a ¢; € R; such that p; equals
the quantity in . Choose numbers k1, ..., ky such that

0<pr <kl <pPpr<hko<--<pyu<hry<oo.
Then ¢y, ...,y satisty
GeERG\RL, @GR \R,, ..., dueR, \R,
Now let [G1], ..., [dn] be the cosets generated by ¢i,...,qy in R:/(p,p)Rr.
Since G1Q/p?, ..., G Q/p? have different integrability behaviors near 7 on T2,
the elements [G1],...,[da] must be linearly independent in R./(p,p)R-.
Then implies that M < N.(p,p).

This argument shows that can take at most N;(p,p) finite values
as ¢ ranges over R;. With a slight abuse of notation, we label those values
P1,...,par with M < N;(p,p) and let ppry1 = o0.

To finish the proof fix ¢ € (p,p) R, so that locally f := q/p = r1 + re¢
for some 71,79 € R,;. Then near 7 we can write

of _om ., 09 Or
621 N (92:1 "2 8z1 8,21.
¢

The only term that is not necessarily bounded near 7 is 255 SO it will
determine the integrability of c‘%fl Recall that rgg—jl = TQ%. By our previous
argument, one of the p; must satisfy
by = sup {p' : 12Q/p? € L¥(T2)} = sup {y : 0., (q/p) € L¥ (T2},
p’>0 p’>0
which completes the proof. m

In a generic situation Theorem coupled with Theorem [6.10 and
Proposition [6.9] allows us to precisely identify all of the zj-derivative in-
tegrability indices of an atoral stable polynomial.

THEOREM 6.11. Let p be an atoral stable polynomial on D? with zeros
..., € T2 and respective contact orders K 1, ..., Kym. Further, as-
sume that p vanishes to order 1 at each 7. Then the z-derivative integra-
bility indices of p are exactly
K,;+1 K,;+1 K,;+1 K.;+1

K., ' K.,-1 K ;-2 "7 1

T

(6.9)

forj=1,...,m and co.
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Proof. Proposition immediately implies that both co and each num-
ber in are zi-derivative integrability indices of p.

Now fix ¢ € Clz1, z2] so that ¢/p is a rational Schur function. Since p
vanishes to order 1 at each boundary zero, Theorem [5.4]implies ¢ € (p, p) R,
for each j. (Although Theorem is stated on the bi-upper half-plane, its
conclusions can be easily moved to the bidisk via conformal maps.) Fix j
with 1 < j < m. By Theorem
(6.10) sup {p' : 9, (¢/p) € L,(T*)}

p’>0
must equal one of at most N_;(p, p) finite numbers or co. By the argument in
the proof of Proposition K_; of those finite numbers are given in .
Because p vanishes to order 1 at 7, N_; (p,p) = K., by Corollary (again by
translating to the bidisk). This means must contain all finite numbers
that could equal . As the zj-derivative integrability cutoff of ¢ is the
minimum of over j =1,...,m, this establishes the claim. =

EXAMPLE 6.12. Let p(z1,22) = 2 — z1 — z2. Then p has a single zero on
T? at 7 = (1,1) with contact order K, = 2, and p vanishes to order 1 at
(1,1). Theorem [6.11 implies that the z1-derivative integrability indices of p
are exactly %, 3, oo. Furthermore, the proof of Proposition implies that
q = P witnesses p = %, q = (22 — 1)p witnesses p = 3, and ¢ = (22 — 1)?p
witnesses p = o0.

Similarly, let p(z1,22) = 4 — 321 — 22 — 2122 + z% Then p again has a
single zero at 7 = (1,1), this time with contact order K. = 4 and order
of vanishing 1. In this case, Theorem [6.11] implies that the zj-derivative
integrability indices of p are exactly %, g, %, 5, 0o. As before, these are
witnessed by polynomials ¢ = (22 — 1)"p for n =0,...,4.

See [10, p. 298] for both contact order computations. ¢

Our next example has multiple zeros on T? with different associated
contact orders.

EXAMPLE 6.13. Consider p defined by
p(z1,22) =4 — 29 + 2129 — 3z%zz — zf’zz.

A slight variant of this polynomial is discussed in |11} p. 491]. It is also not
hard to check directly that this p does not vanish on D? and has precisely
two zeros on T2. These occur at 7! = (1,1) and 72 = (-1, 1), respectively,
with associated contact orders K;1 = 2 and K 2 = 4. One can verify these
contact orders by first solving %(zl, z9) = A for z5 to get zo = 1(21; \) and
then finding the power series expansions of ¢(z1;A) around 1 and —1. The
first series has coefficients a,, depending on A starting with n = 2 (giving
contact order 2) and the second has coefficients a,, depending on \ starting
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with n = 4 (giving contact order 4). Since p vanishes to order 1 at both
zeros, Theorem [6.11 implies that the z;-derivative integrability indices of p
are %, 3,00, coming from K_ 1, and %, %, %, 5,00, from K 2. Combining these
in increasing order, we obtain the global list of z1-integrability indices for p:

5 3 5 5 375700.

47273092
The first part of the proof of Proposition [6.9]implies that the integrability in-
dices %, %, %, 5, 00 are witnessed by ¢ = (1—22)"p forn = 0,..., 4. To witness

the integrability indices %, 3, the second part of the proof of Proposition
suggests that we should find a polynomial r satisfying
r€(p,p)Ry2 and r(r') #0.

To that end, let 7(2) = (1+21)(1 + 2122). Then 7(71) # 0 and one can check

that
1

A N

Set ¢ = (1 — 2z2)"rp. Then the proof of Proposition implies that if n = 0,
q witnesses p = % and if n = 1, ¢ witnesses p = 3. ¢

(z21p(2) + p(2)) € (p,P)Ry2.
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