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ABSTRACT: North American cold air outbreaks (CAOs) are large-scale temperature extremes that typically originate in
the high latitudes and impact the midlatitudes in winter. As they transit southward, they can have significant socioeconomic
consequences. CAOs from winter (DJF) 1979 to 2020 were identified in the fifth major global reanalysis produced by
the European Centre for Medium-Range Weather Forecasts (ERA5) using an automated feature tracking approach
(TempestExtremesV2.1). This allowed for the systematic identification of a large number of cases without using predeter-
mined, Eulerian regions. Another important advantage of this approach was the ability to compute a feature tracked thermo-
dynamic energy budget in a nonfixed domain for every identified CAO event. As an example, the thermodynamic energy
budget analysis was used to quantify important processes for the 18–23 January 1985 CAO. The dominant mechanisms of
cooling and warming as well as lysis locations (i.e., eastern or western) were then used to generalize detected CAO events
into subcategories. The associated statistics, spatial footprints, and composites of 500-hPa height, sea level pressure, and tem-
perature and winds at 850 hPa were analyzed for three subcategories that contained the majority of events. This analysis re-
vealed that CAO events that form and dissipate through different mechanisms occur in different regions, have different
intensities, and are associated with different large-scale circulation patterns. Finally, the analysis of associated North Atlantic
Oscillation (NAO) and Pacific–North American (PNA) teleconnection pattern revealed that the PNA is typically in a posi-
tive phase for eastern CAO events and in a negative phase for western events resulting primarily from horizontal advection,
whereas the NAO did not have any significant relationship.
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1. Introduction

Continental cold air outbreaks (CAOs), or alternatively
cold spells (Messori et al. 2016; Matthias and Kretschmer
2020; Messori and Faranda 2023), are persistent negative tem-
perature extremes that can last from several days to weeks
(e.g., Walsh et al. 2001; Cellitti et al. 2006; Smith and Sheridan
2020; Millin et al. 2022). They can have devastating socioeco-
nomic impacts, with extreme CAOs resulting on average in
30 deaths per year (Cellitti et al. 2006) and billions of dollars
in crop damage and livestock death (Rogers and Rohli 1991),
as well as transportation delays and damaged infrastructure
(Screen et al. 2015). Duration and timing of CAOs can be just as
impactful as intensity. For example, in April 2007, an extreme
CAO affecting much of the United States led to two billion U.S.
dollars in agricultural losses because it occurred after most crops
had begun to bloom (Gu et al. 2008). Likewise, the deaths, eco-
nomic loss, and infrastructural damage from an extreme February
2021 CAO in the central and southern United States were largely
due to the long duration and lack of preparedness, rather than in-
tensity alone (Bolinger et al. 2022).

Cold air masses are typically associated with near-surface
temperature inversions caused by radiative cooling over highly

emissive surfaces like snow (Curry 1983; Tanaka and Milkovich
1990). Unlike earlier classical depictions of cold airmass
formation as extremely shallow surface formations (Wexler
1936), Turner and Gyakum (2011) proposed a multistage
formation process in northwest Canada, where the entirety of
the 1000–500-hPa layer of the troposphere cools and diabatic
processes like ice crystal radiation and sublimation are impor-
tant. Turner and Gyakum (2011) also note that the final stage
of cold airmass formation in northwest Canada is commonly
associated with cold air damming and an anticyclone to the
leeward side of the Rocky Mountains. Cold air damming can
intensify cold air masses to the lee of the Appalachians (Bell
and Bosart 1988; Bailey et al. 2003; Rackley and Knox 2016;
Dunn 1987; Colle and Mass 1995; Turner and Gyakum 2011)
in North America. It is most easily achieved when the air
mass to the lee of the mountain barrier is statically stable,
which is the case with a shallow cold-core anticyclone situated
under an inversion (Dunn 1987). Thus, cold air damming on-
set is often concurrent with an anticyclone positioned to the
north of the damming region (Dunn 1987; Bell and Bosart
1988; Bailey et al. 2003). Diabatic processes like evaporative
cooling can also increase the static stability of the cold air
mass (Bailey et al. 2003). As the aptly named “cold dome” de-
velops, strong cold air advection at the surface is contrasted
with warm air advection aloft, which strengthens the afore-
mentioned inversion (Bell and Bosart 1988). Typically, the re-
sulting force balance manifests as a strong low-level barrier
jet surging south alongside the topography (Bell and Bosart
1988; Colle and Mass 1995).
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The genesis of North American CAOs often occurs in
Alaska or northwest Canada, before they transit into the mid-
latitudes in the form of a cold anticyclone (Dallavalle and
Bosart 1975; Colle and Mass 1995; Colucci et al. 1999; Walsh
et al. 2001; Turner et al. 2013). In particular, Walsh et al.
(2001) found that CAOs that impact the eastern United States
and Gulf Coast region often occur when pools of cold air
break off of cold air masses at higher latitudes. In contrast,
CAOs that impact the Midwest United States often occur
through cold air advection on the eastern side of stationary
cold air masses that remain further north (Walsh et al. 2001).
Iwasaki et al. (2014) used isentropic analysis to identify
Lagrangian mean transports of cold air masses via two domi-
nant pathways (one being into North America through the
Hudson Bay and the other through Eurasia). They also found
that these mean airmass pathways are consistent with CAOs
occurring in eastern North America based on climatologies
in other studies (Iwasaki et al. 2014). While CAOs are often
discussed in conjunction with cold air masses, in this study, we
use the term “cold air mass” to describe any large-scale region
of extreme cold temperatures, whereas “cold air outbreak”
will be used specifically to describe events where a cold
air mass is sustained for at least 3 days and impacts the
midlatitudes.

Dynamic forcing for CAOs includes upper-level ridging
and associated horizontal convergence that can lead to
the initial pressure rises associated with a cold anticyclone
(Dallavalle and Bosart 1975). Millin et al. (2022) found two
dominant regimes associated with CAOs in the Midwest,
based on a sample of events from 1950 to 2021: anomalous
ridging over Alaska and anomalous ridging over the entire
Arctic. Similarly, positive sea level pressure anomalies over
the Alaska–Yukon border (Walsh et al. 2001) along with the
coupling of an upper-level ridge over the Arctic with an
upper-level trough over the Great Lakes have been identified
as a precursor to CAOs (Konrad 1996). Biernat et al. (2021)
also noted that the amplification of an upper-level ridge situ-
ated over the North Pacific or western North America could
contribute to the equatorward transport of CAO cold pools.
Messori et al. (2016) found that the large-scale circulation pre-
ceding North American CAOs involved advection from the
Arctic, and a zonal and southerly shifted North Atlantic jet.
Grotjahn et al. (2016) identified common precursors to be sur-
face cyclogenesis over the eastern United States, low 500-hPa
geopotential heights over the Great Lakes region, and south-
eastward movement of an upper-level shortwave from west-
ern Canada. When comparing the behavior of two different
composites of cold anticyclones, Dallavalle and Bosart (1975)
observed that if a trough downstream of an intensifying ridge
centered on northwestern Canada is established aloft, it can
result in uninterrupted northwesterly flow transiting cold air
toward the Gulf of Mexico. In the absence of this flow, the anti-
cyclone would remain stationary until such upper-level flow
is initiated. Once the cold air moves southward, the CAO
and/or associated anticyclone–cyclone couplet may either un-
dergo lysis due to processes such as subsidence and surface
heating or reintensify (Dallavalle and Bosart 1975; Konrad
and Colucci 1989; Colucci et al. 1999).

In terms of associations with known teleconnection pat-
terns, a negative North Atlantic Oscillation (NAO) has been
shown to precede cold anomalies in the eastern United States
(Walsh et al. 2001; Cellitti et al. 2006; Westby et al. 2013;
Grotjahn et al. 2016), while a negative (positive) Pacific–
North American (PNA) teleconnection pattern leads to cold
anomalies in the northwest (southeast) (Leathers et al. 1991;
Rogers and Rohli 1991; Westby et al. 2013; Grotjahn et al.
2016; Messori et al. 2016). The mechanism by which the PNA
leads to these cold anomalies is well understood; the en-
hanced ridge over northwestern North America coupled with
the enhanced trough over the southeast United States charac-
teristic of the positive phase of the PNA allows for cold air to
travel south more readily (Leathers et al. 1991).

A common method for studying CAOs is to analyze one or
more case studies individually (Colucci et al. 1999; Ackerman
et al. 2005; Bolinger et al. 2022) or composite multiple case
studies (Dallavalle and Bosart 1975; Colle and Mass 1995).
The advantages of case studies include the ability to analyze
specific antecedent conditions, account for the event transit-
ing through multiple regions, capture the full development of
the event through time, and conduct a detailed analysis of the
dynamic and thermodynamic processes. However, bias in the
selection of cases (typically focusing on the most well-known
or extreme events) and small sample sizes make it difficult to
generalize CAOs. Computing composites of these case studies
can help overcome some of the difficulty generalizing processes
from a single case (Grotjahn et al. 2016); however, they can still
be subject to the same biases in the event classification.

Many studies instead implement Eulerian approaches to
identify and analyze CAOs, which has the advantage of cap-
turing a complete set of cases (Walsh et al. 2001; Portis et al.
2006; Vavrus et al. 2006; Turner and Gyakum 2011; Turner
et al. 2013; Westby et al. 2013; Ayarzagüena and Screen 2016;
Grotjahn and Zhang 2017; Smith and Sheridan 2020; Millin
et al. 2022). This often involves averaging temperature anom-
alies in fixed regions and applying criteria for duration, inten-
sity, and synoptic independence (e.g., Millin et al. 2022). The
Eulerian approach allows for identification of a larger sample
of events, a flexible and easily changeable definition of criteria,
and computational efficiency. However, CAOs cover large,
constantly changing areas that are difficult to capture when
using fixed, predetermined regions. Several studies have im-
plemented Lagrangian/kinematic back trajectories using the
three-dimensional wind field subsequently to event identifi-
cation for continental (Walsh et al. 2001; Grotjahn and Zhang
2017; Hartig et al. 2023) or marine (Papritz and Spengler
2017) CAOs. Lagrangian back trajectories are advantageous
in that they allow for insight into the origin of parcels of cold
air, evolution of features through time, and quantification of
meteorological quantities throughout the life cycle of events
(Papritz and Spengler 2017).

Once a CAO has been identified, thermodynamic energy
budgets can be a useful tool for identifying the processes driv-
ing CAO genesis, intensification, and lysis. Several studies
have quantified and tracked thermodynamic processes in a
fixed domain using a region centered on a moving CAO
(Tanaka and Milkovich 1990; Konrad and Colucci 1989;
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Colucci et al. 1999). However, computing a thermodynamic
energy budget in a fixed domain does not allow for a full
picture of a CAO’s size, shape, and how it interacts with dy-
namic fields, even if that fixed domain moves with its center.
Furthermore, thermodynamic processes may be spatially het-
erogeneous, in that one term can warm or cool in different
parts of the CAO. This in turn can mask the importance of
their role when averaging over a fixed domain. In contrast,
Papritz and Spengler (2017) analyzed the Lagrangian thermo-
dynamic evolution of air parcels in marine CAOs with non-
fixed domains using kinematic back trajectories.

The goal of this study is to explore the dynamic and ther-
modynamic mechanisms impacting transiting North American
continental cold air outbreaks using a new feature tracked re-
pository of CAO cases. Automated feature tracking algo-
rithms can circumvent many of the issues associated with
CAO event identification and analysis identified above, while
providing many of the same advantages of Lagrangian back
trajectories. In this study, we use TempestExtremesV2.1 (TE),
a feature tracking algorithm, to identify and track winter
CAOs from 1979 to 2020. This methodology can capture a
larger number of CAO events, while considering the full spa-
tial and temporal extent of events, and without relying on pre-
determined study regions. Furthermore, automated feature
tracking allowed for the computation of a feature tracked
thermodynamic energy budget in a nonfixed domain. To pro-
vide an example, results from this tracking method and ther-
modynamic energy budget calculations are shown for the
18–23 January 1985 CAO, previously analyzed in Colucci et al.
(1999). Statistics of all identified CAO events are computed
including the number of events per year, intensity, and dura-
tion. Last, all detected CAOs are generalized by the dominant
mechanisms of warming and cooling in order to quantify the
relative importance of these processes.

2. Data and methods

a. Data

Hourly data at 0.258 horizontal grid spacing were obtained
from the fifth major global reanalysis produced by the European
Centre for Medium-RangeWeather Forecasts (ECMWF) [ERA5;
Hersbach et al. (2020)]. We limited our analysis to the winter
season [December–February (DJF)] from 1979–80 (i.e., 1979)
to 2020–21 (i.e., 2020). Daily indices of the NAO and PNA
teleconnection pattern for the same winter seasons were ob-
tained from the National Oceanic and Atmospheric Adminis-
tration (NOAA) Climate Prediction Center (CPC). These
indices are computed as the first and second rotated principal
components of 500-hPa height anomalies in the Northern
Hemisphere as in Barnston and Livezey (1987).

b. CAO event identification

We applied TE, a feature detection, tracking, and analysis
framework developed by Ullrich and Zarzycki (2017) for ei-
ther traditional grids (such as for the ERA5) or unstructured
grids. One advantage of using TE is that it captures informa-
tion about changes in spatial extent and location of events

as in case studies, but can be automated to analyze large
amounts of climate data, as in most Eulerian methodologies.
The algorithm has been applied successfully to track tropical
and extratropical cyclones (Chavas et al. 2017; Balaguru et al.
2020; Roberts et al. 2020), atmospheric rivers (McClenny et al.
2020; Patricola et al. 2020; Zhou et al. 2021), and other atmo-
spheric phenomena (Pinheiro et al. 2019; You and Ting 2021),
but this was the first application of the feature tracking algo-
rithm to identify cold air masses.

TempestExtremes implements several core algorithms
(kernels) that can be combined or run one at a time for
nodal (pointwise) and areal feature tracking. The two kernels
of TE that provided the basis of cold air mass identification
and tracking in this study were DetectBlobs and StitchBlobs.
DetectBlobs was used for the identification of areal features.
Candidate regions were selected for each time slice based on
an input threshold of a given atmospheric variable (here daily
averaged 2-m temperature standardized anomalies) and then
marked using a binary mask (Ullrich et al. 2021). StitchBlobs
was used to track areal features in time, assigning connected
features a unique ID and then applying criteria for overlap
and minimum duration (Ullrich et al. 2021).

Cold air masses are typically confined to lower levels and
therefore have been commonly defined using 700-hPa tempera-
ture (Grotjahn and Zhang 2017), 850-hPa temperature (Konrad
and Colucci 1989; Colucci et al. 1999), or surface air temperature
(Walsh et al. 2001; Portis et al. 2006; Vavrus et al. 2006; Turner
and Gyakum 2011; Westby et al. 2013; Ayarzagüena and Screen
2016; Smith and Sheridan 2020; Millin et al. 2022). Here, we
have chosen to identify CAOs using 2-m temperature (T2m) as it
is terrain following and does not require an interpolation below
ground level in regions with high terrain. This is important when
considering the entirety of the continent. Furthermore, T2m is
widely available as output from global climate models, which is
key for enabling future research on projected changes in CAOs.

Prior to air mass identification, the daily averaged T2m values
were first detrended to remove the linear component of the
anthropogenic warming signal (Westby et al. 2013). Next,
climatological means and standard deviations in T2m were
computed for each day of the year at each grid cell. After
testing multiple values, a 21-day running mean was applied
to both the climatological means and standard deviations,
as done in Grumm and Hart (2001). This was necessary to
smooth out the impact of internal variability on the climato-
logy prior to event identification. We then computed stan-
dardized T2m anomalies by subtracting this daily average T2m

for a given day of the year and dividing by this standard devia-
tion in T2m for a given day of the year at each grid cell. Calcu-
lating anomalies relative to this daily climatology rather than
seasonal or monthly means is important for detecting events
throughout the entire winter season (Gu et al. 2008; Grotjahn
et al. 2016). These preprocessing steps of detrending and
tracking on standardized anomalies were chosen as the per-
ception of cold, as well as its impacts on society, agriculture,
and infrastructure, is highly dependent on geographic location,
intraseasonal variability, and the baseline climate. Furthermore,
for future identification of CAOs in other datasets or climate
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model simulations, this metric enables a universal definition
regardless of mean model bias or future climate change.

The required inputs for the DetectBlobs and StitchBlobs
kernels of TE were the threshold of the T2m standardized
anomalies, the minimum number of grid cells for a contiguous
feature to be flagged, the minimum duration of an event, the
minimum spatial overlap between time steps to be identified
as a single feature, and the radius of influence in great circle
degrees per grid cell. The radius of influence refers to how far
the impact of a flagged grid cell extends in all directions. For
example, with a radius of 18 per grid cell, every grid cell within
1 great circle degree of a flagged grid cell (where the stan-
dardized anomaly is less than 22s) would also be flagged.
This effectively filled in gaps and smoothed the boundaries of
the detected region. A 3-day minimum duration was used for
all combinations, as most studies define a 2–5-day minimum
duration criteria for CAOs (Walsh et al. 2001; Westby et al.
2013; Ayarzagüena and Screen 2016; Papritz and Spengler
2017; Smith and Sheridan 2020; Millin et al. 2022). Also, for
the air mass tracking in this study, the data were subset to
258–908N to ensure that cold near-surface temperature anom-
alies in the subtropics associated with La Niña events would
not be captured by the feature tracking algorithm. We tested
a variety of combinations of the remaining input parameters
as summarized in Table 1. For each combination, we evalu-
ated the output trajectories, size, and time scale of detected
air masses. A threshold of 22s was consistent with the defini-
tion of CAOs in many other studies, which used thresholds in-
cluding 22s, 21.5s, or below the 10th percentile (Walsh
et al. 2001; Portis et al. 2006; Westby et al. 2013; Ayarzagüena
and Screen 2016; Screen et al. 2015; Smith and Sheridan 2020;
Millin et al. 2022). We chose final input values based on com-
parisons of detected cold air masses’ dates, trajectories, and
intensities to documented CAO events. The inputs imple-
mented in the final feature identification were 22s, 1500 grid
cells minimum size, 3-day minimum duration, radius of 18 per
grid cell, and 50% overlap per daily time slice.

The final output of the feature tracking algorithm was a netCDF
file containing the three-dimensional (longitude, latitude, time)
domain of cold air masses from 1979 to 2020, with grid cell
values corresponding to the unique identification (ID) for each
individual air mass (see data availability statement for public ac-
cess to this dataset). Each event additionally had an associated
genesis date (first day of detection), lysis date (last day of detec-
tion), and duration. Next, we limited our analysis to continental
air masses over North America. While cold air masses can form

and propagate entirely over the ocean (Papritz and Spengler
2017), the aim of this study was to understand the processes im-
portant for the formation and movement of CAOs over land,
where their societal impacts are most devastating. Thus, we re-
quired at least 50% of a detected air mass’ lifespan be over
land. This step removed cold air masses that were primarily
marine, but moved briefly over land or followed a coastline.
After postprocessing, there were a total of 410 North American
cold air masses detected within the 1979–2020 period.

c. Thermodynamic energy budget

A thermodynamic energy budget analysis within a nonfixed
domain was conducted for all identified CAOs. The goal of
this analysis is to gain an understanding of the role of synop-
tic-scale forcing in generating CAOs. The budget was com-
puted at 850 hPa where surface cold air masses are still
detectable (Turner and Gyakum 2011), in order to compute
the budget on a fixed pressure level. It is also important to
note that the results are sensitive to the pressure level chosen.
To determine the sensitivity of the thermodynamic budget to
the pressure level it was calculated on, it was also performed
by calculating the terms at 925 hPa (not shown). Perhaps un-
surprisingly, the residual term (including diabatic processes)
played a larger role due to the closer proximity of the level to
the surface and boundary layer. However, in regions of higher
terrain (such as the Rocky Mountains), the 925-hPa surface is
more extensively at or below the surface compared to 850 hPa,
meaning the analysis would be performed using a larger
amount of interpolated below-ground data that may not be
representative of the atmosphere. Although there is no per-
fect level upon which to conduct the analysis, 850 hPa was
ultimately chosen as a balance between minimizing issues
with topography, while still adequately sampling the air masses,
and is consistent with many previous studies (Konrad and
Colucci 1989; Colucci et al. 1999). The energy budget was
computed as follows, with overbars denoting the area average
of each term over the airmass domain each day:

­T
­t

5 2V ? =T 1 vs
P
R

1
1
cp

­H
­t

, (1)

where T is the temperature (K), t is the time (s), V is the hori-
zontal wind (m s21), = is the gradient operator, v is the pressure
velocity (Pa s21), P is the constant pressure level (850 hPa), R is
the ideal gas constant for dry air (J kg21 K21), cp is the isobaric
specific heat capacity (J kg21 K21), and ­H/­t is the diabatic
heating rate (J kg21 s21). The static stability parameter s is
defined as

s 52
1
r

­ln(u)
­P

, (2)

where r is the density (kg m23), u is the potential temperature
(K), and the derivative is approximated as the difference be-
tween the 875- and 825-hPa surfaces. Density was calculated
using the ideal gas law and thus expressed in terms of hourly
850-hPa temperature (T), constant 850-hPa pressure (P), and
the ideal gas constant for dry air (R).

TABLE 1. Various combinations of the input values (right
column) for the parameters of threshold, minimum size, minimum
overlap, and radius (left column) that were tested to identify and
track cold air masses using TEs.

Parameter Tested input values

Threshold 21.5s, 21.75s, 22s
Min size 800–3000 grid cells (100 or 200 gridcell intervals)
Min overlap 20%–80% (10% intervals)
Radius 08, 18, 28, 38

MONTHLY WEATHER REV I EW VOLUME 153156

Brought to you by Pennsylvania State University, Paterno Library | Unauthenticated | Downloaded 03/06/25 06:00 PM UTC



The term on the left-hand side of Eq. (1) is the temperature
tendency (K day21), computed as the difference in instanta-
neous 850-hPa temperature at 0000 UTC between two con-
secutive days. Terms on the right-hand side are (from left
to right) horizontal advection (K day21), the adiabatic term
(K day21), and the diabatic term (K day21). The horizontal
advection and adiabatic terms were computed from the
hourly data between the 0000 UTC time steps and then daily
averaged. The fourth term was computed as a residual, as
in Colucci et al. (1999), Portis et al. (2006), and Turner and
Gyakum (2011). Thus, it is important to note that in our cal-
culation, this fourth term not only includes diabatic effects
but also any discrepancies or errors. These discrepancies can
result from the analysis increment (correction between the
analysis and background forecast), interpolation from model
levels to pressure levels, errors from representing the vertical
derivative as a finite difference between 875 and 825 hPa in
the calculation of s, etc. This term will be interpreted to be
primarily diabatic, though the data are not available to con-
firm the discrepancies are indeed small compared to the
diabatic processes.

Spatial averages within the airmass boundary [overbars in
Eq. (1)] are conducted over the CAO region identified on the
subsequent day (shown schematically in Fig. 1). For example,
if an air mass was detected on 1 December, the energy budget
was computed on 30 November, but averaged within that air-
mass boundary on 1 December. This allowed us to capture
the processes responsible for changes in shape, location, and
size in the nonfixed CAO domain. This approach captures the
entire area encompassing the airmass, such that there is not
any assumption as to where the center is and where to apply a
fixed box each day of the computation.

To understand which mechanisms were important for gen-
erating versus destroying cold air, we isolated the positive
temperature tendency (warming) and negative temperature
tendency (cooling) regions within the airmass boundaries as
shown schematically in Fig. 1. The area-weighted averages for
each of the terms on the right-hand side of Eq. (1) were com-
puted separately each day within the warming and cooling re-
gions of a given air mass. This prevented underestimation of
processes in cases where one term contributed to both warm-
ing and cooling in separate regions of a CAO. The fractional
area of the cold air mass that was warming versus cooling was

also quantified by computing the ratio between the total area
with positive versus negative temperature tendencies within
the airmass boundary divided by the total airmass area for
each day of its lifespan.

3. Results and discussion

a. Example CAO case: 18–23 January 1985

From 18 to 23 January 1985, an intense CAO impacted
the eastern United States, transiting from the Great Lakes to
Florida. This CAO resulted in record-breaking minimum tem-
peratures in the central and southeastern United States, had
a rapid progression southward, and had devastating societal
impacts (Colucci et al. 1999). We selected this case as an ex-
ample to demonstrate the CAO tracking and thermodynamic
energy budget calculations since Colucci et al. (1999) studied
this event using a thermodynamic energy budget computed in
a fixed domain. It was also one of many events documented in
the literature that was used to assess the validity of the auto-
mated identification and thermodynamic energy budget meth-
odology in our study.

At genesis, on 18 January, a CAO was identified over the
Northwest Territories, parts of Nunavut and the Canadian
Prairies, and extending into northern Ontario. In Fig. 2a, the
CAO boundary is plotted with T2m anomalies, where the daily
climatology is removed but the data are neither detrended nor
standardized. This helps demonstrate that the air mass detected
using standardized data was composed of genuinely cold air and
that the entirety of the transiting cold air mass was encompassed
by the detected boundary. In the midtroposphere, there were
large positive 500-hPa geopotential height (Z500) anomalies over
Baffin Bay and the central Arctic consistent with a negative AO
pattern (Fig. 2g). There was also anomalously high Z500 ob-
served over the west coast of North America and anomalously
low Z500 observed over northern Ontario extending south to the
Gulf Coast (Fig. 2g). Anticyclonic circulation in sea level pres-
sure (SLP) is observed downstream of the positive Z500 anomaly
(Fig. 2d). There was also a weak cyclone observed offshore of
Labrador and east of the overlying trough in Z500 (Fig. 2d). This
circulation pattern implies geostrophic cold air advection in the
southern portion of the CAO boundary (Fig. 2d), which is con-
firmed by the computed horizontal temperature advections
(Fig. 3d). The main source of cooling throughout the entire

FIG. 1. Schematic illustrating how the feature-following thermodynamic energy budget was computed within an airmass boundary (pur-
ple contour) each day, as well as separation into positive (warming) and negative (cooling) temperature tendency regions. The thermody-
namic energy budget on day21 was analyzed over the day 0 airmass boundary.
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life cycle was cold air advection. At genesis, 71% of the CAO
was cooling, with an average rate of 26.7 K day21 over the
cooling region (Fig. 4). This is contributed by both cold air
advection (22.3 K day21) and the residual term (24.2 K day21)
at genesis (Fig. 4). In the smaller warming region, the adiabatic
term is the most positive at 6.6 K day21 and this is counteracted
by residual (likely diabatic) cooling at25.5 K day21 in this warm-
ing region (Fig. 4).

On 20 January 1985, the CAO expanded to encompass nearly
the entire central and eastern United States, with a large region
of T2m anomalies exceeding 2208C (Fig. 2b). The anticyclone
traveled southward and intensified along the eastern edge of the
Rockies (Fig. 2e), while the cyclone weakened, leading to strong
geostrophic cold air advection in the Midwest and southeast
United States (Fig. 2e). This was quantified in the temperature
advection field, where strong cold air advection was found to
coincide with the region of large negative temperature tendency
(Figs. 3b,e). Averaged over the cooling region, temperature advec-
tion remained the dominant process, contributing 212.1 K day21

(Fig. 4). Within the warming region, the adiabatic term continued
to be the most positive at 5.7 K day21 (Fig. 4). On this day, the
residual term (2.6 K day21) in the cooling region was nearly
equal in magnitude to the adiabatic term (2.2 K day21), and
both acted in opposition to the strong cold air advection (Fig. 4).

On the second to last day of detection (22 January), the
magnitude of the T2m anomalies decreased throughout the
CAO (Fig. 2c). The cyclone in eastern Canada reintensified,
but moved northward, away from the weakening anticyclone
(Fig. 2f). Additionally, the warming region expanded to 45%
of the total area on the second to last day of detection and
71% at lysis (Fig. 4). Significant negative temperature tendencies
within the CAO domain were relegated to Florida and the Atlan-
tic Ocean (Fig. 3c). Cold air advection peaked at 215.5 K day21

in the cooling region (Fig. 4). The strongest region of significant
positive temperature tendencies was largely captured by the CAO
boundary, whereas it was situated to the northeast of the event on
prior days (Fig. 3c). The adiabatic term peaked at 11.1 K day21 in
the warming region (Fig. 4). The residual term was slightly nega-
tive in the warming region and switched from positive to negative
in the cooling region as the CAO approached lysis (Fig. 4). Fi-
nally, at lysis (23 January), the CAO diminished in both geo-
graphic extent and intensity.

b. Generalization of CAO events

CAO events were sorted into three broad lysis regions
based on the air mass’ location on the last day of detection.
Lysis locations on the last day of detection were determined
for each air mass by calculating the percent area 1) north of

FIG. 2. (top) (from left to right) Daily average 2-m temperature anomalies (8C) on the 18, 20, and 22 Jan 1985. (middle) Black contours
of daily average SLP at 8-hPa intervals, with colored contours of daily average 1000–500-hPa thickness (m) for those same 3 days.
(bottom) Daily average 500-hPa height anomalies (m) in color and blue contours of 500-hPa heights at 80-m intervals. Cyan contours
indicate the detected air mass on the same day. Stippling indicates significant anomalies at the 95% level (bootstrap resampling test).
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608N (high latitude), 2) south of 608N and west of 1008W
(midlatitude west), or 3) south of 608N and east of 1008W
(midlatitude east) and shown schematically in Fig. 5. The lon-
gitude of 1008W was chosen as it is representative of the east-
ern boundary of the Rocky Mountains, which naturally
bisects the continent and has a large influence on the develop-
ment and transit of cold air masses (Colle and Mass 1995;
Turner and Gyakum 2011). In total, 32% had the greatest
percent area in the high latitudes (H), 40% in the midlatitudes
west (W), and 28% in the midlatitudes east (E).

The processes governing CAO development and behavior
across a large number of cases were assessed using the ther-
modynamic budgets computed for each identified CAO. As
conducted for the January 1985 case study, the area-weighted
average of each term in the thermodynamic budget equation
[Eq. (1)] was computed over the negative temperature tendency

region every day. To further generalize, these terms were aver-
aged over the entire lifespan to get a value for the advection,
adiabatic, and residual term for each air mass. The most nega-
tive of these terms was referred to as the dominant mechanism
of cooling. The opposite was done to identify the dominant
mechanism of warming over the positive temperature tendency
region. In total, there are nine possible combinations of the
dominant mechanism of cooling and warming. Over all CAO
events (Table 2), horizontal advection (V) was the dominant
cooling mechanism for 80.5% of air masses (330 events) and the
dominant warming mechanism for 6.8% of detected air masses
(28 events). Only 2.2% (9 events) had the adiabatic term (A) as
the dominant cooling mechanism, but adiabatic warming was the
leading warming mechanism for 90.5% of events (371 events). In
17.3% of events (71 events), the residual, including diabatic pro-
cesses, term (D) was the dominant mechanism of cooling, and in

FIG. 3. As in Fig. 2, but columns are 17, 19, and 21 Jan, 1 day prior (N 2 1) to the detected air mass (cyan contour). (from top to
bottom) Temperature tendency (K day21), horizontal advection (K day21), adiabatic processes term (K day21), and residual, including
diabatic processes, term (K day21) at the 850-hPa level. All displayed fields have been smoothed for visualization.
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2.7% of all events (11 events), it was the dominant mechanism of
warming. Most of the events where residual (including diabatic)
processes were dominant in cooling the air mass experienced lysis
in the west or high latitudes.

The 410 detected air masses in the 1979–2021 period were then
classified into 27 subcategories based on these lysis locations
(H, E, or W), dominant mechanism of cooling (V, A, or D), and
dominant mechanism of warming (V, A, or D), as summarized
in Table 2. The following analysis was limited to events that
would be classified as midlatitude CAOs (E or W) and subca-
tegories that comprised at least 10 total detected air masses.
This included three categories: eastern advective cooling and
adiabatic warming (EVA), western advective cooling and

adiabatic warming (WVA), and western diabatic cooling
and adiabatic warming (WDA). These three subcategories
comprised more than half of the total number of detected
cold air masses and the vast majority of the midlatitude CAOs.
The example CAO case from 18 to 23 January 1985 would be
classified as an EVA event since it has lysis in the midlatitude
east, cools primarily through advection, and warms primarily
through adiabatic processes when considering the average
over the entire duration.

Figure 6 shows the number of detected cold air masses each
winter from 1979 to 2020. The mean for the 1979–2020 period
was 9.76 cold air masses detected per winter. Winter 1985,
2009, and 2013 had the highest count at 16 individual cold

FIG. 4. Area-weighted average prior day (N 2 1) temperature tendency (K day21; solid magenta, cyan lines), horizontal advection
(K day21; dash–dotted red, blue lines), adiabatic processes term (K day21; dashed red, blue lines), and residual, including diabatic
processes, term (K day21; dotted red, blue lines) within the airmass boundary at day N. The daily averages within the (left) warming
region and (middle) cooling region. (right) The percentage of the air mass that was warming (red) or cooling (blue) each day.

FIG. 5. Schematic illustrating how genesis location, onset date, and lysis location would be defined for a cold air mass (purple contour)
based on the percentage of its area located in one of three broad regions: north of 608N (high latitude), south of 608N and west of 1008W
(midlatitude west), and south of 608N and east of 1008W (midlatitude east).
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air masses, and additionally, several winters had more than
12 individual cold air masses detected. The winters with the
fewest cold air masses detected were 1997 with three and 2011
with two. In these low CAO winters, all events were WVA
events.

Distributions of cold air mass duration in days are shown
as solid colors in Fig. 7 for all detected cold air masses (All;
Fig. 7a) and the subset of events falling into the three selected
CAO subcategories (EVA, WVA, WDA; Figs. 7b–d). Dura-
tions were positively skewed for every subcategory. The mean
durations of all three selected subcategories were 5.7, 6, and
5.6 days for EVA, WVA, and WDA, respectively. Permuta-
tion tests were implemented to determine if differences in
mean duration for each subcategory were significant when
compared to the mean duration of all detected cold air masses
at an alpha value of 0.05. None of the subcategories

significantly differed in mean duration from the All category
at 5.4 days. For each event, we also defined a midlatitude
CAO onset date as the first day more than half of the area of
a cold air mass was situated south of 608N (Fig. 5). This was
done to distinguish antecedent conditions from what we con-
sider to be midlatitude CAOs. An adjusted duration was then
calculated as the number of days the air mass was detected
starting at midlatitude onset rather than at CAO genesis.
Consequently, high-latitude events have an adjusted duration
of 0 days and are not considered CAOs by our criteria (Fig.
7a). Distributions of adjusted duration are displayed as out-
lines in Fig. 7. For All (Fig. 7a), the mean decreased from 5.4
to 3.9 days once adjusted duration was considered, which was
significant at the 95% level (permutation test). However, dif-
ferences in duration and adjusted duration did not meet the
significance level for the three selected subcategories.

TABLE 2. Number of cold air masses detected in each subcategory, based on dominant mechanism of cooling, dominant
mechanism of warming, and lysis location. The naming convention for each category was a three-letter abbreviation denoting the
lysis location (H for high latitude, E for east, and W for west), and then a letter each for the dominant mechanism of cooling and
warming (V for advection, A for adiabatic processes, and D for diabatic processes and residual). Bold text and asterisks denote the
three subcategories selected for further analysis.

Dominant mechanism of cooling
and warming

Lysis in high lat
(north of 608N)

Lysis in midlat
(east of 1008W)

Lysis in mid lat
(west of 1008W)

Advection (V) Advection (V) 10 9 3
Advection (V) Adiabatic (A) 87 100* 113*
Advection (V) Diabatic (D) 1 2 5
Adiabatic (A) Advection (V) 0 0 2
Adiabatic (A) Adiabatic (A) 1 0 3
Adiabatic (A) Diabatic (D) 0 2 1
Diabatic (D) Advection (V) 3 0 1
Diabatic (D) Adiabatic (A) 31 1 35*
Diabatic (D) Diabatic (D) 0 0 0

FIG. 6. The number of cold air masses detected each year separated into the number of EVA,
WVA, or WDA events. All other categories (high-latitude air masses included) were grouped
together as “Other.”
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Intensity was computed for each air mass as the area-weighted
average climatological T2m anomaly (i.e., T2m with daily climatol-
ogy removed, but not detrended or standardized) within the air-
mass boundary each day. These daily values were then averaged
across all days to get a single intensity value per event. For the
All category (Fig. 8a), the mean intensity was 26.98C. EVA
events were the most intense with a mean intensity of 28.68C
(Fig. 8b). The January 1985 CAO would be considered a rela-
tively extreme EVA case at 212.58C. WDA events (Fig. 8d)
tended to be the least intense with a mean intensity of 25.18C,
and the mean intensity of WVA events was26.88C (Fig. 8c). For
the All category and the three subcategories, the skewness of in-
tensities generally resembled that of a Gaussian distribution. Per-
mutation tests at the 95% level showed that the EVA and WDA
subcategories differed in mean intensity when compared to the
All category.

Peak intensities, represented as outlines in Fig. 8, were de-
fined as the minimum T2m anomaly within the airmass bound-
ary and over all days. This provided a measure of whether
events experienced localized extreme temperatures compared
to average-based intensities. The mean peak intensities for
EVA, WVA, and WDA of 221.58, 222.18, and 218.18C, re-
spectively, significantly differed from 220.48C for All. The
WVA events were the most extreme category according to
the mean peak intensity metric (Fig. 8c). This is in contrast to
average-based intensities, from which EVA would be consid-
ered more extreme (Fig. 8b). The January 1985 CAO’s peak
intensity was 231.68C making it one of the most intense
CAOs overall by this metric (top 5%).

The number of days with a CAO detected at a given loca-
tion is shown in Fig. 9 for each of the selected CAO subcate-
gories. Black contours indicate the number of days that a

CAO was detected at genesis for a given grid cell. The num-
ber of genesis days is the same as the number of events in a
given category since each event only has one genesis day. The
same was shown in color, except including all time steps over
the entire lifespan of the CAOs. This provides a measure of
the likelihood of the occurrence of a cold air mass of a given
subcategory at a given location.

For EVA cases, the spatial footprint of these events ex-
tended throughout much of North America east of the Rock-
ies at genesis and over the entire duration of events. The
maximum in genesis is centered on the western edge of the
Great Lakes while the maximum for the entire life cycle is dis-
placed to the southeast (centered over the Great Lakes). This
could indicate that many events experience a southeastward
transit. However, with the large spread in locations, it is likely
that there are a range of event trajectories included in this
category. For example, in the January 1985 case described
above, genesis occurred in the high latitudes before transit
and expansion across the southeastern United States. This
was consistent with the traditional mechanism of a cold-core
anticyclone intensifying and moving southward, where it ulti-
mately decays in response to subsidence warming (Dallavalle
and Bosart 1975; Dunn 1987; Colle and Mass 1995; Colucci
et al. 1999). The genesis region of these events to the lee of
the Rockies suggests some WVA events could be subject to
cold air damming as the CAOs surge from northwest Canada
into the interior United States if certain conditions (i.e.,
accompanying cold-core anticyclone) are met (Dunn 1987;
Colle and Mass 1995; Turner and Gyakum 2011).

At both genesis and over the full life cycle, WVA CAOs
were generally concentrated over the Rocky Mountains and
interior west, stretching from Alaska south to Mexico. The

FIG. 7. Histograms of air mass duration (solid colors) and adjusted duration (outlines) in days for (a) all events,
(b) EVA events, (c) WVA events, and (d) WDA events. Adjusted duration was calculated as the number of days the
air mass was detected starting at midlatitude onset rather than genesis. High-latitude cases were excluded for adjusted
duration in the (a) all histogram by definition.
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values for WVA events (Fig. 9b) were higher than other cate-
gories because more events fall into this category (Table 2).
The highest values were centered over north-central California;
however, these events span the entirety of the western United
States and Canada. WDA events (Fig. 9c) were generally more
geographically confined thanWVA events. WDACAOs (Fig. 9c)
were concentrated in the interior west regions of the United
States and did not shift much at all from their genesis region.

To understand the differing mechanisms responsible for
initiating CAOs, we conducted composites of Z500, SLP,
T850, and wind vectors at 850 hPa (V850) at outbreak onset
into the midlatitudes for each CAO subcategory. Composit-
ing was conducted at onset rather than at genesis in order
to capture conditions associated with the dislodging of cold
air masses from the Arctic that eventually transition into
the midlatitudes; however, these results were qualitatively
similar when genesis was composited.

For EVA events, there was significant anomalous 500-hPa
ridging centered over the Beaufort Sea at onset, which ex-
tended to high latitudes over western North America and into
the Arctic (Fig. 10a). The amplified ridge is accompanied by
anomalous troughing over eastern North America, which is
indicative of a positive PNA-like pattern that favors cold air
outbreaks in the eastern United States (Leathers et al. 1991).
Downstream of this anomalous ridging, a broad area of signifi-
cant positive SLP anomalies was oriented northwest–southeast
across the northern Rockies into the Midwest, resulting in an
area of anticyclonic lower-tropospheric flow centered east of
the Rockies (Fig. 10b). While it cannot be confirmed from this
analysis alone, this may indicate cold air damming occurs for
some EVA events that transit from northwest Canada into the
central and eastern United States at onset. Located east of this
area of higher SLP were significant negative T850 anomalies,
with northwesterly V850 advecting cold air to the east of the
Rockies (Fig. 10c). This region of cold air advection was

associated with an anomalous upper-level trough centered
over the Great Lakes, with anomalies exceeding 280 m (Fig.
10a). There were also negative SLP anomalies over eastern
Canada, which in conjunction with the anticyclonic circulation
over the Midwest could act to funnel cold air southward across
Hudson Bay into eastern North America. This funneling of
cold air by an anticyclone–cyclone couplet as well as the place-
ment of the upper-level ridge over the western North America
are consistent with known mechanisms of CAOs impacting the
eastern United States (e.g., Dallavalle and Bosart 1975; Kon-
rad 1996; Colucci et al. 1999).

The WVA subcategory had anomalously high heights along
and just upstream of the ridge axis in the eastern North Pacific,
with a trough over the western United States (Fig. 10d). Positive
SLP anomalies were located over much of the western United
States and Canada (Fig. 10e). Both of these features were
similar to the setup of CAOs in the California Central Valley
described in Grotjahn and Zhang (2017), with a large-scale
meteorological pattern in Z500 resembling a negative PNA and
positive SLP anomalies in the Gulf of Alaska. There were cold
anomalies over the entire western United States, with the deep-
est T850 anomalies located over British Columbia, Alberta, and
most of Saskatchewan (Fig. 10f). Winds at 850 hPa indicate
cold air advection over Alberta and Saskatchewan as well as
around the anticyclone off the coast of Baja California. The
locations of the low-level cold air advection, as well as the
importance of subsidence and adiabatic warming, are also
similar to those processes described in Grotjahn and Zhang
(2017).

Finally, the WDA subcategory had ridging over the Pacific
Northwest and significant troughing to the east of the CAO
region (Fig. 10g). Between these Z500 anomalies, there were
positive SLP anomalies that coincide with the negative anom-
alies in T850 (Fig. 10h). Unlike the other categories, winds at
850 hPa were largely zero over the CAO (Fig. 10i), consistent

FIG. 8. As in Fig. 7, but for intensities (8C) in solid colors and peak intensities (8C) in outlines.
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with advection not playing a driving role in these events. The
dominant mechanism of cooling in these events was the resid-
ual term. Given that these events were associated with high
pressure over the genesis region, enhanced radiative cooling
in association with clear skies may play a role in generating
these events. Furthermore, these events may be influenced by
localized mesoscale processes such as valley cold pools even
though they are synoptic scale in terms of their overall spatial
extent (Reeves and Stensrud 2009).

Both the NAO and PNA have been associated with CAOs
in North America (e.g., Walsh et al. 2001; Westby et al. 2013;

Grotjahn et al. 2016). Table 3 shows the mean standardized
daily NAO and PNA indices for each subcategory at four dif-
ferent points of the CAO life cycle, genesis, midlatitude onset,
the midpoint between onset and lysis, and lysis. The mean
NAO indices are insignificant across all three subcategories at
the 95% level as determined by a two-sided z test. For the
PNA, there was a divide between the advective cooling
eastern category EVA associated with positive PNA and
advective cooling western subcategory WVA associated with
negative PNA. For EVA, these standardized indices were
significant throughout the entire life cycle, peaking at 2.13 at
onset. The mean standardized indices at genesis, midpoint,
and lysis were also much larger in magnitude compared to the
two western subcategories. The mean standardized PNA indi-
ces for WVA were all negative and significant at all points ex-
cept lysis. The mean standardized daily PNA index decreased
for WVA throughout the life cycle, peaking at 20.64 at genesis,
followed by 20.51 at onset, 20.48 at midpoint, and 20.28 at
lysis. This suggests a more direct connection between the
PNA and advection-driven CAOs compared to the NAO.

4. Conclusions

A feature tracking approach was used in this study to identify,
track, and evaluate the mechanisms driving North American
cold air outbreaks (CAOs) throughout their life cycle. The auto-
mated feature tracking algorithm TempestExtremes (TE) from
Ullrich et al. (2021) allowed for detection of cold air masses
based on standardized T2m anomalies. We used the CAO identi-
fied on 18–22 January 1985 as an example to demonstrate how
the methodology captures our events.

CAOs were then generalized based on the dominant mech-
anisms of warming and cooling. This analysis was conducted
using a unique approach where the thermodynamic energy
budget was computed in a nonfixed feature tracked domain.
Over each day of the CAO life cycle, grid points were defined
as warming or cooling based on the sign of the temperature
tendency in the prior day. To identify the important processes
driving CAO changes, we quantified the temperature advection,
adiabatic processes, and residual (including diabatic processes)
within these warming and cooling regions. For CAOs with lysis
in the midlatitudes, we found the majority of events fell into
three main subcategories, namely, eastern advective cooling and
adiabatic warming (EVA), western advective cooling and adia-
batic warming (WVA), and western diabatic cooling and adia-
batic warming (WDA). As noted by Turner et al. (2013),
different processes can act at different levels within an air mass.
In this study, we chose to conduct our thermodynamic analysis
at 850 hPa; however, choosing a level nearer to the surface could
result in different processes being more dominant for a given
case. In regions of higher topography where the 850-hPa surface
would be closer to the ground, we might expect diabatic cooling
to play a stronger role. This could explain the existence of dia-
batic cooling and advective warming cases in western but not in
eastern North America. The generalizations presented here
should thus not be interpreted to mean that diabatic warming
and cooling is less important overall for CAOs, but rather that
at 850-hPa advective cooling and adiabatic warming tend to be

FIG. 9. Solid colors represent the number of days where a CAO
was located at a given location for (a) EVA events, (b) WVA
events, and (c) WDA events. Black contours indicate the same, but
only taking into account the first day of detection (genesis) for each
CAO in a given subcategory, with a contour interval of 10 days.
Contours have been smoothed for visualization.
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the most important processes. On a case-by-case basis, this bud-
get could be computed on a series of levels within the cold air
mass to dig more deeply into the vertical structure of the mecha-
nisms responsible.

The remainder of our analysis focused on the three CAO
subcategories (i.e., EVA, WVA, and WDA). The average du-
ration of all events was 5.4 days with no significant differences
in duration between all events and the three subcategories.
There were significant differences in average and peak inten-
sities between subcategories. When considering average-
based intensity, the EVA CAOs were the most extreme.
When considering peak intensity, WVA CAOs were the most
extreme. This may be indicative of the influence of topogra-
phy for western events, as cold dense air may reach localized
extreme cold in the deep valleys of the Rockies, which would
be too small to skew the average-based intensities but would
be captured when using minima (Reeves and Stensrud 2009).
The number of cases detected at a given location also differed
between subcategories. EVA CAOs have a broad footprint in
location both at genesis and throughout their life cycle that
encompasses the majority of North America east of the

Rockies with a peak near the Great Lakes. WVA CAOs were
widespread across the western continental United States and
Canada. WDA CAOs were largely midlatitude features, with
little high latitude presence. Due to the localized impact and
lower intensity of these WDA events, an open question re-
mains whether these constitute CAOs. If WDA events are
found to be influenced primarily by mesoscale diabatic pro-
cesses in the mountains, this could serve as an argument
against considering these CAOs in future work.

Composites of sea level pressure and geopotential height
anomalies at onset, as well as evaluation of standardized
NAO and PNA indices, provide additional insight into the
mechanisms responsible for the differences between CAO
subcategories. For EVA events, composites at onset showed
significant upper-level ridging centered over Alaska, which
resulted in a strong surface high over central North America,
subsequent cold air advection, and a surface anticyclone–
cyclone pair west of the Great Lakes leading to additional cold
air advection into the eastern United States across and to the
east of Hudson Bay. There was a positive PNA-like pattern at
onset that continued throughout the life cycle of these events.

FIG. 10. Composites for three CAO subcategories: EVA, WVA, and WDA at outbreak onset. (left) 500-hPa geopotential height anom-
alies (m; color) and 500-hPa heights (m; black contours every 20 m). (middle) SLP anomalies (hPa; color) and SLP (hPa; black contours
every 4 hPa). (right) T850 anomalies (K; color), T850 (K; black contours every 5 K), and V850 (m s21; purple vectors). Colored contours in-
dicate significance in anomalies based on a bootstrap resampling methodology, at the 95% level, whereas white indicates insignificance.
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These CAOs were particularly intense as a result of these
mechanisms. WVA events were associated with a negative
PNA, strong upper-level high over the eastern North Pacific
and Alaska, an upper-level low coinciding with the CAO, and
positive SLP anomalies over much of Alaska and western
Canada at onset facilitating advection of cold air from Alberta
and Saskatchewan. As in the EVA cases, lysis occurred due
to adiabatic effects. WVA cases were additionally associated
with the strongest peak intensities. This may be in part due to
WVA events moving into regions that are on-average warmer
compared to the locations of EVA events, allowing for the
minimum temperature anomalies to reach more extreme val-
ues. Unlike EVA, WVA events also do not advect over any
large bodies of water such as the Great Lakes or Hudson Bay.
Finally, WDA events were associated with high surface pres-
sure in the genesis region, weak circulation anomalies allow-
ing for maintenance of the CAO once diabatic cooling is
initiated, and lower intensities than other CAOs induced by
cold air advection.

In this study, we have focused on historical CAO events.
These events were identified based on standardized anomalies
in 2-m temperatures. This field is widely available as output
from both reanalysis and global climate model simulations.
Application of this methodology to global climate model sim-
ulations over the historical period can enable a process-
oriented evaluation to determine how well CAOs are simulated
as compared to ERA5. Furthermore, applying this methodology
to single-model initial-condition large ensembles can enable a
robust analysis of trends in CAOs over the historical period,
taking into account internal variability. Finally, the impact of
anthropogenic forcing on CAOs can be assessed by applying
this method to CMIP6 simulations with projected anthropo-
genic forcing.
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