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Abstract

We consider the focusing energy-critical nonlinear wave equation for radially sym-
metric initial data in space dimensions D > 4. This equation has a unique (up to sign
and scale) nontrivial, finite energy stationary solution W, called the ground state. We
prove that every finite energy solution with bounded energy norm resolves, contin-
uously in time, into a finite superposition of asymptotically decoupled copies of the
ground state and free radiation.
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1 Introduction
1.1 Setting of the Problem

We study the Cauchy problem for the focusing nonlinear wave equation in the energy-
critical case and under the assumption of radial symmetry, i.e.,

4
oru — |u|P2u =0,

(u(To), 9;u(To)) = (uo, tio),

2 2
o u — 07 u —

(1.1)

where here D € {4, 5, 6, ...} is the underlying spatial dimension, u = u(¢,r) € R,
where r = |x| € (0, 00) is the radial coordinate in R?, and T € R.
The conserved energy for (1.1) is given by

Eu(®), du(n) := / %[(a,ua)f + Ou()? P dr
0

©p_2
—‘/ u(6)| 57 PP dr.
0

2D

The Cauchy problem for (1.1) can be rephrased as a Hamiltonian system. To for-
mulate it as such, we will write pairs of functions using boldface, v = (v, ¥), noting
that the notation v does not, in general, refer to the time derivative of v but just to the
second component of the vector v. We see that (1.1) is equivalent to
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dqu(t)=JoDE(®), u(Ty) = uo, (1.2)

where

(01 _ (—0Ru(0) — ZLou() — fu)
J= <_1 O), DE (u(1)) = ( ) >

4
Above we have introduced the notation f(u) := |u|D-2 u.
Solutions to (1.1) are invariant under the scaling,

u(t,r) = u)(t,r) = (A_DT_zu(t/A, r/A), )L_%B,u(t/K, r/x), A>0,

and (1.1) is called energy-critical because E(u) = E(u;).
The linearization of (1.1) about the zero solution is the free scalar wave equation,

D—1

r

3 — 9% — dv=0. (1.3)

In this paper we study solutions with initial data in the energy space &, which is
defined via the norm,

o 2
luoll? = f (o)) + @ru0(r)? + M] PP dr.
0 r

Using Hardy’s inequality, functions u(r) in £ can be identified with radially symmetric
functions v(x) in the space H' x L2(RP) in the usual way. We will sometimes use
the notation,

o 2
ol = [ @m0y + U] 0 ar,

and write € = H x L.

It is a classical result of Ginibre and Velo [32] that (1.1) is well-posed in the space
E. Solutions u(t) are defined in the Duhamel sense; see Section 2.2. To every ug € &,
viewed as initial data for (1.2) at time Ty = 0, we can associate maximal forward and
backward times of existence 7y € (0, co] and 7_ € [—o0, 0), a maximal interval of
existence Imax = (T—, Ty) on which u € C(Ipax; £) and u € S(J) N W(J) for every
compact subinterval J C Inax, Where

S(J) = L5 (] x RP),

2(D+1)

1
W(J) = L 1 (J; B2, 2(RD)>;
D1 *
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18 Page4of117 J.Jendrej, A. Lawrie

see Section 2.2 for details. We will only consider solutions u(¢) € £ to (1.1) that
satisfy,

lim sup ||u(t)||e < co or limsup ||u(t)|lg < oo.
t—T4 t—T_

Solutions for which lim,_, 7, [lu(t)||¢ = oo are known to exist and are called type-I
(or ODE-type) blow up solutions; see e.g., [5, 15, 51].

We define the Aubin-Talenti solution, W (x) := (W(x),0) where W : R? — R,
by

2 D-2
|x|

We = (14 B0 )7
(x) + 5 D2

and note that W (x) is the unique (up to sign, scaling, and translation), non-negative

and nontrivial C? solution to

4

—AW(x) = [W(x)|72 W(x), xeRP.

Abusing notation slightly and writing W(x) = W(r) with r = |x|, we see that

W (r) is a stationary solution to (1.1). In fact, it is the unique (up to sign and scaling)

static radial nontrivial solution to (1.1) in &. For each A > 0, we write W, (r) :=
-2

O~ W(r/A), 0).

1.2 Statement of the Results

Our main result is formulated as follows.

Theorem 1 (Soliton Resolution) Let D > 4 and let u(t) be a finite energy solution
to (1.1) with initial data u(0) = ug € &, defined on its maximal forward interval of
existence [0, T). Suppose that,

limsup |lu(t)] g < oo.
t—Ty

Then,

(Global solution) if T, = oo, there exist a time Ty > 0, a solution ui €
C(R; &) to the linear wave equation (1.3), an integer N > 0, continuous functions
M), ..., An(1) € CO[Ty, 00)), signs t1,...,ix € {—1,1}, and g(t) € € defined
by

N
u(t) =Y ;Wi +ui(t) + gt),
Jj=1
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such that

()
lg®lle+ ) == =0 as t > oo,
j=1 it

(0

where above we use the convention that Ay+1(t) = t;
(Blow-up solution) if Ty < oo, there exists a time Ty < Ty, a function ufj € &,
an integer N > 1, continuous functions ,i(t),...,An(t) € CO([Ty, T,)), signs

..., tn € {—1,1}, and g(t) € &€ defined by

N
u(t) =Y ;Wi +uj+ g,
j=1

such that

||g(t)||g+2 ji()t) —0ast—> Ty,
Aj+

where we use the convention that Ay1(t) = T4 —t.
Analogous statements hold for the backwards-in-time evolution.

Remark 1.1 This type of behavior is referred to as soliton resolution. Theorem 1 has
been proved for (1.1) in a series of remarkable works by Duyckaerts, Kenig, and
Merle in odd space dimensions D > 3; see [22] for dimension D = 3 and see [24—
26] for odd space dimensions D > 5. The space dimension D = 4 was treated by
Duyckaerts, Kenig, Martel, and Merle in [ 18], which also covers the 1-equivariant wave
maps equation, and dimension D = 6 was treated by Collot, Duyckaerts, Kenig, and
Merle [10]. All of these papers use, in some fashion, the method of energy channels.
Roughly, energy channels refer to measurements of the portion of energy that a linear
or nonlinear wave radiates outside fattened light cones {|x| > |¢| + R} for R > 0.
The approach we take to prove Theorem 1 is independent of the method of energy
channels. Our method of proof follows closely our recent preprint [41], which proved
the analogue of Theorem 1 for the k-equivariant wave maps equation in all equivariance
classes k € N.

Remark 1.2 The soliton resolution problem is inspired by the theory of completely
integrable systems, e.g., [29, 72, 75], motivated by numerical simulations, [30, 88],
and by the bubbling theory of harmonic maps in the elliptic and parabolic settings [66,
67, 83, 86, 87]; see also [16, 18, 26] for discussions on the history of the problem.

Remark 1.3 Equation 1.1, its counterpart in defocusing case, as well as the sub- and
super-critical versions, have been classically studied; see for example the articles [3,
34,43, 44, 59, 60, 64, 65, 69, 73, 74, 76, 77, 82, 84] and the books by Strauss [81],
Sogge [80], and Statah, Struwe [78].
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18 Page60f117 J.Jendrej, A. Lawrie

Remark 1.4 Kenig and Merle [45] gave the first general description of dynamics in a
non-perturbative setting for the focusing energy critical NLW (non-radial), proving
that solutions u# with energy below the ground state energy scatter in both directions
if [Vuoll2, < [[VWI|7, or blow up in finite time in both directions if || Vuol|7, >
||VW||i2. In [27] Duyckaerts and Merle classified the dynamics of solutions at the
threshold energy £ = E(W). Characterizations of the dynamics for energies slightly
above the ground state energy were given by Krieger, Nakanishi, and Schlag in [46,
47].

Remark 1.5 Theorem 1 is a qualitative description of the dynamics of all finite energy
solutions to (1.1) with bounded critical norm. A natural, challenging question is to ask
which types of configurations of solitons and radiation are realized in solutions. The
first results in this direction were by Krieger and Schlag [48] who found a manifold
of global-in-time solutions that decoupled into a static W and free radiation; see
also the improvement by Beceanu [4]. The first construction of a solution developing
a bubbling singularity (with one concentrating bubble) in finite time was done by
Krieger, Schlag, and Tataru [50]; see also Hillairet and Raphael [35] for a different
construction in dimension D = 4, and also [49].

In [37], the first author constructed a solution exhibiting more than one bubble
in the decomposition, showing the existence of a solution that forms a 2-bubble in
infinite time with zero radiation in dimension D = 6. We expect that solutions that
form 2-bubble in forward infinite time also exist in dimensions D > 7.

When multi-bubble solutions do occur in one time direction, it is natural to ask
about the dynamics of those solutions in the opposite time direction. We answered
this question in [40] in the setting of equivariant wave maps for the pure 2-bubble
solution u 3y constructed by the first author in [37]. We showed that any 2-bubble in
forward time must scatter freely in backwards time. When the scales of the bubbles
become comparable, this ‘collision’ completely annihilates the 2-bubble structure and
the entire solution becomes free radiation, i.e., the collision is inelastic. Viewed in
forward time, this means that the 2-soliton structure emerges from pure radiation, and
constitutes an orbit connecting two different dynamical behaviors. We later showed in
[38, 39] that u () (¢) is the unique 2-bubble solution up to sign, translation, and scaling
in equivariance classes k > 4. While we do not consider such refined two-directional
analysis here, a relatively straightforward corollary of the proof of Theorem 1 is that
there can be no elastic collisions of pure multi-bubbles, which we formulate as a
proposition below.

Before stating the result, we define pure multi-bubbles in forward or backward time.

Definition 1.6 With the notations from the statement of Theorem 1, we say that u is a
pure multi-bubble in the forward time direction if u]’i = 0 in the case T+ = +00, and
u; = 0in the case Ty < +o0.

We say that u is a pure multi-bubble in the backward time direction if ¢
(u(—t), —u(—t)) is a pure multi-bubble in the forward time direction.

Proposition 1.7 (No elastic collisions of pure multi-bubbles) Stationary solutions are
the only pure multi-bubbles in both time directions.

@ Springer



Soliton Resolution for the Energy-Critical... Page 7 of 117 18

Remark 1.8 We note that Proposition 1.7 was also proved for odd dimensions D > 3
in [23-26] and in dimensions D = 4, 6 in [10, 18] by the method of energy channels.
The case of k = 1 equivariant wave maps was treated in [18] using energy channels.
Here the proof of Proposition 1.7 follows from the method introduced by the authors
in [41] where we treated equivariant wave maps for all equivariance classes k > 1. See
[55-57] for more regarding the inelastic soliton collision problem for non-integrable
PDEs.

1.3 Summary of the Proof

The proof of Theorem 1 is built on two significant partial results; (1) that the radiation
term, u" in the global case and u in the blow-up setting, can be identified continuously
in time, and (2) that the resolution is known to hold along a well-chosen sequence of
times (at least in the case of certain space dimensions). Because the existing literature
does not cover all space dimensions, we sketch a unified proof of the sequential
soliton resolution (see Theorem 1.14 below) as a consequence of what we call the
Compactness Lemma (see Lemma 3.1, which is also used crucially in the proof of
the main theorem), the identification of the radiation, and the fact that no energy can
concentrate in the self-similar region of the light cone.

We discuss these results in more detail. To unify the blow-up and global-in-time
settings we make the following conventions. Consider a finite energy solution u(t) € &.
We assume that either u(¢) blows up in backwards time at 7_ = 0 and is defined on
an interval 7, := (0, To], or u(¢) is global in forward time and defined on the interval
I, := [Ty, 00) where in both cases Ty > 0. We let T, := 0 in the blow-up case and
T, := oo in the global case. We assume that u(¢) exhibits type II behavior in that,

limsup ||u(t)||g < OQ. (14)

t—T,

Step 1: Extraction of the radiation. Below we will use the notation £(ry, 1) to
denote the localized energy norm

2 — RN 2 82 D—1
1g1Z 0 ) = @7+ @9+ 25 ) rPdr (1.5)
r

By convention, E(rg) := E(rg, 00) for rg > 0. The local nonlinear energy is denoted
by

2 2D
|ug| -2 rP=1ar.

%[(b'to)2 + (8ruo)2] PPl ar — /rz b-2

E(ug; rq, =
(uo; r1,12) / 2D

rl
We adopt similar conventions as for £ regarding the omission of r7, or both | and r,.

Theorem 1.9 (Properties of the radiation) [12, 21, 22,42, 71] Letu € C(I4; €) be a
finite energy solution to (1.1) on an interval I, as above and such that (1.4) holds. Then,
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18 Page8of117 J.Jendrej, A. Lawrie

there exists an open neighborhood J of T and finite energy solution u*(t) € C(J; E)
to (1.1) called the radiation, and a function p : I, — (0, 00) that satisfy,

lim ((p()/0"7" + () = w Ol 0) =0,

and for any a € (0, 1),
lw* ()| ©.ar) — O as t — Ti.

Remark 1.10 In the global setting, i.e., I, = [Ty, co) the linear wave ui e C(R; &
that appears in Theorem 1 is the unique solution to the linear equation (1.3) satisfying,

lw*(2) —u(t)|le = 0 as t — oo,

see Proposition 4.2. In the finite time blow-up setting the final radiation u(j € & that
appears in Theorem 1 can be viewed as initial data for u*(¢), i.e., the radiation u*(¢) in
Theorem 1.9 satisfies u(z, r) = u*(t, r) for r > t. We refer the reader to Section 4.3
for a sketch of the proof of Theorem 1.9 following the scheme of Duyckaerts, Kenig,
and Merle [22] (see also the preliminary results in Sections 4.1 for the identification
of the radiation and Section 4.2 for non-concentration of energy in the self-similar
region of the cone, which follow the methods of [12, 42] by Cote, Kenig, the second
author, and Schlag, and by Jia and Kenig).

Remark 1.11 The radiation field for (1.1) can be identified even outside radial sym-
metry; see the work of Duyckaerts, Kenig, and Merle [20]. The radiation field can be
identified in several other contexts and by different means. For example, Tao accom-
plished this in [85] for certain high dimensional NLS.

Step 2: Sequential soliton resolution. A deep insight of Duyckaerts, Kenig, and
Merle, proved in [22] for D = 3, is that once the linear radiation is subtracted from
the solution, the entire remainder should exhibit strong sequential compactness — it
decomposes into a finite sum of asymptotically decoupled elliptic objects, in our case
these are copies of the ground state, along at least one time sequence, up to an error that
vanishes in the energy space. A crucial tool in proving such a compactness statement
is the remarkable theory of profile decompositions for dispersive equations developed
by Bahouri and Gérard [2]. However, after finding the profiles and their space-time
concentration properties (in our case their scales) via the main result in [2], one must
identify them as elliptic objects (solitons) by some means, and then prove that the error
vanishes in the energy space, rather than the weaker form of compactness (vanishing of
certain Strichartz norms) given by [2]. This was proved in the breakthrough paper [22]
using linear energy channels (amongst other techniques). Rodriguez [71] extended this
result to all odd dimensions D > 3. It was shown in [12, 13] that the scheme of proof
from [22] could be extended to the subset of even space dimensions D = 0 (mod 4). Jia
and Kenig then proved the sequential soliton resolution result for dimension D = 6
using a different scheme based on virial inequalities rather than energy channels.
We follow the Jia-Kenig approach here to prove a general result, which we call the
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Compactness Lemma 3.1, which we then combine with Theorem 1.9 to give a unified
proof of the sequential resolution in all space dimensions D > 4; for the latter, see
Section 4.3.

Before stating the sequential resolution result, we introduce some notation.

Definition 1.12 (Multi-bubble conﬁguratlon) Given M € {0,1,...},T=(1,...,tym)
e{-1, l}M and an increasing sequence)» =1, ..., Any) € (0, oo)M amulti- bubble
configuration is defined by the formula

M
WQ, A1) = ZLJ'W)V. ).

Jj=1

Remark 1.13_If M = 0, it should be understood that W, X; r) = Oforallr € (0, c0),
where 7 and A are O-element sequences, that is the unique functions ¥ — {—1, 1} and
# — (0, 00), respectively.

Theorem 1.14 (Sequential soliton resolution) [22, Theorems 1 and 4], [12, Theorems
1.1 and 1.3] [42, Theorem 1.1] [71, Theorems 1.1 and 1.3] Let u € C(Iy; E) be a
finite energy solution to (1.1) on an interval I, as above. Let the radiation u* be as
in Theorem 1.9. Then, there exists an integer N > 0, a sequence of times t, — Ty, a
vector of signs 1 € {—1, 1}V, and a sequence of scales k,, € (0, 00)" such that,

Jim () = (1) = WG T >||5+2 iy o,

n j+1

where above we use the convention hy N+1 := ty.

Remark 1.15 The Duyckaerts, Kenig, and Merle approach from [22] to sequential
soliton resolution has been successful in other settings. The same authors with Jia
proved the sequential decomposition for the full energy critical NLW (i.e., not assum-
ing radial symmetry) in [16] and for wave maps outside equivariant symmetry for data
with energy slightly above the ground state [17].

Step 3: Collision intervals and no-return analysis. The challenging nature of
bridging the gap between Theorem 1.14, which is the resolution along one sequence
of times, and Theorem 1 is apparent from the following consideration. The sequence
t, — T, inTheorem 1.14 gives no relationship between the lengths of the time intervals
[#,, th+1] and the concentration scales X,l of the bubbles in the decomposition. One
immediate enemy is then the possibility of elastic collisions. If colliding solitons could
recover their shape after a collision, then one could potentially encounter the following
scenario: the solution approaches a multi-soliton configuration for a sequence of times,
butin between infinitely many collisions take place, so that there is no soliton resolution
in continuous time.

We describe our approach. Fix u € C(Iy; £), a finite energy solution to (1.1) on the
time interval I, as defined above.Let N > 0 and the radiation ™ be as in Theorem 1.14.
We define a multi-bubble proximity function at each t € I, by
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18 Page100f 117 J.Jendrej, A. Lawrie

N D=2\ &
s R () Y12 oy
d(r>.—17{11f(||u<r> u' (1) WG,A>||5+Z(MH) ) (1.6)

j=1

where T:= (11, ..., tx) € {—=1, 3V, % := (A1, ..., Ay) € (0, 00)V, and Ay := t.
Note that d(¢) is continuous on /.

With this notation, we see that Theorem 1.14 gives a monotone sequence of times
t, — T, such that,

lim d(t,) =0.
n—o00

Theorem 1 is a direct consequence of showing that lim,_, 7, d(#) = 0. We argue by
contradiction, assuming that limsup, ;. d(¢r) > 0. This means that there is some
sequence of times where u — u* approaches an N-bubble and another sequence of
times for which it stays bounded away from N-bubble configurations. It is natural to
rule out this behavior by proving what is called a no-return lemma. In this generality,
our approach is inspired by no-return results for one soliton by Duyckaerts and Merle
[27, 28], Nakanishi and Schlag [62, 63], and Krieger, Nakanishi and Schlag [46, 47]. In
those works a key role is played by exponential instability, where here we have in addi-
tion attractive nonlinear interactions between the solitons. This latter consideration,
and indeed the overall scheme of the proof is based on our previous works [40, 41].
We remark that the argument in [40] marks the first time where modulation analysis
of bubble interactions was used in the context of the soliton resolution problem.
The basic tool we use is the standard virial functional

o(t) = <8,u(t) | X0 (ra,u(r) + Dz_zu(t)>>,

where the cut-off x is placed along a Lipschitz curve r = p(t) that will be carefully
chosen (note that a time-dependent cut-off of the virial functional was also used in
[62, 63]). Here the inner product is,

<¢|¢>:=/0 o)y () rPldr,  fore¢, v : (0, 00) — R. (1.7)

Differentiating v(¢) in time we have,

o' (t) = — fo 19 (t, ) * Xy () P71 dr 4 Qpy (u(2)), (1.8)

where Q) (u(t)) is the error created by the cut-off. Importantly, this error has struc-
ture, see Lemmas 2.1 and 5.19, and satisfies the estimates,

Qo @) < (A + o' @))) min{llu@®) o). 2007 A1)}

Roughly, this allows us to think of v(7) as a Lyapunov functional for our problem,
localized to scale p(t), with “almost” critical points given by multi-bubbles W(, A).
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Indeed, if u(z) is close to a multi-bubble up to scale p(¢), and | o (t)| < 1, then
[o'()] < d@).

Our first result is a localized compactness lemma. In Section 3 we prove the fol-
lowing: given a sequence of nonlinear waves u, (t) € £ on time intervals [0, 7,,] with
bounded energy, and a sequence R, — oo such that

1 T Ryt

lim — / / |0;un (2, 1))> rP~ 1 drdr =0,
n—o0 ‘[n 0 0

one can find a new sequence 1 < r, < R, and a sequence of times s, € [0, 7,,], so

that up to passing to a subsequence of the u,, we have lim,_, 8,7, (. (s,)) = 0.

Here 8z (u) is a local (up to scale R) version of the distance function d.

We give a caricature of the no-return analysis, pointing the reader to the technical
arguments in Sections 5, 6 for the actual arguments. We would like to integrate (1.8)
over intervals [a,, b, | with a,,, b,, — T, such thatd(a,), d(b,,) < 1 but contain some
subinterval [c,, d,] C [an, b,] on which d(z) >~ 1; such intervals exist under the
contradiction hypothesis. From (1.8) we obtain,

by pp(t)

/ / Bt PP rP= dr dr < plan)d(an) + pbn)d(by)
a, 0

by (1.9)
+/ |0 (t))| dr.

n

We consider the choice of p(#). One can use the sequential compactness lemma so
that choosing p(¢)/(d, — ¢;,) > 1 we have,

dn ()
/ / |0,u(t, r)|*> rP~Ydrdr > d, — ¢, (1.10)
Cn 0

and one can expect that the integral of the error f Ci” |S2p(,) (u (t))| dr <« |d,, — ¢yl is
absorbed into the left-hand side by choosing p(¢) to lie in a region where u(¢) has
negligible energy.

To complete the proof one would need to show that the error generated on the inter-
vals [a,, c,] and [d,, b, ] can also be absorbed into the left-hand side, and moreover
that the boundary terms p(a,)d(a,), p(b,)d(b,) <K d, — c;,. For this, we require a
more careful choice of the intervals [a,,, b,] and placement of the cut-off p(¢), which
motivates the notion of collision intervals introduced in Section 5.1. These allow us to
distinguish between “interior” bubbles that come into collision, and “exterior” bubbles
that stay coherent throughout the intervals [a;,, b, ], and to ensure we place the cutoff
in the region between the interior and exterior bubbles.

Given K € {l1,..., N}, we say that an interval [a, b] is a collision interval with
parameters 0 < € < n and N — K exterior bubbles for some 1 < K < N, if
d(a), d(b) < e, there exists ¢ € [a, b] with d(c) > n, and a curve r = pg (¢) outside
of which u(t) — u*(¢) is within € of an (N — K)-bubble in the sense of (1.6) (a
localized version of d(¢)); see Defintion 5.4. We write in this case [a, b] € Ckx (¢, ).
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We now define K to be the smallest non-negative integer for which there exists n > 0,
a sequence €, — 0, and sequences a,,, b, — Ty, so that [a,, b,] € Cg(e,, n); see
Section 5.1 for the proof that K is well-defined and > 1, under the contradiction
hypothesis.

We revisit (1.9) on a sequence of collision intervals [a,,, b,] € Ck (€, n). Near the
endpoints a,,, b,, u(t) —u*(t) is close to an N-bubble configuration and we denote the
interior scales, which will come into collision, by A= (A1, ..., Ag) and the exterior
scales, which stay coherent, by i = (jigi1, ..., [y). We assume for simplicity in
this discussion that the collision intervals have only a single subinterval [c,, d,] as
above, and that d(¢) is sufficiently small on the intervals [a,, ¢,] and [d},, b, ] so that the
interior scales are well defined (via modulation theory) there. We call [a,,, ¢, 1, [dy, b, ]
modulation intervals and [c,,, d,] compactness intervals.

The scale of the Kth bubble A (7) plays an important role and must be carefully
tracked. We will need to also make sense of this scale on the compactness intervals,
where the bubble itself may lose its shape from time to time. We do this by energy-
norm considerations; see Definition 6.1. Crucially, the minimality of K can be used
to ensure that the intervals [c,, d,] as above satisfy d, — ¢, >~ max{Ag (c;), Ax(dn)};
see Lemma 6.3. Thus the first terms on the right-hand-side of (1.9) can be absorbed
using (1.10) by ensuring p(a,) = o(e, Ak (an), p(by) = o(e; Ak (by) if we can
additionally prove that the scale Ak (f) does not change much on the modulation
intervals. Note that our choice of cut-off will satisfy Ag (f) < p(f) < wg+1(t).

We must also absorb the errors (facn” + ffn’l)|Qp(,)(u(t))| dr < (fac,," + f;n")d(t) dt
on the modulation intervals. Here we perform a refined modulation analysis on the
interior bubbles, which allows us to track the growth of d(#) through a collision of
(possibly) many bubbles. Roughly, up to scale p(¢), u(¢) looks like a K-bubble, and
using the implicit function theorem we define modulation parameters ¢, X(t), and error
g(¢) with

u(t,r) = W@ r@);r) +g(t,r), if r < p(),
(AW (0 1 g() =0, for j=1,....K,

where A = rd, + % is the generator of the H-invariant scaling (note that for
D = 4,5, 6 the decomposition is slightly different due to the slow decay of AW). The
orthogonality conditions and an expansion of the nonlinear energy of u(¢) up to scale
p(t) lead to the coercivity estimate,

I0) ri(t) N\
IIg(f)||5+Z< ]H(;)) gr&?(kiﬂ(ﬂ)

+ 1r<nixK |al. (t)| + 0,(1) = d(t) + 0,(1),

where § = {j € 1, — 1 : tj = tj41) captures the non alternating bubbles
(which experience an attractlve interaction force). The terms a: (t) on the right-hand
side above are, roughly speaking, the projections of g (¢) onto the unstable/stable direc-
tions related to the unique, simple negative eigenvalue associated to the linearization
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about W. The o, (1) term comes from errors due to the presence of the radiation u*
in the region r < p(¢) < t. In fact, since d(¢) grows out of the modulation intervals
we can absorb these errors into d(#) by enlarging the parameter €, and requiring the
lower bound d(¢) > €, on the modulation intervals.

The growth of d(¢) is then captured by the dynamics of adjacent bubbles with
the same sign, or by the dynamics along the unstable/stable directions aj[ (7). In the
case when the dynamics is driven by bubble interactions, precise information enters
at the level of )Jj’ (), since (1.1) is second order. However, it is not clear how to
derive useful estimates from the equation for A”(¢) obtained by twice differentiating
the orthogonality conditions. To cancel terms with critical size, but indeterminate
sign, we introduce a localized virial correction to )Jj >~ ||AW||Z22)\;1<A Wi | g),
defining

Bi(0) = = I AW (AW, 1 6@) = AW Z{AG;(0)8(1) | §(0),

where A(X) is a truncated (to scale A) version of A = rd, + %, the generator of
L? scaling. Roughly, we show in Sections 5.3 and 6.2, that (A;(z), B; (t),ajt(t))
satisfy a system of differential inequalities that can be used to control the growth
of d(¢) until the solution exits a modulation interval. All the while, the Kth scale
Lk (t) does not move much, and we obtain bounds of the form f ac: d(n)dr <

Co (d(an)min (1.5) Ak (an) + d(cy)™" (1 %)AK (¢n)), and an analogous bound on
the interval [d,, b,] (see the “ejection” Lemma 6.5). Thus the errors can be absorbed
into the left-hand side of (1.9) and we obtain a contradiction. In dimensions D > 5,
this proof follows closely the scheme from [41] together with an elegant “weighted
sum" trick from [26, Section 6], which simplifies some of the ODE analysis from [41];
see Section 6.2. The analysis in dimension D = 4 is more complicated, due to the
fact that the modulation inequalities for the jth scale are only valid on subintervals
where the ratio (A (t) /A1 (t))¥ is comparable to d(¢), and thus a weighted sum
trick involving the dynamics of all the bubbles at once does not seem to apply. For this
special case we introduce an induction scheme together with the notion of an “ignition
condition”, (see Definition B.4) which identifies the most relevant controllable index
Jj on a given subinterval of the modulation interval; see Appendix B.

While other aspects of the proof adapt readily to dimension D = 3, this refined
analysis of the modulation parameters introduces significant complications due to the
slow decay of AW.

A similar, but simpler refined modulation analysis was performed in [40]. The use
of refinements to modulation parameters to obtain dynamical control of interacting
bubbles for an energy-critical equation was introduced by the first author in the context
of a two-bubble construction for NLS in [36]. The notion of localized virial corrections
to modulation parameters was first introduced by Raphaél and Szeftel in [68] in a
different context.
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1.4 Notational Conventions

The nonlinear energy is denoted E, & is the energy space.

Given a function ¢ (r) and A > 0, we denote by ¢, (r) = k‘¥¢(r/k), the H-
invariant re-scaling, and by ¢, (r) = k‘g¢(r /1) the L2-invariant re-scaling. We
denote by A :=rd, + DT*Z and A :=ror + % the infinitesimal generators of these
scalings. We denote (- | -) the radial L2(RP) inner product given by (1.7).

We denote by f(u) := |u|% u the nonlinearity in (1.1). We let x be a smooth
cut-off function, supported in » < 2 and equal 1 forr < 1.
The general rules we follow giving names to various objects are:

e index of an infinite sequence: n

e sequences of small numbers: y, 8, €, ¢, n, 0

e scales of bubbles and quantities describing the spatial scales: A, i, v, &, p; in
general we call X the scale of the interior bubbles and u the exterior ones (once
these notions are defined)

moment in time: ¢, s, T,a, b, c,d, e, f

indices in summations: i, j, £

time intervals: 1, J

number of bubbles: K, M, N

signs are denoted ¢ and o

boldface is used for pairs of elements related to the Hamiltonian structure; an arrow
is used for vectors (finite sequences) in other contexts.

We call a “constant” a number which depends only on the dimension D and the number
of bubbles N. Constants are denoted C, Cy, Cy, ¢, co, c1. Wewrite A < Bif A < CB
and A 2 B if A > c¢B. We write A < B if lim,_,oc A/B = 0.

For any sets X, Y, Z we identify ZX*Y with (Z¥)X, which means that if ¢ :
X x Y — Z is afunction, then for any x € X we can view ¢ (x) as a function Y — Z

given by (¢ (x))(y) := ¢ (x, y).
2 Preliminaries
2.1 Virial Identities

We have the following virial identities.

Lemma 2.1 (Virial identities) Let u € C(I; &) be a solution to (1.1) on an open time
interval I and p : I — (0, 00) a Lipschitz function. Then for almost all t € I,

d D (> 2 D1
a(azu(f) | Xo() roru(t)) = 2, @ru(t, 1)) Xpry(r)r= " dr

+ 222 [T [@utn? - i |

X xpy () rP7hdr + Q1 ) (1)), 2.1)
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and,
d o0 2 D—1
{0 1 o0 w0) = /0 @ute(t, )00 () rP dr

_/ [(a,u(z,r))2_ |”(’vr)|%]Xp(t)(r)rD_ldr
0

+ Q2 ) (1))
2.2)

where

p'(t)
p (1)

1

-5 /0 " (Gt ) + @rute, ) -

x (rd- ) (r/p@)rP="dr,
o' (t)
p(t)

_ / arua,r)“(ij " 30/ p @) PP dr
0

Q1o () = du(t, ryrdu(t, r)(rdy x)(r/p@) r’~" dr

-2
jut, 1) )

Q2 p) (u(t)) = du(t, ryu(t, r)(rdy ) (r/p@) r’~" dr

(2.3)

Proof The proof is a direct computation along with an approximation argument for
fixed t € I, assuming p is differentiable at ¢. O

Remark 2.2 In practice we will make use of the following two linear combinations of
the identities (2.1) and (2.2).

d D —
o | 1o (rou +

" u(t) / (Bu(t, r)) xpm(r)rD Ldr

-2
Qo o) (u(1))
2.4)

+ Q1,5 (u(2)) +

and,

d D o
o 1w (roru + Fum)) = —fo [ @rute,)? = lute, )97 |
Xp)(T) PP gy

D
+ Q1o (u(t)) + Eﬂz,pa)(u(t)).

Note that the multlpher (ro, + 2)u in the first identity (2.4) corresponds to the
generator of H!-invariant dllatlons.
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2.2 Local Cauchy Theory

In the remainder of this section, we follow the presentation in [71, Section 2 and
Appendix A].

Given that we are restricting our attention to radially symmetric functions v :
RP — R, we often abuse notation, writing v(x) = v(r) with r = |x|, and denoting,

for p > 1,
00 1
P
lvllLr ey = ([ lu(r)|? rP! dr)
0

which agrees with the usual definition of the L” norm for functions on R” up to the
dimensional constant cp > 0. For0O <s < land 1 < p < o0, B; ) = B; 2(IRD)
denotes the homogeneous Besov space with norm

1
2

R R 2js o2
||bt||1_z;;2 = (E 2 ”PJM”LP> ;

JEZL

where P; are the Littlewood-Paley projections. We recall that if s < D/ p, then B;)z
is a Banach space, see [1, Theorem 2.25].
For any time interval I C R, we introduce the Strichartz-type spaces and norms

2(D+1)
D

=2 (I xRP),

S(I):=1L

2(D+1) . % D
W(I) = L D1 (1; Bipey R )).
D—1 °
We denote S’L(t) = (S.(1), S'L(t)) the free wave propagator, in other words for all
vg = (vg, Vo) we have

sin(7[V]) . )

5.(vo = (cos(rwnvo + =gyt —IVIsin(|VDuo + cos(t1 V)i

We say that u is a solution of (1.1) on a time interval / > 0 with initial data uy € & if

e ucC%;8),
o |lullswy + llullwsy < oo for all compact intervals J C 1,
e u satisfies the Duhamel formula

t
u(t) = S (Huo +/ SL(t = 5)(0, f(u(s)))ds.
0

Local well-posedness was obtained by Ginibre and Velo [32], who used a slightly
different but equivalent notion of solution; see also [34, 65, 84]. We use the versions in
[7, 45]. Key to the proof are Strichartz estimates for the wave equation; see, Lindblad,
Sogge [52], and Ginibre, Velo [33].
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Lemma 2.3 (Cauchy theory in &) [45, Theorem 2.7] [7, Theorem 3.3] There exists
80 > 0 and functions €, C : [0, 00) — (0, 00) with €(§) — 0 as § — 0, with the
following properties. Let A > 0 and ug = (ug, u1) € € with ||lugllg < A. Let I 5 0
be an open interval such that

IS. @ uollsy =8 < do.

Then there exists a unique solutionu(t) to (1.1) in the space C(1; E)NS(I)NW (1) with
initial data u(0) = wuo. The solution u(t) satisfies the bounds ||u|lsy < C(A)e(9),
and |[u|| 1.6y < C(A). To each solution u(r) to (1.1) we can associate a maximal
interval of existence 0 € Inax(w) = (—T—, Ty) such that for each compact subinterval
I' C Imax we have |ullsy < oo and, if, say Ty < oo, then limr— 7, ullsqo,r) =
Q.

The data to solution map is continuous in the following sense. Let uy € &€ and
let u be the unique solution to (1.1) with initial data ugy. Then for every ¢ > 0 and
To < Ty(ug) there exists § > 0 with the following property: for all vy € & with
lup — volle < 8 we have Ty < T4+ (vg) and SUP; (0, 7] lu(t) —v(t)|le < €, where v(t)
is the unique solution to (1.1) associated to vy.

The completeness of wave operators holds for small data: there exists €y small
enough so that if ug € € satisfies |\ug|ls < €o, the solution u(t) given above is defined
globally in time, satisfies the bound,

sup [lu(@®)lle + llullsw) + lullwmr) < lluolle, (2.5)

teR

and scatters in the following sense: there exist free waves u;—L(t) € & such that
lu(r) — uF@))le — 0 as t — *oo. (2.6)

Conversely, the existence of wave operators holds, i.e., for any solution v, € C(R; &)
to the free linear equation, there exists Ty > 0 and a unique, global-in-forward time
solution u € C([Ty, 00); &) to (1.1) such that (2.6) holds as t — oo. An analogous
statement holds for negative times.

Remark 2.4 For dimensions D > 6 the continuous dependence on the initial data is
not stated explicitly as part of [7, Theorem 3.3], but it does follow from their proof;
see for example [7, Remark 4.3].

The following lemma is a consequence of the local Cauchy theory.
Lemma 2.5 (Propagation of small £ norm) There exist §, C > 0 with the following

properties. Let [ 3 0 be a time interval and let v € C(I; £) be the solution to (1.1) on
1 with initial data v(0) = vy. If,

llvolle < 4,
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then 0 < E(vg) < C82 and

sup (1) |12 < CE(v) < C8%.
tel

Proof Abusing notation and identifying vy € & with vg € H' x L?(RP) we can
express the nonlinear energy of vy as

E(vg) = EHUOHLz(RD) + E”VUOHLZ(RD) I e—

It is clear that E(v) = E(vg) < Cllvgl? < C8§2. Since 32 > 2, by the

Sobolev inequality, ||v||L 2 ®D) < Ci[IVvll 2rp) together with Hardy’s inequal-
ity, || 1x| 7" vll 2oy < C2||VU||iZ(RD), which hold for all v € H'(RP), we see that
by taking § > 0 small enough we can find C > 0 so that

E(v) = E(vg) = C~|voll%.

The remaining conclusion now follows from (2.5) restricted to the time interval /. O

Using the finite speed of propagation and the previous lemma, one obtains the
following localized version.

Lemma 2.6 (Propagation of small localized £ norm) There exist §, C > 0 with the
Sfollowing properties. Let I > 0 be a time interval and let u € C(I; €) be a solution
to (1.1) on I with initial data u(0) = ug. Let 0 < r; < rp. Suppose that

0l ) aryy < 5.
Then,

@)l ey +1t].r—11)) < C8,
forallt € I such thatry + 2 |t| < ry.

Proof Let ¢(r) be a smooth cut-off function such that ¢(r) = 1 if r € [%rl, 2r],
@(r) = 0if r € (0, 711U [4r2, 00) and such that |3,¢(r)| < 4r ' forr € [Lr1, 1]
and |0,¢(r)] < 4r2_1 for r € [2rp, 4ry]. Setting vo = @ug it follows from the
definition of the local £&-norm in (1.5) that |[vglle < C ||u0||5(%1’4r2) for some constant

C > 0 independent of u, r1, r. Taking § > O sufficiently small we may apply
Lemma 2.5 to the solution v(¢) with initial data v(0) = v The conclusion then
follows by finite speed of propagation, which ensures that u(¢,r) = v(¢, r) for all
(t,r)yel x(0,00) withr € (r;1 + |t|,r2 — |t]) and r; + 2 |t] < 1. O

Lemma 2.7 (Short time evolution close to W) Let t € {—1, 1}. There exists 69 > 0
and a function € : [0, §o] — [0, 00) with €9(8§) — 0 as § — 0 with the following
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properties. Let vy € € and let v(t) denote the unique solution to (1.1) with vo(0) = vy.
Let puo > 0 and suppose that

lvo — W ylle =6 < do.
Then, po < T4 (vo) and

sup [[o(r) =W ylle < €0(d).
1€[0, o]

Proof By rescaling we may assume (o = 1. The result is then a particular case of the
local Cauchy theory, in particular the continuity of the data to solution map at W. O

We also require the following localized version.
Lemma 2.8 (Localized short time evolution close to W) Lett € {—1, 1}. There exists
80 > 0 and a function €y : [0, §o] — [0, 00) with €9(§) — 0 as § — 0 with the

following properties. Let uy € &, and let u(t) denote the unique solution to (1.1) with
uo(0) = ug. Let uo > 0, 0 < r1 < rp < 00 and suppose that

lleeo — [WMOHS(%MAQ) =48 < do.
Then,
@) — W ol +1.r—1) < €0(5)

forall 0 <t < min(wo, T4 (o)) such that r1 + 2t < ry.

Proof Let ¢(r) be as in the proof of Lemma 2.6 and define vy := guo+ (1 —@)W .
By taking ¢ sufficiently small we see that vy, wg satisfy the hypothesis of Lemma 2.7.
The conclusion then follows from the finite speed of propagation. O

We will make use of the following consequence of the previous four lemmas.

Lemma29 If, € {—1,0,1}, 0 < r, € upn €K Ry, 0 < t, < Wy and uy is a
sequence of solutions of (1.1) such that u,(t) is defined for t € [0, t,] and

nlgrolo lwn(0) —tu Wy, ”5(%rn~,4Rn) =0,
then

lim sup |lw,(t) — Wy, le@yte.R,—1) = 0.
=0 1(0,1,]

Proof This is a direct consequence of Lemma 2.6 when ¢, = 0 and Lemma 2.8 when
tn € {—1,1}. ]
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2.3 Profile Decomposition

The linear profile decomposition of Bahouri and Gérard [2] is an essential ingredient
in the study of solutions to (1.1); see also [6, 31, 53, 54, 58].

Lemma 2.10 (Linear profile decomposition) [2] Let u,, be a bounded sequence in
& ie, limsup,_, . lu,lle < oo. Then, after passing to a subsequence, there exist

sequences Ay j € (0,00), and t, ; € R and finite energy free waves v{ € & such that
foreach J > 1,

J _

_Db-2 . —f . _D s o—t,
uy ZZ()\,LJZ UI{( )\n"]’ )‘-n])’ )‘n’]z atvl{( )\n’_j’ )\._

i=1 n,J nj  An.j

)) + w500)

where, denoting by wl{ L (t) the free wave with initial data erz,O’ the following hold:

- . i
e for each j, either t, ; = 0 for all n or lim, . 5+ = £00. One of ky,;j — 0,
. o .
An,j = 1foralln, or Ay j — 00 asn — 00, holds;
o the scales A, j and times t, ; satisfy,

M Pag |t =t )]
—‘f_
)Ln,j’ )\n,j )\n,j

— 00 as n — oo;

foreach j # j';
J

e the error term w satisfies,

D-2
(an nL(tn], ) )\. Btwn L js Anj))—=0in € as n — oo

foreach J > 1, each 1 < j < J, and vanishes strongly in the sense that

hm lim sup

J
wy 2D + |lw R ) =0
J—>0 pnosoco (” ||L°°LD—2(R><RD) | n,L”S( )

e the following Pythagorean decomposition of the free energy holds: foreach J > 1,

J
2 J J 2
lwnll %y 2 = D N (=t /2 ) 00 (=t j /2w D,
j=1

+ llwy ol1%, 2 + on(1)

2.7)

asn — oQ.

Remark 2.11 We call the triplets (vi, An,j>tn,j) profiles. Following Bahouri and
Gérard [2] we refer to the profiles (vi ,An,j,0) as centered, to the profiles

(vi, An,jstn,j) With —tn j/An j — 00 as n — 00 as outgoing, and those with
—In,j/An,j — —OO as incoming.
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Remark 2.12 In Section 3 we implicitly make use of nonlinear profile decompositions,
in addition to Lemma 2.10, when we invoke arguments from [19]. We refer the reader
to [19, Proposition 2.1] for the statement.

2.4 Multi-bubble Configurations
In this section we study properties of finite energy functions near a multi-bubble
configuration, and we record several properties of the ground state W.

The operator L)y obtained by linearization of (1.1) aboutan M -bubble configuration
W(, A) is given by,

- D—1 , -
Ly g :=D? E;ONVG, 1))g = —9%g — —— g = f'OVE g,

where f(z) := |u|ﬁ uand f'(z) = g—f% |z|ﬁ, and Ej, is the potential energy,

| *©pD-2
Ep(u) = / —(8ru)2rD71 dr —/ Iul% rP=ldr.
0o 2 0 2D

Given g = (g, ¢) € €,

(D> EOVG, ))g | g) = /0 (2092 + @80 = £/OVT 2)g()? )rdr.

An important instance of the operator £yy is given by linearizing (1.1) about a single
copy of the ground state W(, 1) = Wj. In this case we use the short-hand notation,

D—1 ,
L) =—0>— 0 = [/(W).

We write £ := L;.
We define the infinitesimal generators of H !-invariant dilations by A and in the
L’-invariant case we write A, which are given by

Amrg,+ 222 Amrg 4 2
=r _— =r —_—.
r 2 k) = r 2
We have
D -2 r2 72 7%
AW = (—= — —)(1 —) )
r) ( D 2D)( )

Note that both W and AW satisty,
(W), [AW@E)| =1 if r <1, and [W(r)|, [AWE)| ~r P2 as r — 0.

@ Springer



18  Page220f117 J.Jendrej, A. Lawrie

In fact,

Wr)=14+00>) if r< 1
— (DD =2 r P2 L0 P) if r> 1

and,

D -2 o .
AW(r)=T+O(r)1fr<<1

__w-p7

= ) +00P)yif r>1.

When D = 4 we will use the extra decay in

3r2 -8 )

~

1
- as r — oo if D =4.
4(1+1r2)3

AAW(r) = (ro, +2)AW(r) =
(2.8)

We note that if D > 5 then (AAW | AW) = 0.1f D = 4 then (AAW | AW) = 32.
We will use the following computations,

D+2 [®
D—2J
D+2

2D -2)7 /oo AWAWEHT2rdr = 2= 2(D(D —2))%
D—2 0 2D

55 .D-1 D-2 2
AWEW ()= rP7 dr = ———=(D(D = 2)*

2 2 D
2D DD -2)ITA+E)
D2(D — 4) T'(D)

IAWI7, =
If D =4,
R
/ (AW(r)*r?dr = 16log R + O(1) as R — oo. (2.9)
0

If o < 1 we have,
(AW, | AW)| ,SG% if D>35.
For any R > 0,
(ry5AWs | AW)| < R2 P2 if D > 4.

Next we discuss the spectral properties of £. Importantly,

d D —1
LAW) = Dz (—02 W5, — —— W= f(W,) =0
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and thus if D > 5, AW e L? is a zero energy eigenfunction for £ and a threshold
resonance if D = 4. In fact, {f € H | Lf = 0} = span{A W} (see [27, Proposition
5.5]). In addition to this fact, it was also shown in [27, Proposition 5.5] that £ has a
unique negative simple eigenvalue that we denote by —«? < 0 (we take k > 0). We
denote by ) the associated positive eigenfunction such that ||)||;2 = 1. By elliptic
regularity ) is smooth, and by Agmon estimates it decays exponentially. Using that
L is symmetric we deduce that (Y | AW) = 0.
We follow the notations and set-up in [37, Section 3]. Define

1 1
y_ = (_y7 _y)a y+:= (_y’)})
K K
and,
S 2 L PN S
a« —5137*—2(@/, V), @t i==3JY =S« ).

0 Id

Recalling that J o D> E(W) = (_/: 0

) we see that

JoD*EW)Y = —«Y~, and JoD?EW)Y" =« Y+
and forall h € &,
<a_ | J oDzE(W)h> =—«(a” | h), <oc+ | J oDzE(W)h> =kt | k).
We view a™ as linear forms on £ and we note that (ot_ | )7*> = <oc+ % ) = 1 and

(@ | Y") =« |Y) = 0. For A > 0 the rescaled versions of these objects are
defined as,

1 1
Y, = (;yb =V, Y= (;yx, Vi)

and,

1 « K _ 1 «
a, = —JY = E(Xyi’ -V, of = —ﬁjy = E(Xyl’ V). (2.10)

K
21
These choices of scalings ensure that <oc; | y;) = <ocf | y;f‘) —= 1. We have,

JoD*E(W;,)Y, = —'%y;, and J o D> E(W;)Y, = %W
and for all k € &,

<¢x; | J oDzE(WA)h> - —g(a; | h), <a7\L | J oD2E(WA)h> — %(oc;' | B).
2.11)
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We define a smooth non-negative function Z € C*°(0, 00) N L1 ((0, o), rP~1dr)
as follows. First if D > 7 we simply define

Z(r):=AW(@) if D>7

and note that

(Z| AW) >0 and (Z]|))=0. (2.12)
In fact the precise form of Z is not so important, rather only the properties in (2.12)
and that it has sufficient decay and regularity. As AW ¢ H~! for D < 6 we cannot
take Z = AW.Ratherif 4 < D < 6 we fix any Z € C§°(0, 00) so that

(Z]| AW) >0 and (Z]))=0.
We record the following localized coercivity lemma from [37].

Lemma 2.13 (Localized coercivity for £) [37, Lemma 3.8] Fix D > 4. There exist
uniform constants ¢ < 1/2, C > 0 with the following properties. Let g € H. Then,

(Lg|g) =clglly —C(Z|g)?—CYV]g)?.

If R > 0 is large enough then,

R oo
(1- ZC)/ 0,8(r)>rP~dr + c/ (@-g(r)*rP~dr
0 R

- / ” FWa)er)? rP=tdr
0
—C(Z|g?-CV]g?.

If p > 0 is small enough, then
00 o
a —20)/ (8,g(r)*rPtar +c/ (0,g(r)*>rPtar
P 0

- / h F(W)gr)? rP=tdr
0
—C(Z] g -C(V]g?*.

As a consequence, (see for example [37, Proof of Lemma 3.9] for an analogous

argument in the case of two bubbles) we have the following coercivity property of
L.

Lemma2.14 Fix D > 4, M € N. There exist n, co > 0 with thefollowmg properties.
Consider the subset of M-bubble configurations W(I, A) for1 e {—1,1}M, A e
(0, 00)M such that,
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M—1 1)72

( /+1) < (2.13)
j=1

Let g € € be such that

0=(Zﬁ|g)f0rj:1,...M

for X as in (2.13). Then,

3

1 -
S(D? EOVG.T)g | g) + Z (o, 18" + (e 1 8)) = collglz. 2.14)

Lemma2.15 Fix D = 4, M € N. Forany 6 > 0, there exists n > 0 with the following
property. Consider the subset of M -bubble configurations YW(t, 1) such that

M—-1 )\j [)sz
(o) " =
i
Then,
D M-1 D-2
. D(D —2))? b2
‘E(WG,A))—ME(W)—}—( (L —2) H,+1< ) ’
j=1
M—1 _
<oy (L)
e Aj+1

Moreover, there exists a uniform constant C > 0 such that for any g = (g,0) € &,

M—1 A D-2
Y i\ z
(pE, V@I 18)| = Clig 0l Y (575) ©
o A
Proof This is an explicit computation analogous to [41, Lemma 2.22]. O

The following modulation lemma plays an important role in our analysis. Before
stating it, we define a proximity function to M-bubble configurations.

Definition 2.16 Fix M as in Definition 1.12 and let v € £. Define,

R M—1 D_2 %
aw =inf (I - WEDIE+ Y (52) 7))
IA — ]+1
j=1
where the infimum is taken over all vectors i = (M, ...y i) € (0,00)M and all

T={u,...., iy} e{—1, 1M,
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Lemma 2.17 (Static modulation lemma) Let D > 4 and M € N. There existsn, C > 0
with the following properties. Let 6 > 0, and let v € & be such that

d(v) <7, and E(v) < ME(W) + 67

Then, there exists a unique choice ofX = (A1,...,Am) € (0, oco)M T e {—1, 1}M,
and g € H, such that setting g = (g, v), we have

v=WG N +g 0=(Z,lg) Yji=1....M,

along with the estimates,

M—1 D—2
)\‘. Y—z
d)® < gl + <x_il) T < cdw)’. (2.15)
. J

J=1

Defining the unstable/stable components of g by,

+._ /.t
aj = (a)\j | g)
we additionally have the estimates,
Aj\ P A\
g+ () T semax (L) T e max 0P+ 6%
75 Aj+l jeS j+l ief{l,...M},+

where S:={j e{l,....,. M =1} : 1; =tj41}.

Remark 2.18 Note that the scaling in the definition of ocfj is chosen so that |a;.—L| <
llglls, see (2.10).

Remark 2.19 We use the following, less standard, version of the implicit function
theorem in the proof of Lemma 2.17.

Let X, Y, Z be Banach spaces, (xg, yo) € X XY, and 81, 85 > 0. Consider a map-
ping G : B(xg, §1) X B(y0, 82) — Z, continuous in x and Clin v. Assume G(xq, Yo)
=0, (DyG)(x0, yo) =: Lo has bounded inverse Lal, and

1

3Ly ez, vy
)

71 ’
3ILy Nzz. vy

Lo — DyG(x, Vlicy,z) <
2.17)
1G(x, yo)llz <

forall |x —xollx < dé1and||ly—yolly < 82. Then, there exists a continuous function ¢ :
B(x¢,81) — B(yo, 62) suchthat forall x € B(xo, 81),y = ¢(x) is the unique solution
of G(x, g(x)) = 0in B(yo, 62).
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This is proved in the same way as the usual implicit function theorem, see, e.g., [8,
Section 2.2]. The essential point is that the bounds (2.17) give uniform control on the
size of the open set where the Banach contraction mapping theorem is applied.

Proof of Lemma 2.17 The proof is a standard argument and is very similar to [40, Proof
of Lemma 3.1] and [41, Proof of Lemma 2.24]. We refer to those papers for details
and here only sketch the distinction in the estimate (2.16) where the stable/unstable
directions enter.

To prove the estimate (2.16) we expand the nonlinear energy of v,

ME(W) +6% > E(v) = EWW@, 1) + g)

. - 1 .
= EOVG.2) + (DEOWG.T) | g) + 5 (D* EOVG. g | g) + OClglD)

and apply the conclusions of Lemma 2.14, in particular the estimate (2.14) and
Lemma 2.15. o

Lemma2.20 Let D > 4. There exists n > 0 sufficiently small with the following
property. Let M, L € N, T e {—1,1}M 6 e {—1,1}F, X € (0,00)™, i € (0, 00)L,
and w = (w, 0) be such that ||wl||g < o0 and,

M-l

lw=WeDIE+ Y (=) 7 =n.

— Jj+1

J=1

L—1 m D2
- o i\ 2
lw-We. I+ () * =

=1 Hj+1

Then, M = L, T = &. Moreover, for every 0 > 0 the number n > 0 above can be
chosen small enough so that

X.
‘max |-L —1]<6. (2.18)
j=1,.M i

Proof of Lemma 2.20 Let g, := w — W(, 1) and gu = w —WI(o, i). By expanding
the nonlinear potential energy we have,

Ep(w) = EpOVG. 1) + (DEpWGE 1) | 83} + Ol(82. 0[P
Choosing 1 > 0 small enough so that Lemma 2.15 applies, we see that
ME(W) —Cn < Ep(w) < ME(W) + Cn,
for some C > 0. By an identical argument,

LE(W) —Cn < Ep(w) < LE(W) + Ch.
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It follows that M = L. Next, we prove that > 0 can be chosen small enough to
ensure that 7 = &. Suppose not, then we can find a sequence w, = (wp, 0) with

lwy,|le < C, and sequences iy, G, An, by SO that,

M—1 D-2
)Ln,j 2
=0,(1) as n - o0,

lws = W il + Y (4
=1 n,j+1

- b2
) =0,(1) as n > o0,

M
- Mn, j
lwa = W, iinliE+ Y (-
Mn,j+1

—1

~

but with ¢, # &, for every n. Passing to a subsequence we may assume that there
exists an index jo € {1, ..., M} such that¢; , = o} , for every j > jo and every n

and ¢, , # 0jy.n for every n. We first observe that,

W@, Xn) — W(Gy, ﬁn)”é’ < lwy, — W(y, Xn)”é‘ + lwy, — W(on, ﬁn)”é’ = on(1).
(2.19)

We first show that jo < M. Assume for contradiction that jo = M. Then, we may
assume that ¢, ;7 = 1, oy iy = —1 and A,y > py, m for all n. It follows that there

exists a constant ¢ > 0 for which
Vr e [)\n,M’ 2)\n,M]’

C

== D-2
2

)Ln,M

Wi, %) — WG, jin)

for all n large enough. But then,

> N 2hn,M C2 dr C2
WG &) = W, fin) 12 > / 2l € pa_yy
An.M An,M r D -2

for all sufficiently large n, which contradicts (2.19). So t; , = 0,,1 for all n. Thus
Jo < M.By anearly identical argument we can show that we must have A, /i, j —
1| = 0,(1) forall j > jy. Next, again we may assume (after passing to a subsequence)

that A, j, > [, j,- It follows again that for all sufficiently large n we have,

Vr e [)‘n,j()v 2)‘n,j0]7

e s o c
WGns An) = W(on, iin)| = D2
Az
n,jo

which again yields a contradiction. Hence we must have 7 = .
Finally, _Wwe prove (2.18). Suppose (2.18) fails. Then there exists 6y > 0 and

sequences A, i, such that

IWGons n) = W, i) |1 = 0a (1),
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but

sup  |An,j/pn,j — 1 = 6o,
j=1, M

for all n. We arrive at a contradiction following the same logic as before. O

We require the following lemma, which gives the nonlinear interaction force
between bubbles. Given an M -bubble configuration, W(, 1), we set

M
AGR) = FOVGR) = Y1 f(Wa)). (2.20)

j=1

Lemma2.21 LetD >4, M € N. For any 0 > 0 there exists n > 0 with the following
property. Let W(i, 1) be an M -bubble configuration with

M _
)\'] D2 2
XXT—) <,
=0

under the convention that .y = 0, Ayr41 = 00. Then, we have,

D -2
2D

(D(D — 2>)§(Af‘ )7

J

(Wi, 1 AGTD) =1

m D_Z(D(D 2))@( Aj )DT_Z
EARNY)) it

RN D=2
=o(() T+ () )

where here fi(i, 1) is defined in (2.20).

Proof This is an explicit computation analogous to the one in [41, Lemma 2.27]. O

3 Localized Sequential Bubbling

The goal of this section is to prove a localized sequential bubbling lemma for sequences
of solutions to (1.1) with vanishing averaged kinetic energy on a (relatively) expanding
region of space. The main result, and the arguments used to prove it are in the spirit of
the main theorems of Duyckaerts, Kenig, and Merle in [22]. To prove the compactness
lemma in all space dimensions via a unified approach, we use the virial inequalities of
Jia and Kenig to obtain vanishing of the error instead of the channels-of-energy type
arguments from [12, 22, 71], which in those works was limited to either odd space
dimensions or the subset of even space dimensions that satisfy D = 0 (mod 4).
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To state the compactness lemma, we define a localized distance function,

-2 1

(||(u—vv( ), u)||5(r<R)+Z( m)T)j’ 3.1)

1 -
M
where the infimum above is taken over all M € {0, 1,2, ...}, and all vectors { €

{—1, 1}M, xe (0, oo)M, and here we use the convention that the last scale 1741 = R.

Lemma 3.1 (Compactness Lemma) Let p, > 0 be a sequence of positive numbers
and let u, € C([0, p,]; ) be a sequence of solutions to (1.1) on the time intervals
[0, pn] such that

limsup sup |lu,(®)|e < oo.
n—>00 t€l0,py] ! (3.2)

Suppose there exists a sequence R, — oo such that,

Pn PnRn
lim — / |0rup (2, r)|2 D=l gqrdr = 0.

n— 00 Ion

Then, up to passing to a subsequence of the u,,, there exists a time sequence t,, € [0, py]
and a sequence r, < R, with r, — o0 such that

lim §,,,, (w,(t;)) = 0.
n— 00

Remark 3.2 In fact, the proof provides a sequence Iy € [0, pnl, r,, < R, withr, — o0,
anon-negative integer M independent of n, scales A € (0, 00)™ , and a vector of signs
T e {—1, 1}™ (also independent of 1), such that

D-2

lim (Ilu(tn) — WG X<y + Z( A1 )T) =0

=

3.1 Technical Lemmas

The proof of Lemma 3.1 requires two Real Analysis results, which we address first.

Lemma 3.3 If ai , are positive numbers such that lim,_, o ar,, = 0o forall k € N,
then there exists a sequence of positive numbers b, such that lim,_, . b, = 0o and
limy,— 00 @k n/bn = 00 forall k € N.

Proof For each k and each n define G, = min{a; ,, ..., ar ,}. Then the sequences
dx.n — 00 as n — oo for each k, but also satisfy dy , < ai,, for each k, n, as well
asdj, < agn if j > k. Next, choose a strictly increasing sequence {n}x C N such
that ag , > k? as long as n > ny. For n large enough, let b, € N be determined by the
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condition np, < n < np, 1. Observe that b, — 0o asn — oo. Now fix any £ € N
and let n be such that b,, > £. We then have

~ ~ 2
Qop = Aep = Apyn = bn > by.

Thus the sequence b,, has the desired properties. O

If £ : [0, 1] — [0, +00] is a measurable function, we denote by

Mf(t) = sup i/If(t)dt

Isz:1c0.1] 1

its Hardy-Littlewood maximal function. Recall the weak-L' boundedness estimate

1
Hr €[0,11: Mf(x) > a}| < 3/ f()ydt, foralla > 0, (3.3)
a Jo

see [61, Section 2.3].

Lemma 3.4 Let f, be a sequence of continuous positive functions defined on [0, 1]
such that lim,_, o fol fo(©)dt = 0 and let g, be a uniformly bounded sequence of

real-valued continuous functions on [0, 1] such that limsup,,_, fol gn(t)dr < 0.
Then there exists a sequence t, € [0, 1] such that

lim Mf,(t,) =0,  Lm f,(t,) =0, limsup g, (ty) <O.
n—>oo n—oo

n—oo
Proof Let «t, be a sequence such that fol fu(Hdt K oy L 1. Let A, :={t €[0,1]:

Mf,(t) + (1) < a,}. By (3.3), lim,, |A,| = 1. Since g, is uniformly bounded,
we have

/ lgn(H)]dt < 1[0, 11\ An| — 0,
[0,1NA,
which implies

lim sup/ gn(t)dr <0.

n— o0 n

It suffices to take #, € A, such that g, (t,) < |An|_1 fAn gn(t)dr. O

3.2 Proof of the Compactness Lemma

Proof of Lemma 3.1 Rescaling we may assume that p, = 1 for each n.
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Step 1. We claim that there exist o, € [0, %], T, € [%, 1] such that

) Tn o0 2 D—1 4 D D—1
lim (3,, Uy + Oputy + |up| -2 un)(rarun + _un)X r dr
n—00 on 0 r 2

o D D—1
+ | bu (raratu,, + —atun)x PP~V dr ldr = 0, (3.4)
0 2

where x is a smooth cut-off function equal 1 on [0, %], with support in [0, 1]. Here
and later in the argument the second term in the integrand in (3.4) is to be interpreted
as the expression obtained after integration by parts, which is well defined due to the
finiteness of the energy.

Since

LR 1 ;R

3 n n
lim/ / (Oup)> rP~'drdr = 0 and lim/ [ un)*> rP'drdr =0
n—o0 o Joy n—00 % 0

there exist o, € [0, %], T, € [%, 1] such that,

R Ry

lim Bty (0,)>rP~'dr =0 and lim O (t)> rP~ar = 0.
n—oo 0 n—oo 0

(3.5)

For t € [0, t,], we have the following Jia-Kenig virial identity; see [42, Lemma 2.2
and Lemma 2.6].

d D © D D—1
_<atun | (royu, + _un)X> = Oty (raratun + _alun>X r dr
dr 2 0 2

(2 D-1 s D D-1
+ (8, u, + Ta,un + |u,| D2 un) (rarun + Eu,,)x r dr.
0
(3.6)
By the Cauchy-Schwarz inequality, the assumption (3.2) and (3.5), we see that

e ¢]

. D
lim (|atun(an)||rarun(0n) + —un(on)|
n—o0 J 2

D D14, _
+10eun (T) |7 Opun () + B M(Tn)|)X r dr =0.

Integrating (3.6) between o, and 7,,, and using the above, we obtain (3.4).
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Step 2. We rescale again so that [0y, 7,] becomes [0, 1]. We apply Lemma 3.4, to

R,
fu(®) :=/ 1, (2, r)* rP=Vdr,
0

gn(0) = _/ (2uny + = D ) + (0|7 52 1,0))
0
(rarun(t) + gun(t))x rP=tdr
= D
- /0 8tun(l‘)("‘rarat”n(f) + Eatun(t)>)( rP=lar

(integrating by parts we see that g, is a uniformly bounded sequence of continuous
functions) and we find a sequence {f,} € [0, 1] such that we have vanishing of the
maximal function of the local kinetic energy,

Rll
lim  sup // 10,1, (2, 7)|? rP~Vdrdr =0,
Clo,1] 1]

n— o0
Iat;; (3.7)
and lim / 18,1 (1, P> rP~ 1 dr = 0,
n— 00 0
and also pointwise vanishing of a localized Jia-Kenig virial functional,
. o 2 -1
lim sup ( - / [(ar up (ty) + Oty (ty) + lup ()| 2 un(tn))
n—00 0
(rdren () + 5 un(rn)) (3.8)

o 4t 1) (1, Byt () + atunan))}x 0! dr) <0.

We emphasize the conclusion from the first steps is the existence of the sequence 1,
such that (3.7) and (3.8) hold.

Step 3. Now that we have chosen the sequence #, € [0, 1], we may, after passing
to a subsequence, assume that t,, — #o € [0, 1].

We apply Lemma 2.10 to the sequence u,(#,), obtaining profiles (vi, In,jsAn,j)s
and w,{’o, so that, using the notation,

] (0) 0772 J _t"aj ) )\_%a J _t"»j )
= i v ) ) i v - B
Vin n,/ L\ dnj A n,j oty Mnj

we have

J
(1) =) v (O +w), 3.9)

J=1
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satisfying the conclusions of Lemma 2.10. We refer to the profiles (v{ 0), tn,js An,j)

J
L

refer to the profiles (v{ (0), tn,j, An,j) with —t,, j /Ay j — 00 as outgoing/incoming
profiles.

Step 4. (Centered profiles at large scales.) At each step, we will impose conditions
on the ultimate choice of sequence r,, — oo. We divide the indices associated to
centered profiles into two sets,

witht, ; = Oforalln as centered profiles (here the subscript; onv: is superfluous). We

Jeo:={jeN|t,; =0Vn, and lim A, ; < oo},
n— o0

Je,oo : ={j N1, ; =0Vn, and lim A, ; = oo}.
n— o0

Using Lemma 3.3 we choose a sequence rq , — 00 so that g, < Ry, A, j for each
An,j With j € J. o0. By construction we have,

) D
2

D . )
Tim [y 7 00O,/ )k F 0] O, S Dlig0rey =0 (310)
for any of the indices j € J¢ oc-

Step 5. (Incoming/outgoing profiles with lim,,_, |t,,, j | = 00.) We next treat pro-

files (vi, tn,j, An,j) that satisfy,

1,
I oo

n,j

Up to passing to a subsequence of u,(f,) we may assume that —f, ; — fx €
[—o0, oc]. Consider again two sets of indices,

. Iy, j
jL,O:Z{.] €N|_)\nl

— Foo and —1t,; — tx,j € R},

n,Jj

. t‘
jL,oo:z{] eN| - ki
An,j

— +o0 and |t ;| —> oo}

We impose additional restrictions on the sequence r,. We require that r,, < % }tn,j
for large enough n, depending on j, for each sequence #,,,j in J; . So at this stage,
we again use Lemma 3.3 to choose a sequence ry,, — oo such that ry , < rp, and
g < % |tn, j| for large enough n, depending on j, for each sequence 7, ; in J} .-

Since vi is a free wave we know that it asymptotically concentrates all of its energy
near the light-cone. In fact,

. i —
Sl}rinoo IIUL(S)”g(rs%lsl) =0,

which is proved in [21, Lemma 4.1] in odd space dimensions and is a direct conse-
quence of [13, Theorem 5] in even space dimensions.
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Thus, if j € J; o and as long as 1, < % |tn,j| for n large enough, we see that
-1 1,1
Ay iTLn < 32y |tn,j| and thus

10 (<t P2n Dy o1y = 0 a8 1= 00, 3.11)

by the above.
Step 6. (Incoming/outgoing profiles with lim,,_, oo ‘tn, j | < 00.) Next, we consider

profiles (vi, In,j, An,j) such that

In,j

— £oo and — 1, = tx,j € R,
n,i
that is, those in J; (. We note that A, ; — 0 as n — oo foreach i € J; . We claim
that any such profile must satisfy vi = 0. We use the argument given in [19, Erratum],
modulo a few technicalities which reduce our situation to the one considered there.
We claim that there exists a new sequence ,/r1,, < r2, < ri, such that

li - = 12
ner;o tes[%l’)l] ”un(t)”g(Aner‘n»Aan,n) 0 (3 )

for some 1 < A, < rp,,. By Lemma 2.6 it suffices to have

nll{go ”un(o)||5(A;1r2,n!Anr2.n) = 07

and then replace A, by its quarter, for example.
Let A, be the largest integer such that A%A” < /T1.n.Obviously, | < A, < /1 1.
Forl e {0,1,..., A, — 1}, set R\ := A% /i, sothat A7 'R = A, RY, thus
Ap—1

2 2
u, 0 < ||lu, (0)||=.
%nA)memﬁwwnmm

Since all the terms of the sum are positive, there exists lp € {0, 1, ..., A, — 1} such
that rp , := R,(,l") satisfies

2 -1 2
0 @121, 0 = A T )1 = 0.

proving (3.12)
We now pass to a new sequence #,, with vanishing average Kinetic energy on the
whole space. Indeed, define

iin (t,) = X2ry , Un ().

Denoting by #,, () the solutions to (1.1) with data @, (#,) on the interval ¢ € [0, 1] we
can use the finite speed of propagation, the local Cauchy theory, and (3.12) to deduce
that
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u,(t,r) =u,(t,r) if r <rp,, and limsup sup ||ﬁ,,(t)||g(r2 p.00) = 0.
n—o00 tel0,1] '

(3.13)
From (3.9) we have,
uy(ty) = Z v]{’n 0) + X2rn Wy o
1<j<J;jede oV 0
+ > Gan, - DY, O+ > 22520}, (0)-
1<j<7:j€de0V0 15273800100

We claim that in fact &, (,,) admits a profile decomposition in the sense of Lemma 2.10
of the form,

Uy (ty) = Z J 20+ ;. (3.14)

1<j<J;jedeoVIL 0

with the same profiles (vi »An,j» tn,j) as in the decomposition for u,(t,) and where
the error above, 17),{ o satisfies,

~J J
W, 0= X2rp, Wy o T on(1) as n — oo.

The expansion (3.14) and the 0, (1) above is justified as follows: lete > 0 and use (2.7)
to find Jy > O such that

Yol OlF <e.

J>Jo

Using (3.10), (3.11) we see that,

Z | x2r,., v Ln(O)IIg—>O as n — 00.
jS']O!jE\Z',OCUjLVOO

Using the same logic used to deduce (3.10), (3.11) we have (since rp , — 00),

j 2
Yo I =en,)v] O)F >0 as n— oo,
1=j=J0:j€Tc,0VT 0

from which the Vanishing of the 0, (1) term follows. It remains to deduce the vanishing
properties of the error W’ 7.0» Which follow directly from [21, Claim A.1 and Lemma
2.1] in the odd dlmensmnal case and [13, Lemma 10 and 11] in the case of even
dimensions.
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Finally, we can use (3.7) and (3.13) to see that,

lim // |20, (¢, )2 PP~V drdr = 0,
”—’Oolatn IC[O 1] 1] (3.15)

||3tun(tn)||L2 — 0 as n — oo.

Then following the exact argument in [19, Erratum],' but applied to @, (¢,) we conclude
that the set J;  is empty, i.e., all of the profiles (vﬁ, An,j» ta,j) With j € J;  satisty,
J_
v =
L
Step 7. (Centered profiles at bounded scales.) To recap, we now have

iin(tn) = Z j (0) + wn 0

1<j<JijeJco

where ﬁn (t,) satisfies (3.13) and all of the profiles (v An,j,0) have 1, ; = 0 and
An,j S 1forall n, j. Moreover, we have the Vanlshlng in (3.15). We can now apply
the exact same arguments of Duyckaerts, Kenig, and Merle [19, Proofs of Corollary
4.1 and Corollary 4.2] (see also the identical arguments by Rodriguez in [71] and Jia
and Kenig [42]) to deduce that in fact either

vi’n(O) =Wy, or v/ (0)=0

L,n

for¢; € {—1, 1} for each j € J. 0. By (2.7) there can only be finitely many of these
profiles that are non-trivial, and thus after reordering the indices we can find Ky > 0
and A, 1 K Apo K -+ K Ay, S 1 such that

@)= Y Wi, + W0 (3.16)
1<j=<Ko

where w,, o 1= W50 We note that the error w, o satisfies,
0 n,0 0

timsup (11T.oll 2o, + ol ,2) =0 (3.17)

n—oo D=2
where the L2 vanishing of ﬁn,o follows from (3.15) and the decomposition (3.16).

Step 8. (Vanishing properties of the error.) We now select the final sequence by
choosing r,, — oo so that

1 . ~
p < §r2,n, nll?go ”w"'()”H(%rn_]Arn) =0. (3.18)

The existence of such a sequence follows from the following property about w,, o: for
any sequence A, < 1 and any A > 1 we have,

||'7)n’0||5(}w1A71§r§)hnA) — 0 as n — oo. (319)
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The property (3.19) was proved in [11, Step 2., p.1973-1975, Proof of Theorem 3.5]
and [42, Proof of (5.29) in Theorem 5.1] and we refer the reader to those works for
details of the argument. The intuition is that at any scale A,, < 1 at which u,, carries
energy we have already extracted a profile W, ; with 4, ; =~ 4,. To prove (3.18) we
consider the case A, = 1in (3.19), and passing to a subsequence of the #,,, we obtain
a sequence as in (3.18).

We truncate to the region r < r,, following the same procedure used to define U,
in Step 6, using now ry, in place of r; ,,. Indeed, set

iln(lns r) = X2ry, (r)iin(tna r).

Setting Wy,.0 = x2r, Wn.0 + (X2r, — 1) Zﬁl tj W3, ; and using that A, k, < 1 along
with (3.17) and (3.18) we see that,

Ko
u,(t,) = ZLJ' Wi, + Wy, 0, and
j=l1 (3.20)

i (1800712 o0y + moll 2 + ol g0, ) =0,
Letting #,, (1) denote the nonlinear evolution of &, (z,) we see from (3.13) that
wy(t,r) =uy(t,r) if r <ry (3.21)

and from (3.15) that

lim // |0itn (7, r)|* rP~drdr =0,
”—>°°1szn IC[O 1 1]

”alun(tn)”LZ — 0 as n — oo.
By (3.21) and (3.20) it remains to show the vanishing,
nll>n’olo ”'I’n,()”g(rsr;l) == O

It is at this stage where we use the Jia-Kenig virial functional. By (3.8) we have

o0
lim sup ( - f [<3rzﬁn(l‘n) +
n—o0o 0

(ra fin(tn) + Dun(t,,)> (3.22)

Ly 1) + i 017 0,11))

+ 8ti2n(tn)(rar3t’2n(tn) + 38tizn(tn)):|)( rD_l d}’) <0.

We distinguish between two cases, lim,,—, o0 An,x, = 0 and lim,,_, o0 A, k, > 0, which
require slightly different arguments. First suppose lim,,_, o Ay, k, = 0. Using (3.20)
we see that in this case,
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Him ka3 o) = 0-
Integration by parts in (3.22), we obtain,

o y . 2D _
lim sup (/0 I:(arun(tn))z — |y (1,)| P2 ]X rP=tdr

n—oo

D
— Q1@ (1)) — 392,1(ﬁn(ln))> =0

where 21 1, 2,1 are defined in (2.3). Using (3.20) along with Sobolev embedding
and Hardy’s inequality we obtain the vanishing of the errors terms €2; (u,(t,)) above
and we conclude that,

. o . 2 2L D1
lim sup/ [(Brun(t,,)) it (t)| D22 ]x PP=14r < 0. (3.23)
0

n—00

Due to (3.20), the orthogonality of the profiles (i.e., A,,1 K Ay 2 <K ... Ay k), the
fact that A, x, — 0, and the fact that the Jia-Kenig functional vanishes at W, i.e.,

* 2 2D poq
/ [(a,W) — WP ] PP=ldr =0
0
we can conclude that

. o o2 e 2% D-1
lim supf [(Brwo,n) — |Wo,n| P2 ]x r?~tdr <0.
0

n—o0

But then we may use (3.20) to see that in fact

o0

- o 2% . b
lim |w0,,,|[’—2 Xr dr =0.
n—o00 0

Using this estimate in the previous line we conclude that

o
lim (8ru“)0’n)2x PP=ldr=0
n—oo 0

and combining with (3.20) we have lim,_, « |8, W0, ||;2 = 0. By Hardy’s inequality
we deduce finally that lim, o ||Wo.,|ls = 0. Lastly, by (3.20) and the fact that
Un(ty, r) = Uy (ty, r) if r < ry, we see that lim,_, 8, (u, (¢,)) = 0, completing the
proof in the case lim;,— o0 Ay, k, = 0.

Next, consider the case lim, 00 Ay ky = Acoc > 0. We may assume that n is
sufficiently large so that

1
MKy € <§Aoo,2koo>. (3.24)
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To ease notation, define ¥, = u,(t,) — tk, Wi.. Ko and ¢, == g, Wy, Ko Defining
the auxiliary sequence ¢, := rn_l + /An, ko—1, which satisfies ¢, — Oasn — oo, we

see that

Jim (19, lleg,00 = 0 and - lim i@, ll£0,2,) = 0 (3.25)

Note that integration by parts of the terms in the second line of (3.22) yields the term,

1 o0
L / Buitn (1)) 2r 5 () PP dr
2 Jo

which tends to zero as n — oo by (3.20). For the first line in (3.22) we first express
4
iy (ty) = ¥, +¢,. Noting the point-wise vanishing 8r2¢n + # 0rdn+|dn P2 ¢, =0,

and employing the notation f(v) = |v| = v, we rewrite the first term in the integrand
of the first line in (3.22) as,

. . ) D—1
8r’/ln(tn) + f(”n(tn)) = Br '(//n(tn) + TarWn + f(wn)

+ (£ +60) = £ = F@G0))-

OFiin (tn) +
.

We then write,

(2 bD-1. . . 4
_ / [<3r iy (ty) + Optly (ty) + |1, ()| D2 un(tn)>
0 r
D
(rar’zn(tn) + Eﬁ”(l‘n)>x rD_1 dr
* D—1 D
- [(a,zm/fn(tn) e 22l ) (ot + 2 )x P 0
0 r 2
_/0 _
T D
_ / (£ + 80 = £ = £ @) (rirdu + 300 )x P ar
0 L
-,

The last three lines above tend to zero as n — oo which can be seen by dividing the
integrals into the regions r < ¢, and r € (&, 2), using (3.25), (3.24), and additionally
in the last two lines the pointwise estimate,

(920n )+ 2w+ £ (rivdn + 590 )x P

(F @60 = 700 — £G0) (v + v ) P> ar.

F Wn + bn) — FWm) — L@ S ¥l P2 [l + 1bn] D2 |-
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From (3.22) we then conclude that,

tim sup ( — /000 (e + 2Ly + 1) (rivtm + )P ar) 0.

n—o00 r

Integration by parts and arguing as in the proof of (3.23) then yields,

. o 2 2D D—1
timsup [ (@0 = 3% [ r2 ar <o
0

n—o0

We have now reduced matters to the previous case as we have lim, o An, ky—1 = Oand
we conclude as before that lim,,—, o [|Wo ., l¢ = 0and hence, lim,,—, o0 8, (u,(2,)) = 0,
completing the proof. O

4 The Sequential Decomposition

In this section we sketch the proof of Theorem 1.14, the sequential decomposition. We
view this result as the consequence of three main ingredients: (1) the identification of
the linear radiation u*, (2) a proof that no energy can concentrate in the self-similar
region of the light cone, and (3) the compactness lemma proved in the previous section.

4.1 Identification of the Radiation

The results in this subsection were proved by Duyckaerts, Kenig, and Merle in [21,
22] in the case D = 3. Following their approach, analogous results were obtained in
[12] in dimension D = 4, [42] in dimension D = 6, and in [71] for all odd D > 5.
The case of even dimensions D > 6 follows from an identical argument as the one
used in [71].

Proposition 4.1 (Radiation in case of finite time blow-up) [21, Theorem 3.2] Let u €

C(I; &) be a solution to (1.1) defined on the time interval I = (0, T] for some T > 0
and blowing up in the type-1I sense as t \( 0, that is, such that

sup [lu(®)|le < oo.
te(0,T]

Then, there exists uy € £ such that

u(t)—uy weaklyin € as t — 0,

le@(®) —up)le - 0 as t — 0,

where the latter limit holds for any ¢ € C3°(0, 00). Moreover, there exists Ty > 0
such that the solution u*(t) of (1.1) with initial data ug is defined on the interval
[0, Ty] and satisfies,
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u(t,ry=u*@t,r) if r >t, Vte€ (0, Tl
tlirr(1) E(t) —u*(t)) = E(u) — E@w™).

Proposition 4.2 (Radiation for a global-in-time solution) [22, Corollary 3.9], [12,
Proposition 4.1] Let u € C(I; E) be a solution to (1.1) defined on the time inter-
val I = [T, 00) for some T > 0 and such that

sup [u(t)|le < oo.
1€[T,00)

Then, there exists a free wave ui € C(R; &) such that

S‘L(—t)u(t)—\ui(O) weakly in £ as t — 00,
o

and VR € R, lim f [(a,(u(t) —ut(1)))>
1=00 J;_p

% 2
+ @ () — uf ())* + W)r#] rP=ldr = 0.

Moreover, if we denote by u* the unique solution to (1.1) given by Lemma 2.3 such
that

lu*(t) —uf (t)|lg — 0 as t — oo,
then,

tl_l)rgo E(u(t) —u*(t)) = E(u) — E(u™).

Remark 4.3 We note that the proof of Proposition 4.1 given in [21] was given only in
dimensions D = 3, 4, 5 (and for non-radially symmetric data), but it generalizes in a
straight-forward way to higher space dimensions using the local Cauchy theory from
Lemma 2.3. The proof of Proposition 4.2 is given in dimension D = 3 in [22] and
was generalized to dimension D = 4 in [12] using technical tools related to profile
decompositions in even space dimensions proved by Cote, Kenig, and Schlag in [13].
It was proved in all odd space dimensions in [71]. Again the proofs given in those
references generalize to all even space dimensions, using [13] .

4.2 Non-concentration of Self-similar Energy

In this section we sketch the proof that finite energy solutions cannot concentrate
linear energy in the self-similar region of the cone. As a consequence of this fact and
virial identities, we deduce the vanishing of the averaged kinetic energy in the cone.
The proof in this section closely follows the arguments given in [12] and [42], which
in turn follow the scheme developed by Christodoulou and Tahvildar-Zadeh [9] and
Shatah and Tahvildar-Zadeh [79] in the context of equivariant wave maps. We make
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one minor observation here, namely that the reductions performed in [12, 42] from
the D-dimensional radially symmetric NLW (1.1) to a wave maps-type equation in
two-space dimensions work equally well in all space dimensions D > 3, and thus the
arguments from [42] (which generalized the Shatah, Tahvildar-Zadeh arguments to
cover all finite energy solutions) apply directly!.

Proposition 4.4 (No self-similar concentration for blow-up solutions) [42, Theorem
2.1]1 Letu € C(I; E) be a solution to (1.1) defined on the time interval I = (0, T'] for
some T > 0 and blowing up in the type-1I sense as t \( 0, that is, such that

sup u(r)lle < oo.
te(0,T]

Then, for any a € (0, 1),

t 2
lim [(a,u(t, N2 + Gt 1))? + M] PP 4r = 0.
0 r

t at

Proposition 4.5 (No self-similar concentration for global solutions) [42, Theorem 2.4]
Letu € C(I; &) be a solution to (1.1) defined on the time interval I = [T, o0) for
some T > 0 and such that

sup [[u(r)|le < oo.
te[T,00)

Then, for any a € (0, 1),

(u(t r)) ]

t—R
lim lim sup/ [(8,u(t,r))2+(8ru(t n)? + D=lg4r = 0.
ot

R—00 t—o00

Corollary 4.6 (Time-averaged vanishing of kinetic energy for blow-up solutions) [42,
Lemma 2.2] Let u be a solution to (1.1) satisfying the hypothesis of Proposition 4.4.
Then,

lim — / f(a,u(t M2 rP=ldrdr = 0.

N\O0T

Corollary 4.7 (Time-averaged vanishing of kinetic energy for global solutions) [42,
Lemma 2.6] Let u be a solution to (1.1) satisfying the hypothesis of Proposition 4.5.
Then,

lim —/ / @u(t, r)*>rP~1drdr = 0.

T—>00 T

! We note that the published version of [12] contained a gap in the proof of the corresponding results, as
the arguments used to deduce Proposition 4.4 and Proposition 4.5 in that paper were performed only for
smooth solutions. This gap was closed by an argument of the first author and was included in an appendix
to [14]. An earlier argument by Jia and Kenig from [42] can also be used to close the gap in [12], and we
refer to their approach here.
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Remark 4.8 The proofs of Proposition 4.4 and Proposition 4.5 in [12, 42] are done for
the cases D = 4, 6 and are based on the following reduction, which we generalize to
cover all dimensions D > 3. Let

Given u(t) € &, set,
U, r) = ru, r), rkoulr, r)). 4.1)

We see that u(¢) solves (1.1) if and only if ¥ (¢, r) solves,
¥ =0

1 K2 — |y lk
O =0y — Y+ ———

which bears enough structural similarities to the equivariant wave maps equation that
the main elements of the arguments from [9, 79] carry over. The key feature for our
purposes, is that

1 k 2
Fe@) = 5 WP (K = =g i)

is positive when |y (¢, r)| is sufficiently small and hence so is the flux density,

WG

1
S @) =09, *+

Up to changing the values of some constants, the line-by-line arguments in [42, Proof
of Theorem 2.1] and [42, Proof of Theorem 2.4] are valid in any dimension D > 4
with ¥ defined as in (4.1).

Remark 4.9 The proof of Corollary 4.6 follows from the virial identity (2.4) with
the cutoff at p(t) = /2 together with Proposition 4.4. The exact argument in [42,
Proof of Lemma 2.2, in particular Eq. (2.66)] applies in our setting as well. The proof
of Corollary 4.7 is similar, using now Proposition 4.5, and follows from the exact
argument in [42, Proof of Lemma 2.4, second displayed equation on page 1552].

4.3 The Sequential Decomposition

In this section we deduce Theorem 1.14, the sequential decomposition as a conse-
quence of the Compactness Lemma 3.1 and the collection of results from earlier in
this section.

In the remainder of the paper we unify the blow-up and global-in-time settings by
making the following conventions. Consider a finite energy solution # € C(I4; £) on
its maximal time of existence I,. We assume that either u(z) blows up in backwards
time at 7_ = 0 and is defined on an interval I, := (0, Ty], or u(¢) is global in forward
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time and defined on the interval I, := [Ty, o0) where in both cases Ty > 0. We let
Ty := 0 in the blow-up case and T, := oo in the global case. We assume that u(t)
exhibits type II behavior in that,

Iim |lu(t)|e < oo.
t—T.

First we complete the proof of Theorem 1.9.

Proof of Theorem 1.9 We let u*(¢) be defined as in Proposition 4.1 in the case T, = 0
and as in Proposition 4.2 in the case T, = 00. If T, = 0 the conclusions of Theorem 1.9
are a direct consequence of Proposition 4.1 and Proposition 4.4. If T,, = +o00 we first
note that for any o € (0, 1),

(O lle,an < U (0) —ufOlle + luf Olle.an — 0 as t — Ty

where the vanishing of the last term above is due to the asymptotic concentration of
free waves near the light cone; see [21, Lemma 4.1] for odd D and [13, Theorem 5]
for even D. Now apply Proposition 4.2 and Proposition 4.5. O

Proof of Theorem 1.14 By Corollary 4.6 if T, = 0 or Corollary 4.7 if T, = oo we
have,

1 [T (2
lim —f / @u(t,r)>rP~tdrdr = 0.
=TT Jo Jo

We claim there exists a sequence 7, — T such that,

1 +o %
lim sup —/ f(a,u(t,r))zr[’*‘drdmo. 4.2)
T 0

=P 0<o<g, O

We show that the above is a consequence of the classical maximal function esti-
mate (3.3). Indeed, define

& (1) =/§(8,u(t,r))2rD_ldr, W(r) := lfr¢(t)dt.
0 T Jo

Then (4.2) reduces to the following claim: If ¥ (7) — 0 as T — T, then there exists
at least one sequence of times 7, — T such that M¢(7,) — 0 asn — oo. Now
considering intervals J, = (0, 1/n]if T, = 0 or J,, = [n/2, n] if T, = oo apply the
maximal function estimate (3.3) with o, = 6W(n~ ") if T, = 0 or o, = 12W(n) if
T, = oo, noting that in both cases o, — 0 asn — oo,

{teld, : Mp(t) > ay}

3 1
< —/ S dt < 21l.
Qn JJ, 2
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This means that M¢ (¢) < a, — O for half of the points in J,,, from which we select
the sequence t, — T.
Next, let p(¢) be as in Theorem 1.9. With 7, as in (4.2) we set

Pn = sup p(t) K 1y.
te[ty, Ty +p(ty)]

It follows from (4.2) that

Tn+pon
lim —/ / @u(t,r)*rP~tdrdr = 0.

n—0oo pn T
Next defining u, (s, r) := u(r, + s, r) and changing variables above we obtain a
sequence of solutions u, defined on intervals [0, p,] such that,

Pn Pn "
lim —/ / & (Osup (s, r))2 D=l 4rds = 0.

n—oo /On

We can now apply the Compactness Lemma 3.1 since R, := 2% — 00 asn —> 0.
We obtain sequences s, € [0, pp] and | K€ 1, K 2” for which 8, ,, (,(s,)) — 0
as n — oo. Passing back to the original varlables we set t, = 1, + 5, and we
have, 8,,,,(@(t,)) — 0 asn — oo. From (3.1) (and examining the proof of The
Compactness Lemma 3.1, see Remark 3.2) we obtain an integer KQ > 0, and scales
g K Apo K0 L Mgy S pn K 1y, and a vector of signs 7 € {—1, 1}%0 such
that

lu(tn) — W A)ll€©.rpn) — 0 as n — oo.

Note that by construction p(t,) < r,p(t;,) < rppn <K ty. Thus, from Theorem 1.9
we have,

lu(ty) — uw*(ta)llep,) — O and |lu* (%)l ©,r,p,) — O as n — oo.

Combining the two last displayed equations completes the proof. O

5 Decomposition of the Solution and Collision Intervals
In the final two sections we prove Theorem 1 for dimensions D > 6. We reserve the

cases D = 4,5 for the appendix, as these low dimensions require a few technical
modifications stemming from the slower decay of W(r) as r — oo.

5.1 Proximity to a Multi-bubble and Collisions

For the remainder of the paper we fix a solution u € C(I,; &) of (1.1), defined on the
time interval 7, = (0, Tp] in the blow-up case and on I, = [Tp, c0) in the global case,
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for some Ty > 0. We set T, := oo in the global case and 7 := 0 in the blow-up case
and we assume,

lim [lu(t)]s < oo.
t—T.

*

Let u*(t) be the radiation as defined in Proposition 4.1 and Proposition 4.2. We
will use crucially the fact that the radiation is given in continuous time. Note that
combining the results of Proposition 4.1 and Proposition 4.4 in the blow-up case and
Proposition 4.2 together with Proposition 4.5 give a function p : I, — (0, 0o) such
that

tim ((0()/0)"7 + lu(®) = 1" (O 0).00)) = O- 5.1)

We also note that

: * —
tgrg* le™ N0, =0, (5.2)

for any o € (0, 1).

By Theorem 1.14 there exists a time sequence t, — T, and aninteger N > 0, which
we now fix, such that u(#,) — u*(¢,) approaches an N-bubble as n — oo. Roughly,
our goal is to show that on the region r € (0, p(¢)), the solution u(¢) approaches a
continuously modulated N-bubble, noting that the radiation u*(z) is negligible in this
region. By convention, we will set Ayy1(¢) := t to be the “scale” of the radiation
and Ao(¢) := 0. Our argument requires the following localized version of the distance
function to a multi-bubble.

Definition 5.1 (Proximity to a multi-bubble) For all r € I, p € (0,0), and K €
{0, 1, ..., N}, we define the localized multi-bubble proximity function as

1

- Noa 22\ 2
dk (11 p) = inf <||u(r) —u (0 = WE D2y + Y (_,) ) ,
L, j:K

X Aj+l

where 7 = (tg41,....tv) € (=1, BN K X := (ksts..., Ay) € (0, 00)V K,
Ak :=pand Ay :=1t.
The multi-bubble proximity function is defined by d(¢) := do(¢; 0).

Remark 5.2 We emphasize that if dg (¢; p) is small, this means that u(r) — u*(t) is
close to N — K bubbles in the exterior region r € (p, 00).

We can now rephrase Theorem 1.14 in this notation: there exists a monotone sequence
t, — T such that

lim d(z,) = 0. (5.3)
n—o00
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Even though this fact is certainly a starting point of our analysis, it will turn out that
we cannot use it as a black box. Rather, we need to examine the proof and use more
precise information provided by the analysis in [22] (this is done in Section 3).

We state and prove some simple consequences of the set-up above. We always
assume N > 1, since the pure radiation case N = 0 (in fact, also the case N = 1) is
a consequence of the sequential decomposition (as observed by Duyckaerts, Kenig,
and Merle in [22, Theorem 2, Theorem 5, Corollary 6]).

Next, adirect consequence of (5.1) is that u (t) —u* (t) always approaches a O-bubble
in some exterior region. With py(#) = p(¢t) given by (5.1) the following lemma is
immediate from the conventions of Definition 5.1

Lemma 5.3 There exists a function py : I — (0, 00) such that
lim dy(#; py () = 0. 5.4
t—>Ty

Theorem 1 will be a quick consequence of showing that,

lim d(t) = 0. (5.5)

t—>Ty

The approach which we adopt in order to prove (5.5) is to study colliding bubbles. A
collision is defined as follows.

Definition 5.4 (Collision interval) Let K € {0, 1, ..., N}. A compact time interval
[a, b] C I is a collision interval with parameters 0 < € < n and N — K exterior
bubbles if

e d(a) <eandd(b) <,

e there exists ¢ € (a, b) such that d(c) > n,

e there exists a function pg : [a, b] — (0, o0) such that dg (7; px (1)) < € for all
t € la,b].

In this case, we write [a, b] € Cx (€, n).

Definition 5.5 (Choice of K) We define K as the smallest nonnegative integer hav-
ing the following property. There exist n > 0, a decreasing sequence €, — 0 and
sequences (ay,), (by) such that [a,, b,] € Cx (€,,n) foralln € {1,2,...}.

Lemma 5.6 (Existence of K > 1) If (5.5) is false, then K is well defined and K €
{1,...,N}.

Remark 5.7 The fact that K > 1 means that at least one bubble must lose its shape
if (5.5) is false.

Proof of Lemma 5.6 Assume (5.5) does not hold, so that there exist n > 0 and a
monotone sequence s, — T such that

d(s,) > n, for all n.
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We claim that there exist sequences (¢€,), (a,), (b,) such that [a,, b,] € Cn(€,, 1).
Indeed, (5.3) implies that there existe,, — 0,a, < s, andb, > s, suchthatd(a,) < €,
and d(b,) < ¢,. Note that a, — Ty and b, — T,. Let py : [a,, b,] — (0, 00) be
the function given by Lemma 5.3, restricted to the time interval [a,, b, ]. Then (5.4)
yields

lim sup dy(t; py(2)) =0.
n—o0 te[an,bn]

Upon adjusting the sequence €,,, we obtain that all the requirements of Definition 5.4
are satisfied for K = N.

We now prove that K > 1. Suppose K = 0. The definition of a collision interval
yields do(c,; pn) < €, for some sequence p, > 0, and at the same time d(c,) > n
for some 1 > 0. Without loss of generality we may assume that ¢, is a time at which
n < d(c,) < 2n for each n, and we may assume further that n > 0 is small relative to
|| W||e. We show that this is impossible.

First, by Theorem 1.14 we know that

E(u) = NE(W)+ EW"). (5.6)

On the other hand, since do(c,, pn) < €, we can find parameters, p, K A, 1 K - K
In.N K p(cn) < ¢, and signs 7, such that

N D—2
R M\ 2
laeCen) = (en) = Wi, T30 + 3 (5 ”5’1) e 6
=0 n,j+

Since p, < Ay1 <K p(cy) we have by (5.1) that
() + WG 2 llgpn.20) = 0n(D)
and hence from the previous line,

lw(cn)llepn.20m = 0n(1). (5-8)

Using the above along with (5.2), Lemma 2.15, and the asymptotic orthogonality of
the various parameters we have,

Eu(cy); pn,00) = NE(W)+ E(™) +0,(1) as n — oo.
Using the above along with (5.6) we conclude that,
Eu(cy); 0, pp) = 0,(1) as n — oo.
Now, let v, := u(cy)xp,- Using the above along with (5.8) we have shown that
E(v,) = 0,(1). We claim that we must have ||v,|l¢ ~ n, which would give a contra-

diction with the critical Sobolev inequality, since > 0 can be chosen small. To prove
the claim, find parameters o, fi,, such that
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D=2

n~d(c,) ~ (Ilu(cn) — u*(cn) = W@, in)lIg + i (M)T)j

=0 Kn,j+1

An application of Lemma 2.20 (taking n > 0 smaller if needed) together with the
above and (5.7) yields that 6, = ¢, and moreover that p, < pp | <K ... Up N K
p(cp) < cp. Infact, we have |4, j/mn,j — 11 S 6(n) for 6(n) as in Lemma 2.20 and
thus by (5.7) we have,

N D-2
. Knj \ 2
l(en) = ¥ (@n) = WG i) I, 00 + D () = 0a (D).
=0 Mn,j+1

Since p, < py,1 and w, v K p(c,) we also have,

”u*(cn) + W(va ﬁ«n)”é‘(o,pn) = o,(D).

From the previous three displayed equations we can conclude that ||v, ||¢ =~ n, proving
the claim, and establishing the contradiction. O

In the remaining part of the paper, we argue by contradiction, fixing K to be the
number provided by Lemma 5.6. We also let n, €, a,, and b,, be some choice of objects
satisfying the requirements of Definition 5.5. We fix choices of signs and scales for
the N — K “exterior” bubbles provided by Definition 5.1 in the following lemma.

Remark 5.8 For each collision interval there exists atime ¢, € [ay,, b,] withd(c,) > 7
and we may assume without loss of generality thatd(a,) = d(b,) = €, and d(¢) > €,
for each t € [ay,, b,]. Indeed, given some initial choice of [a,, b,] € Cx(n, €,), we
can find a,, < a, <cpandc, < by < by so that d(a,) = d(b,) = €, and d(t) > €,
for each 1 € [@n, b,]. Just set a, < a, := inf{t < ¢, | d(t) > €,} and similarly for
b.

Similarly, given some initial choice ¢, — 0,7 > 0 and intervals [a,, b,] €
Ck (n, €,) we are free to “enlarge” €, by choosing some other sequence €, <€, — 0,
and new collision subintervals [a),, En] C lan, by1NCk (1, €,) as in the previous para-
graph. We will enlarge our initial choice of €, in this fashion several times over the
course of the proof.

Lemma5.9 Let K > 1 be the number given by Lemma 5.6, and let n, €,, a, and
b, be some choice of objects satisfying the requirements of Definition 5.5. Then
there exist a sequence o, € {—1,1}N"K a function i = (ug41,...,un) €
Cl(UneN[an, b, 1; (0, oo)N_K), a sequence v, — 0, and a sequence m, € 7, so
that defining the function,

Vv Upenlan, by] — (0,00), v(t) = vk 11(1), (5.9)
we have,
lim sup (dg () + [0l =r =20 ) =0, (5.10)
nqoote[anvbn]
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and defining w(t), h(t) fort € U,lay, b,] by

N

w(t) = (1= xoe)@®) —u @) = > on Wy, +h(t), (5.11)
j=K+1

we have, w(t), h(t) € & and

¢ D=2 N (1) \ 252
lim sup (||h(t)||§ n (L) 74 (“’—()) > ) _o,
n=>00 tcran byl mK+1() Pl Hj+1(0)
(5.12)
with the convention that (i y+1(t) = t. Finally, v(t) satisfies the estimate,
. / _
A, I O1=0 613

Remark 5.10 One should think of v(z) as the scale that separates the N — K “exterior”
bubbles, which are defined continuously on the union of the collision intervals [a,,, b;, ]
from the K “interior” bubbles that are coherent at the endpoints of [a,, b, ], but come
into collision somewhere inside the interval and lose their shape. In the case K = N,
there are no exterior bubbles, (g 41(f) =t and v, — 0 is chosen using (5.1).

Proof By Definition 5.1 for each n we can find scales px (f) < gi1(f) € -+ K

N (1) < t and signs o (1) € {—1, 1}N_k for t € [ay, b,], such that defining h, (t)
for r € (pk (1), 00) by

u(t) — w(t) = WG (1), (1)) + hpy (1)

we have,

N ~ D-2
/’Lj(t) 2 2
d(r; p (1) = [y (I + = S € (5.14)
PK Elpk (1),00) J;( (Mj+1 (t)) n

keeping the convention fig (1) := pg (1), fiy+1(t) = t. Using lim,— 00 SUP,c(4, 5]
dg (t; px (1)) = 0 and the fact that

lim  sup WG (1), KO enfix o1 () <r <Buiix+1(0)) = O

n—00 t€lan,bnl

for any two sequence «,, < B, < 1, we can choose a sequence v, — 0 with

~ . % _
Pk () < Un/vLK+l(t)’ and ngmoote[sa:?bn] lu@) —u (t)HE(%VnﬁKJrl(1)54Vn17K+1(l)) =0,

(5.15)
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and define V(1) = v, g +1(t). Thus, defining W (¢), Z(t) € Efort € Uylay, b,], by

w(t) == (1 — x5) @) —u*@) = i oW +h()
j=K+1
we have using (5.14),
N0
te[salf)bn] ( |h(t)”£ i ; ( M-]H(t)> ) = 03 -16)

for some sequence 6§, — 0. We invoke Lemma 2.20 and continuity of the flow to
conclude that for each n, the sign vector 6 (t) = g, is independent of ¢ € [ay, by],
and the functions fig41(f), ..., iy (¢) can be adjusted to be continuous functions of
t. However, in the next sections we require differentiability of the function [ix +1(2),
so we must modify it slightly.

Given a vector ji(1) = (ug41(2), ... un (1)), set,

w(t, f(1)) := (1 = Xuppepr0) @@ — u*(@)).

Fixing ¢ and suppressing it in the notation, and setting up for an argument as in the
proof of Lemma 2.17, define

F(h, i) :=h— (w(, D) = WGn. 1)) + w(-. i) — WGy, ji)

and note that F (0, ﬁ) = (0. Moreover,

N
IF il < Wale+ Y

j=K+1
Define,
- - 1 -
Gh, i) == (—<zﬂ,{+l | F(h,u)>,..., —<ZMN | F(h,u)>>
MK+1 Y —— UN Y
and thus G (0, ﬁ) = (0,...,0). Following the same scheme as the proof of

Lemma 2.17 we obtain via Remark 2.19 a mapping ¢ : B (0; Cof,) — (0, 00)V =K

such that for each 1 € By (0; Cy6,) we have
s/ = 1| < 6
and such that
G(h, i) =0 <= ji = s (h).
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Using (5.16) we define
hi=F( s, ji=ch.
By construction we then have,
w(t, (1)) = (1 = xue) @) — u*(t)) = W(Gn, i(1)) + h(1)
for v(t) := v, g +1(t), and we define h by
h(t) := w(t, i(1)).

Then foreach j =K +1,..., N,

N D—2
2 wi) 7 2 _
s (112 + ;{ (Mj+l(t)> ) 562 0=(240 1h0). G17)

Note that (5.10) follows from the above and from (5.1). The point is that we can now
use orthogonality conditions above to deduce the differentiability of (7). Indeed,
noting the identity,

(1) = dqw(t, k(1)) — 3G, (1))

/’L/K+](t) * A s /
= 2 G0 - +h(n) + w W (O AW, .
T X)) () — u* (1)) + h(r) j;lo,,u,m 15(0)

differentiation of the jth orthogonality condition for A(f) gives for each j = K +
1,....,N

i OZIAWY Y o020 | AW)
i#j,K+1<i<N

Kr41®
UK +1(t)

= (24,0 150),

(20 1 0 0C/O) (W) = w*©)) = 150 (P A2y |7

(5.18)

which, using (5.15) and (5.17), is a diagonally dominant first order differential system
for ji(t). Fix any fy € Uylay, b, so that (5.17) holds at the initial data ji(zp). The
existence and uniqueness theorem gives a unique solution jioge € C 1 (J) for J > 1y
a sufficiently small neighborhood. As the scales were uniquely defined using the
implicit function theorem at each fixed ¢ and the solution of the ODE preserves the
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orthogonality conditions, we must have ji(f) = ioge(f). Hence ji(z) € C'. Finally,
inverting (5.18) we obtain the estimates,

1| S 1l < 6.

Using the above with j = K + 1 yields (5.13). This completes the proof. O

We require a few additional facts related to the scale v(z). Observe that if ¢, €
[an, byl and v(#,;) < R, < g 41(ty), then

lim |lu(t)ller, 2R, = 0. (5.19)
n—oQ
Also, if 11, is a positive sequence such that lim,, . 8,,, (,) = 0, then
Tim ) g1, = 0 (5.20)
Importantly, this choice of v(¢) gives us a way of relating the localized distance d g

from Section 3 with the global distance d on collision intervals.

Lemma 5.11 There exists a constant no > 0 having the following property. Let t, €
[an, by] and let w,, be a positive sequence satisfying the conditions:

. . Mn —

(l) llmn—>oo MWE+1(t) 0’

(ii) pn = v(tn) or [lu(tn) e, vi)) < M0,
(iii) 1im, 00 84, (12) = 0.

Then lim,_, o d(t,) = O.

Proof Let R, be a sequence such that u, < R, < wug+1(t,). Without loss of gener-
ality, we can assume R,, > U(jn), since it suffices to replace R, by v(#,) for all n such
that R, < v(1,). Let M,,, T, A, be parameters such that

M,—1

> , g \T
i) = W, Ea Wy 1) <y + D0 (555) 7 =0,
j=1 n,j+

which exist by the definition of the localized distance function (3.1). Set

uy,) = X1y, W),

ul® = (1 — xg,)u(ty),

u™ = u(ty) —ul) —u'?.
Invoking (5.20), we have from (5.21) that

lim [ul) — WG, A)lle = 0.

n—oo
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Assumption (ii), together with (5.20) and (5.19), yields
||u,(1m) lle <2no, forall n large enough.
We also have, again using (5.20) and (5.19),

lim sup | E (u(t,)) — E@{) — E@{™) — E("fzo))| =0.

n— o0

Since limy— 00 E@”) = (N — K)E(W) + E(u*) and 0 < E@{™) < 2np, the con-
vergence above yields M,, = K andlim,;_, o E (u ) = 0. Using Sobolev embedding,

we get lim,,_ o0 [|2™ || = 0, and the result follows. ]

5.2 Basic Modulation

On some subintervals of the collision interval [a,,, b,, ], mutual interactions between the
bubbles dominate the evolution of the solution. We justify the modulation inequalities
allowing to obtain explicit information on the solution on such time intervals. We
stress that in our current approach the modulation concerns only the bubbles from 1
to K.

Lemma 5.12 (Basic modulation, D > 6) There exist Co,n9 > 0 and a sequence
&n — 0 such that the following is true.

Let J C [an, by] be an open time interval such that d(t) < ng for all t € J.
Then, there exist T € {—1, 1}X ( independent of t € J), modulation parameters ae
CH(J: (0, 00)K), and g(t) € & satisfying, forallt € J,

X /o)ty = WQE, A1) + g (1), (5.22)
0=(Z1,0 | £®), (5.23)

where v(t) is as in (5.9). Define the stable/unstable components a; (1), ajr () of g(1)
by '

ai (1) = (o ) | £(),

where oef is as in (2.10).

The estimates,

K—-1
)\' Edmt)
'l — & < lgwle+ Y (5= Et()t)) TG, (529
=1 ]
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and
o +Z< Aj ) )DT’Z <C Aj () )D42+ £ (1)) +
lg@®lle 2 A1) < or;leag o ® lr;anglai [ + &n,
(5.25)
hold, where
S={jef{l,....,K—1}:ij=1jp}.
Moreover, forall j € {1,...,K}andt € J,
10| = Collg®l 2 + & (5.26)
and,
K0+ Z 0 | 20|
VT ZTwy e 18
2 i) NP Ao D24> .
SC0||g(f)||g+C0(<)hj+l(t)) H(5) T )10l + g
(5.27)

where, by convention, Ag(t) = 0, Ax41(t) = oo forall t € J. Finally, we have

i + K + Co 2 f_n
dtaj (t):':_)»j(t)aj () S_kj(t)d(t) +)\4j. (5.28)

Remark 5.13 We stress that the scaling in oc;IE is H~' x L%-invariant so as to ensure
that

jay (O] < lg@lle.

We also remark that everything in Lemma 5.12, except for the estimates (5.27)
and (5.28), holds without change in the lower dimensions D = 4,5, and we refer
to the appendix for suitable modifications of (1), af(t) in those cases.

Proof of Lemma 5.12 Step 1. (The decomposition (5.22) and the estimates (5.24)

and (5.25).)
First, observe that by Lemma 5.9,

sup |E@(t) —u*(t); v(r),00) — (N — K)E(W)| = 0,(1) as n — oo.

t€lan,bnl
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Since E(u) = E(u*) + N E(W) it follows from the above along with (5.10), (5.1),
and (5.2) that

sup |E(u(t);0,2v(t)) — KE(W)| = 0,(1) as n — oo. (5.29)
telan. byl :
Using continuity of the flow, the fact that d(¢) < 1 on J, Lemma 2.20, and by taking

no > 0 small enough, we obtain continuous functions X(t) = (Xl(t), R XN (t)) and
signs 7 independent of ¢ € J, so that

u(t) — u* (1) = WG, (1) + g,
and,

N

a0? < 1F0F+ Y (10 10, ) C o (5.30)
J

i=1 ]+1( )

with as usual the convention that XN+ 1(¢) = t. Recalling the properties of w(t) :=
(I = xv@))(u(t) — u*(t)) from Lemma 5.9, in particular (5.9) and (5.12), and using
Lemma 2.20 we see from the above that we must have,

( v(t)

D-2
p 2
Xml(t)) < d(1)2 +on(1) as n — oo, (5.31)

where here and in the remainder of this argument we use the notation 0, (1) to mean a
quantity that tends to zero as n — oo that can be chosen independently of ¢ € [ay,, b, ].
Using similar logic along with (5.10) we see that we also have,

(’\f(g))% < d(0)? + on(l) as n — oo. (5.32)

Together, the previous two lines mean, roughly speaking, that there are K bubbles to
the left of the curve v(7) and N — K bubbles to the right of the curve v(z).
For the purposes of this argument we denote by

v(®) = u®)xory, wt) = @) —u " O))A = xo) (5.33)

We may express v(t) on J C [ay, b,] as follows,

K K
(1) =D W0 — = x00) Y4 Wi0
j=1 j=1
N
Y b Wi+ xoou™ @) + xn &)
j=K+1
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Using (5.1) along with (5.30) and (5.32) we see that,

K

K
x
I~y L./Wx,.(z>||%+§ ( SO Y5 < 402 + 0,01 a5 1 oo,
=1

j+1(t)

This means that
d(v(®)) <d@) + 0,(1) as n — oo,

where d(v) is as in the notation of Lemma 2.17. By taking 1o > 0 small enough, and
n large enough, we may apply Lemma 2.17, (as well as Lemma 2.20, which ensures
the signs 7 stay fixed) at each t € J, to obtain unique g(¢) € & A(t) € (0, 00)X so
that

o) = W@ A + g1, 0=(Z,0 | e®), Yi=1,....K (534

where in this formula ¢, X are K-vectors, i.e., t = (t1,...,lK), X(t) = (M@, ...,
Lk (1)). We note the estimate,

40 \22 k() 22
2 K 2
dwn)* < ||g<r>||g+§( Mm) (S0
< 4d((1)> +d(1)* + 0a(1)
< d(0)? + 0,(1), (5.35)

as n — oo. Here the estimate for %
in the proof of Lemma 2.17 (here we refer the reader to [41, Proof of Lemma 2.24]).
Next, using (5.29) we see that

E() < KE(W) +o,(1).

Therefore, the estimate (2.16) from Lemma 2.17 applied here yields,

eI < sup (219) % 4 a0+ 0,01
jes \hj1(0) l<i<k

where S={j e {1,..., K — 1} : t; =141}, proving (5.25).
Next, we prove the lower bound in (5.24). Note the identity,

u(t) —u* (1) =v(t) +w(t) — xunu* )

K N
= ZLjWA_,-(t) + Z on Wy + 81 + h(t) — xunyu™ (1),
j=1 j=K+1

(5.36)
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which follows from (5.33) and (5.11). First we prove that (tx41,...,ty) =
(0k+1,--.,0n). From (5.11) and (5.12) we see that
N D-2
v(t) \“7
lw@®) = > 0w Wil + (———
Pl (MK+1(I)>
() N 22
+ M.j())2 =0,(1) as n — oo.
=K 41 Hj+1(2)

On the other hand, we see from (5.31) that,

S v\
o) — > Wy I3+ (—m)
j=K+1
5(0)

2
j=K+1 J+1(f)) S 4@+ on(

Hence, using Lemma 2.20 we see that for any 6y > 0 we may take 19 > 0 small

enough so that (tx+1,...,ty) = (OKk+1, ..., 0nN), and in addition we have
it
’ 110 —1|<6y Vj=K+1,...,N.
M, j (1)

The above, together with (5.12) implies that

N

it D=2
(~ i® ) ’ =0,(1) as n - oo.
jokat R @)

We may thus rewrite (5.36) as
K N
u(t) —u*(t) = ZLjWAj(z) + Z Wi + &) +h(t) — xonu™@).
j=1 j=K+1
Noting that

sup lu* () vy lle = 04(1) as n — oo,
t€lan,by)

the previous line together with (5.35) and (5.12) imply that,

K-1

A1 £ A’ +ou(1) 5 g1 + Z ( .

+1(1)

DT—2
) + 0,(1) as n — oo,
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which proves the lower bound in (5.24).
Step 2. (The dynamical estimates (5.26), (5.27), and (5.28).) Momentarily assum-
ing that rec! (J) (we will justify this assumption below) we record the computations,

K
. V(1) >
B = &0 = SO0/ OO, IWERO) = =N OAW 0,
j=1
which lead to the expression,
v'(1)
dig(t) = g(1) + ZL]A (OAW, ) — u(t) > S T/
j=1
We differentiate the orthogonality conditions (5.23) foreach j = 1,..., K,
A
0= _,\_/-<AZLJ’ | g>+<Zﬁ| Blg)
J
A, K
- _T;<Azﬁ L8)+ (2, 1 8)+ D wni (2, 1 AW,
=1

/

v
=2z, Luta0cm),
v —
which we rearrange into the system,

(@ 1aw) =a7Naz, 1 8) + D ur (2, | AW)
71
/

) v
(21, 18)+ > (23, 1uC300/). (5.37)
This is a diagonally dominant system, hence invertible, and we arrive at the estimate,
2| S gl +ou =1k, (538)

after noting the estimates,

(21, 1) S 18,2
V(1)
v(t)

A
(21 u(t)(rarx)(-/va)))‘ < I w0 vl = o),

where the last line follows from (5.13). Lastly, we note that the system (5.37) implies
that X(t) isa C! function on J - Indeed, arguing as in the end of the proof of Lemma 5.9,
let to € J be any time and let A(#p) be defined as in (5.34)4 Using the smallness (5.35)
at time g, the system (5.37) admits a unique C' solution Aoqe (¢) in a neighborhood of
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fo. Due to the way the system (5.37) was derived, the orthogonality conditions in (5.34)
hold with Aode(t) Since A(t) was obtained uniquely via the implicit function theorem,
we must have X(t) = kode(t) which means that k(t) is C1L.

The estimates (5.27) are immediate from (5.37) using (5.38) along with the esti-
mates,

(3)7 ifj<i
(PN D
— — w\ 2 . . .
)L—’) if j>i
17182, 1 6)| S lgln

using here that D — 4 > % as long as D > 6.
Lastly, we consider the estimates (5.28). We first write the equation for g(z).

g = v — JWQ, N).

Noting that
U/
v = x(/v)ou — ;(rarx)(/V)u

/

= x(/v)J oD E(u) — ”;(rarxx-/v)u

= J oD E((/vu) + (x(/0)J oD E@) — J oD E(x(-/v)u))

v
- ;(rBrX)C/V)u,
we arrive at,

%g=JoDEWG@, X +g) — W 1)
!

+ (x(/0J e DE@) = J o DEG(-/v)w) = =, 30(/v)u.
(5.39)

We compute,

54 = 1)+ (o | aig).

Expanding the first term on the right gives,

1
(tner,, 1 ) = 5{0:671 92, 1 8) + 503 1 €)

~ 1% :
“j( S+ ( Wi, | g )—Ek—;mwﬂng),
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and thus,

1
(e, | g)‘ S 5@ + on(1).
J

We use (5.39) to expand the second term,

(o, 1 9,8) = (e, 1 / o D> EOVG, L)g)
+(az, 170 (DEOVG. D) + ) — D EOVG. g
— o, 1 9WGE D))

e, 1 (xC/v)J 0D E@) = J oD E(x(/vw))

v _
— ;(axj | (roy ) (-/v)u).
(5.40)

By (2.11) the first term on the right gives the leading order,

(e 170 D* EOVG, 7))g) = —/\ia;.

Next, we expand,

fa; 170 (D EW(@, 1) + g) — D* EOVG, X))g))

1 i - -
= =5V, [ FOVER) +8) = FOVE2) = 'OV A)g)
K

1 >
= S, 1 FOV@2) = Y f (W),

i=1

The first line satisfies,
> > > 1
[, | FOVET) + ) = FOVE ) = 1/ OVGE Dg)| S (@02 + 0u(1).
J

Noting that f OV(, ) — Z;K=1 i f(Wy,) = fi(, 1), the same argument used to prove
Lemma 2.21 gives,

0, 1 4G )| 5 i(( L) () ) < %(d(t)2+on(1))
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Consider now the third line in (5.40):

A A
J O LAWY S T, 1 AW)
0, | AW, f

_ I K
—(otkj | a[W(Z, )\.)) = EL'
i#] /

where in the last equality we used the vanishing of <37 | AW). Noting the estimates

D-4
ﬁ 2 . . .
)\,) if i <j

[, 1 aW,)| < (
— — i [ .
(E) if i > j,

S

and using here the fact that D > 6, we obtain,
_ - 1 2
e, 1 W 2)| S @) + 0 (1),
j
Finally, using (5.10) and (5.13) we see that the last two lines of (5.40) satisfy,

e, 1 (x (/v oD E@) = J oD EGe(/vm))| < Aijonm,

1
e, a0/ < 7o -

This completes the proof. O

5.3 Refined Modulation

Next, our goal is to gain precise dynamical control of the modulation parameters in
the spirit of [36, 40]. The idea is to construct a virial correction to the modulation
parameters (see (5.50)). The idea of adding a correction term based on underlying
symmetries (in our case scaling) to modulation parameters originates in Raphaél and
Szeftel [70, Proposition 4.3]. We start by finding a suitable truncation of the function
%rz, similar to [37, Lemma 3.10]. Since here we may have an arbitrary number of
bubbles, we need to localize this function both away from » = 0 and away from

r = 00.
Lemma 5.14 Foranyc > Oand R > 1 there exists a functionq = q. g € C*((0, 0))
having the following properties:

(PI) q(r) = %rzfor all x € RP such tharr € [R™!, R],
(P2) there exists R > 0 (depending on ¢ and R) such that q(r) = const forr > R
and q(r) = const forr < R™1,
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(P3) |g'(r)| Srand|q”(r)| < 1forallr € (0, 00), with constants independent of ¢
and R,

(P4) q"(r) + DT*]q’(r) > —cforallr € (0, 00),

(PS) |Aq(r)| < er™?

, /
(P6) ’(qT(r)) ‘ < cr_lforallr > 0.

Proof See [41, Proof of Lemma 4.13]. The exact same function can be used here. O

Definition 5.15 (Localized virial operator) For each A > 0 we set

AW =a'(L) 8,800+ 22 L ag (D) (5.41)
8\r)=4q Y 0-8(r 2D A q Y 8\, .
s 11
AWgr) =q'(3) 080 + ——Aq( )g(r) (5.42)
where we use the notation A = 82 + £=1%, in the remainder of the paper. These

operators depend on ¢ and R as in Lemma 5.14.

Note the similarity between A and 1 7 A and between A and % . For technical reasons
we introduce the space

X:={geflogeH}

Lemma 5.16 (Localized virial estimates) [37, Lemma 3.12] For any co > O there exist
c1, R1 > 0, so that for all ¢, R as Lemma 5.14 with ¢ < c¢1, R > Rj the operators
A(A) and Ag()) defined in (5.41) and (5.42) have the following properties.

e The families {A(L) : . > 0}, {A(X) : & > 0}, (A0, A(X) : & > 0} and {L0 AX) :
A > 0} are bounded in £ (H"; L?), with the bound depending only on the choice
of the function q(r).

o Let g = W(, X) be an M-bubble configuration and let g, € X. Then, for each
Aj, jefl, ..., M} we have

(AO g1 | (f(g1+82) — fg) — f(gNg2)

—(Ajg2 | f(g1+82) — f(gD).
(5.43)

e Forall g € X we have
D—1 o 1 (R _
<A(/\)g | -7 + —a,>g> > ——llgli+ - / (9,8)> rP1dr(5.44)
r )\. )\. R—l)L
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e For A, u > O with either L/u < 1 or u/r L 1,

||AAWL—A(A)AWA||L2 < co. (5.45)
||( A= AWl g0, sj—O, (5.46)
l D— D—
IAGIW,ll 20, + IAGIW,ll 2o, Sxmin{(k/u)Tz,(u/k)Tz}

. D2 D=2
A AW, N2 + TAG) AWl 2 S min{(h /)2, (w/2) 2} (5.47)

e Lastly, the following localized coercivity estimate holds. Fix any smooth function
Ze L>NX suchthat (Z| AW) > 0and (Z|Y) = 0. Forany g € &, » > 0 with
(¢121)=0,

[ 2. .D—1 L [>1 "N\ 2 .D-1
3| et = [T S ag(G) g

o (5.48)
[€0] 2 0 2

> —— - — (= .

=3 llgls /\ (AJQ | g)

Proof See [37, Lemma 3.12] for the proof for D = 6 and [41, Lemma 4.13] for the
case of k-equivariant wave maps. That argument generalizes in a straightforward way
toall D > 4. O

The modulation parameters X(t) defined in Lemma 5.12 are imprecise proxies for
the dynamics in the cases 3 < D < 6 due to the fact that the orthogonality conditions
were imposed relative to Z #= AW (note that we will treat the cases D = 3,4, 5
in the appendix). Indeed, we use 5.23 primarily to ensure coercivity, and thus the
estimate (5.25), as well as the differentiability of X(t). To access the dynamics of (1.1)
we introduce a correction g? (1) defined as follows. For each t € J C [ay, b,] as in
Lemma 5.12 set,

Aj(t) if D>7

5= 15,0 - (5.49)

TRz, P/ LA AW | 8(0) if D=6

foreach j = 1,..., K — 1, and where L > 0 is a large parameter to be determined
below. (Note that for j = K we only require the brutal estimate (5.26)). We require yet
another modification, since the dynamics of (1.1) truly enter after taking two deriva-
tives of the modulation parameters and it is not clear how to derive useful estimates
from the expression for & ]’/ (t). So we introduce a refined modulation parameter, which

we view as a subtle correction to &’ (¢). For each t € J C [ay, b,] as in Lemma 5.12
and foreach j € {1, ..., K} define,

Bj(t) == (AWi 0 1 8) = (AG;1)g@) | §(1). (5.50)

||AW||2

IAWI2,
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The function B, (¢) is identical to the function B (¢) in [41] and similar to the function
called b(t) in [40].

Lemma 5.17 (Refined modulation) Let D > 6 and cy € (0, 1). There exist ng =
n(co) > 0, Lg = Lo(cg), aswellasc = c(cg) > 0, R = R(co) > 1 asin Lemma 5.14,
a constant Co > 0, and a decreasing sequence 8, — 0 so that the following is true.
Let J C [ap, by] be an open time interval with

8p = d(1) = no

forallt e J. LetS:={je{l,...,K =1} |tj =tj41}. Then, forallt € J,

lg@®lle + ; ()»i(t)/)»iJr](t))% < Cy max (A (O /hig1(D)) * + max &= (1),
(5.51)

and,

—d(t) < may (% (0) /i 41(0)) R max laF ()] < Cod(r).  (5.52)

Moreover, forall j € {1,...,K — 1}, t € J, and L > Ly,

1€ (1) /2j(t) — 1] = co, (5.53)
&:(1) — Bj ()] < cod(r) (5.54)

and,

—2

Bi(®) = (‘J‘ﬁ]w _CO))\-(t) ( j+1(f))
. 2 1 Jj— l(t)
+ (_thjflw )A HG) ( Aj(1) )

_ 0 a2 + 2
TR (@) + @ 1)?).

(5.55)

where, by convention, Ao(t) = 0, Ax41(t) = oo forallt € J, and w? > 0is defined
by

D-2
0 = (D) == ——=(D(D —2) 2 |AW] 2 > 0. (5.56)
2D L
Finally, for each j € {1,..., K},

9t s —ato| = L apr (5.57)
dr 7 A(z)f —A(t) '
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Remark 5.18 Without loss of generality (upon enlarging €,) we can assume that €,, >
8, so that Lemma 5.17 can always be applied on the time intervals J C [a,, b,] as
long as d(¢) < ng on J (since d(¢) > €, for all ¢t € [ay,, b,]; see Remark 5.8).

Before proving Lemma 5.17 we rewrite the equation satisfied by g(¢) in (5.39) in
components as follows,

K
0ig(1) = g0+ Y MO AW ) + (), v(1)
Jj=l1

38(t) = —Lwg + filt, 1) + fq@ %, 8) + du), v(1)),

(5.58)
where
¢, v) = —u%(rarxx-/v)
P, v) = —atu”;/(rarx)wv) — (A rCu
2OV ) @) — O o,
(5.59)

which we note are supported in » € (v, 00), and

K K
ARG = £ (D uWs) = D uf W)
i=1

i=1
fq(li,g) = f(itin,- +g) - f(XK:tiW;\,-) - f/(XK:liW;\,)g-
i=1 i=1 i=1

The subscript i above stands for “interaction” and q stands for “quadratic.” For ||g|l¢ <
1, the term fq(7, A) satisfies,

D+2

5 < 2 D2
Il fq @ M g0, S liglle +liglle ™ (5.60)
The proof of (5.60) follows from the pointwise estimates,
|f 1 +2x2) = f(x) = f'e)xl < |22 if D=6
andif D > 7,

D2
|x2| 22 Vxi;,x eR

] (5.61)
617572 o if xy # 0.

|f 1+ x2) = flx) = f/(xn)xa| < I
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See [36, Lemma 2.1] for the proof of the previous two estimates.
In one instance it will be convenient to write the equation for g as follows,

0§ =Ag+ i@ 1)+ fq@. i g) + dlu,v) (5.62)
with,
N . K K
Fa@ = (Y uWi +g) = £(Duws,). (5.63)
i=1 i=1

Proof of Lemma 5.17 First, we prove the estimates (5.51) and (5.52). Let ¢, be the
sequence given by Lemma 5.12 and let §,, be any sequence such that ¢, /8, — Oasn —
oo. Using Lemma 5.12, estimate (5.51) follows from (5.25) and the estimate (5.52)
follows from (5.24).

Note also that with this choice of §,, and (5.51), the estimate (5.26) leads to,

k;(t)’ < do). (5.64)

Next, we treat (5.53), which is only relevant in the case D = 6. From (5.49) we
see that,

1€7/3j = 11 S 137 (X C/LA) AW, | g)

-1 2
S lgllzad; X (L - /Ap AW 5 S (og L3 Nglle,

which is small by taking ¢ sufficiently small (after L is fixed below).
Next we compute E} (t). For D = 6, from (5.49) we have

/ / Ly
£, =4 — W(X('/ij)/\w)i | ;)
LZ
. 4 . 2.
+67’i<(a YC/LA)AW,, | )+#i< (/Lr)AAW; | g)
AWz, Ay R Sy WA AA R T8
L L

(5.65)

We examine each of the terms on the right above. The last two terms are negligible. Indeed,
using 18113 gs) < lgle.

2

2L 3 s Z ’
||g||Ls(/2_1L|AW(r)|2r dr)* S de?,

/
A

2,
(00, 0C/Lr AW, 18)| S
] h
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and,

)‘/j , 2L 3 s
[Ztecserpanwy, g < [ishs [ 1aawort S ar
j b
< (14 log(L))d(1)%.

Using (5.58) in the second term in (5.65) gives

—”AW” (x (/LA JAW;, | 0g) = W(X(/ AAW;, | g)
L
—(X(/L)\. )AVV)L | [l)\ AW)”>
IAWIZ, Z}
”A;V” (XCILAD AW, | B, v)).

The first term on the right satisfies,

L () (JLA)AW, | &) = —— (AW, | )
1AW, " AWl =
Lj 5
+ T, (0 XC/LADAW, 13
_ _‘_f(AW» | &) +or(Digle
AW, =

where the oy (1) term can be made as small as we like by taking L > 0 large.
Using (5.64), the second term yields,

t
_— A A -\
”AW”2 (X C/LA)AWy,; |l§lm Wi )= =4}
-3 SO (X (/LA AW, | AW;,)

Z AW, R R
——{(1 - LA )AW AW,
+“AW” (1= XC/LADAWs, | AW;)

==+ O(j—1/2)) + X /Aj41) + oL (1)d(@).

Finally, the third term vanishes due to the fact that foreach j < K, LA; < Ag < v,
and hence

(X C/LADAW, | d(u,v)) =
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Plugging all of this back into (5.65) we obtain,

Wi, | & d
£+ ”AW” —I——(A L,Ig)‘ < cod(?) (5.66)

for D = 6, after fixing L > 0 sufficiently large. The same estimate for D > 7, i.e.,
when S} (1) = )L’j (t), is immediate from (5.27) since in this case we take Z = AW.
Thus (5.66) holds for all D > 6. The estimate (5.54) is then immediate from (5.66),
the definition of 8;, and the estimate,

1
———(AGg 1 8)| S gl
‘IIAWlliz< Delé ¢
which follows from the first bullet point in Lemma 5.16.

We prove (5.55). We compute,
/!

B = L'—/ﬁ(AAWA. 1 8)— L (AW, | 31g)
TOAWI, AT AWz, =
/

1 j .
- er@jawé()&j)g | g> -
L2

(A g 1 9:8).

———(AG)ag | §
||AW||22< g 1]

AW,
(5.67)
Using (5.58) we arrive at the expression,
(AW, [308) = (AWs, | (Ew = La))g) = (AW, | /i D)
— (AW, | fa@ 3 9)) = (AW, . v)).

where in the first term on the right we used that ,CAJ.AW;LJ. = 0. Using (5.58) we
obtain, o

>

~(a60s 18) = = 4Gi 1) - 2w HAc AW, | 2) - (4GP, v) | 8)

=~ {AG.pAW;, 1 §) - §L (A(x JAW;, | &)= (A )¢ v) | &)
i#]

where we used that (A(%)¢ | ¢) = 0. Finally, using (5.62) we have,

~{AGg | 3i8) = —(AG.Dg | Ag)—(AG)g | it )

—(AG)g | @ 9)) = (4008 | pu, v).
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Plugging these back into (5.67) and rearranging we have,
AWIZ,8, = —L (AW, | i D)) = (AG)g | A
[AWI7.8; = Y i | fi ) = (AG g | Ag)

+{(A0) - A8 | fa@ . )

Aol
+<AW)\_,~ | (»Cw—ﬁx,-)g>+tjk—{<(;A—A(/\j))AWAj | §>
- J J

K
—<A(AJ>ZL,-WA, | fa@ %, g)> —(AG)g | fa@ i 0)
i=l1
1 . A, .
+t; <(A(/\j) - TA)WA,- | fq@, A, g)> = </\j3A_,-A(?»j)g | 8)
J J

+ 5 (AW, | 1@ 9)

i#]
=Y ur{AC) AW, 18) - (468 | fiw D)
i#]
1 (AW, 19w ) = (AGHS@. v) | §) — (AG)g | b, v)).

(5.68)

We examine each of the terms on the right-hand side above. The leading order contri-
bution comes from the first term, i.e., by Lemma 2.21

Lj < -
——L (AW, | fie. D))
AW 2,

2 N VT S 2\ Libimt (A1) T
=@+ 0L (L) T @+ omdn L (2 T
Ajo Nhjt Ajo N A

The second and third terms together will have a sign, up to an acceptable error. First,
using (5.44) we have,

€02 LR 2 .D-1
(AG)g | —Ag) = —=lgly + — (d:8)*rP~dr.
)\j )\j Ril)\j
To treat the third term, we start by using the definition (5.63) to observe the identity,
Ja@ 7 g) = fa@ )+ (FOVE2) = £/ (W) + [/ (W) e,
The first two terms above contribute acceptable errors. Indeed, using (5.60),

> 2D
(AG) = 4,00 | fa@ T 9)] S T (IglE+12127).

1
Aj
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and since || /"M@, 2)) = f'(Wi)ll g < no. we have,
1 -
(23 (A6 = A G | (FOVE D) = £ W e)| = gl
J

Putting this together with the fact that (A(X;) — A(Aj))g = —DLMAq(-/)\j)g we
have,

(A0 = AL (g | fal@ % 9)

1 / 2 D-1 €002
> o ), Aq(r/aj) f'(Wi)g“r dr—rj||g||s~

We show that the remaining terms contribute acceptable errors. For the fourth term
a direct calculation gives,

IAWs, (F'OVE ) = F' W) a0, S (%) +( v )T

and hence,
(aws, 1w £3)8)] 5 %juguH((k%)D;z (BT,

By (5.45) along with (5.26) we have,

Moo
Lj—'/<(—A—A(?»j))AWAj |g> < Ldm)liglle.
Aj\TA

co
Aj
For the sixth term on the right-hand side of (5.68) we note that
K
A D Wi, = AO WG ),
i=1
and hence we may apply (5.43) with g; = W(, X) and g» = g to conclude that
K
(AGH D uWs, | fo@ % ) +{AGg | fa@ 7)) =0,
i=1

which takes care of the sixth and seventh terms. Next we consider the eighth term. We
claim the estimate,

< L. (5.69)
Aj

1 -
K(A(A,) — =W, | fa R, g>>

J
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When D = 6 this follows directly from (5.46) and (5.60). For dimensions D > 7 the
brutal estimate (5.60) is not sufficient and we require a more careful analysis, based
on the point-wise estimate (5.61). First, recalling the definition of A(A ;) we note that

1 - 1 [®% -
(AG) = —0Ws, | f4@ 5 0)| S ;/0 AW 11 fa@ 7, )] P~ dr
J J

1 [ -
+— AW, 11 fq @ &, ) P~ dr.
Aj JRa; :
(5.70)

For the first integral on the right we introduce an auxiliary large parameter L > 0 and

divide the integral into two regions r € (0, L/A;_1Aj)andr € [L\/A; 1A}, R_l)\j].

In the first region we use the first estimate in (5.61) for x; = W(, X; ryandxy = g(-,r)
to obtain

I NIEYY R B

7/ AW, 11 fo @ 7 )] PP dr

j J0

1/‘L\/
5_
A Jo

Aj-12j D12
|AW,, | lglo=2 rP~ dr

1 Lkj-1hj P D22 py2
57(/ AWy, 1972 P dr) g 2
J 0
1 poa/hjoi\%F, 52 ¢
S LT () T el = e
Aj Aj Aj

by ensuring 7y is sufficiently small relative to L. Next we observe that L > 0 can be
taken sufficiently large so that the point-wise estimate,

D-2

|W(7,X;r)| > k; 2

holds uniformly in 7 € [L,/A;_1Aj, R’I)Lj]. Using the second inequality in (5.61)
we then have,

1 oy - D1
o IAWA,-IIfq(T, Aoglr7 dr
RN =YY

1

1 R . o
5 _/ |AW)L]-||W(Z,)\; r)|~p=2 |g|2 rD,] dr
RN v

1 & g2

Ci
< PP ar < a2,

1
)\ij 0 r2 )\.]

where the last line follows from taking R sufficiently large. The analysis of the
second integral in (5.70) is analogous, this time dividing the region of integration
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r € [RX}, oo] into the regions r € [RA, L’11/)»j)\j+1] andr € (L*I,/)»j)»j+1, 0),
and using the point-wise estimate

|W(T, x r)| > )»J.DT_zrf(sz)

in the region » € [RA;, L™',/A;A;111, which holds as long as L is taken sufficiently
large. This proves (5.69).

Using the first bullet point in Lemma 5.16 and (5.26) we estimate the ninth term as
follows,

/

L {ho,AGg | 8)
J

1
< —d@)|gl3.
% Olglle
Next, using (5.47) and (5.60) we have,

Y u(acpwi 1 4@ 3 9)| = A
i#] /

An application of (5.47) and (5.26) gives

)3

i#]j

. €0
1 (A0 AW, 18)| = el
J

Next, consider the twelfth term. Using the first bullet point in Lemma 5.16, and in
particular the spatial localization of A(A;) we obtain

(4G)g 1A D) S gl i Dl a1, <r <k

Using the estimate,

- L \% 1 a5
o S <_(_-/) _(f_) ,
I D2 ==k~ 5\ +)\j A
we obtain
R 1 N B IR
A6 | D) s =gl ((Z2) 7 +—(222) 7).
K e Aj Ajrl YAY

Finally, we treat the last line of (5.68). First, using Lemma 5.9 and the definition of é
in (5.59) we have
. 1 /a2 O, hiN\ 52
(AW, 16w w)|  =(2) T luOlevo.m s (%)
— j V A.j
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for some sequence 6,, — 0 asn — 0. The last two terms in (5.68) vanish due to the
support properties of A(A;), ¢(u, v), ¢(u, v) and the fact that ; < Ax <K v.
Combining these estimates in (5.68) we obtain the inequality,

D-2 D-2
ﬂ,>< 2 1(M>2+ 2 U (A1) ?
> (—tjtjr1o —co)— (L't-,lw —co)—
T Aj \Aj1 T Aj\ A

L e /OOA ) f Wi 7P dr — g S
— rdr — r/Aj . r r—=c .
Iy R, r§ DA, Jo q J 1;)8 0 Iy

Finally, we use the localized coercivity estimate (5.48) on the second line above along
with the estimates (%yxi | g>2 < (aj')2 + (aj_)2 to see that
j =L

L™ g rar — /OOA(/A)f/(W)2D‘1d
— rdr — — r/h; Vgt r
7 Sy, 8 B Jy AACTDI W
lgl  Co .
> —CO—)L]_H — A_j<(a7_)2 + (a; )2>.

This completes the proof of (5.55).
Finally, (5.57) follows from (5.28) and our choice of §,. O

Finally, we prove that, by again enlarging €,, we can control the error in the virial
identity, see Lemma 2.1, by d.

Lemma 5.19 There exist Cy, no > 0 depending only on D and N and a decreasing
sequence €, — 0 such that

121, p(r) (u(2)) + Q2 5 ()] < Cod(2)

forallt € [ay, b, such that €, < d(t) < ng, p(t) < v(t) and |p' ()| < 1.

Proof Since lim,,_, o SUP;e(a, bl lu(@) e, 2v(r)) = 0, Lemma 5.12 yields

Aap,bpn
lu(t) — WG, A1) — g0 lg0.2viy) — 0, asn — oo.

Using Remark 5.18, (5.51) and (5.52) we have ||g(¢)]l¢ < d(¢), hence, after choosing
€, — 0 sufficiently large, it suffices to check that

D -2

121, () WG, x(1))) + Q2. p1y WC, (1)) < Cod(),
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which in turn will follow from

o x
[T Goowa iz + 222w i + 222 wa M)
(ro, ) (r/p)rP~ " dr
< Cod(?).
Noting the identity,
oW+ 22w + 22 win T —o

it suffices to estimates the cross terms in the integral above, and the desired bound
follows from an explicit computation. O

6 Conclusion of the Proof
6.1 The Scale of the K-th Bubble

As mentioned in the Introduction, the K-th bubble is of particular importance. We
introduce a function p which is well-defined on every [a,, b, ], and of size comparable
with A g on time intervals where the solution approaches a multi-bubble configuration.

Definition 6.1 (The scale of the K-th bubble) Fix x; > 0 small enough. For all ¢ € I,
we set

(1) = sup {r <v(@) : [u®ller vy = x1}- (6.1)

Note that, if «; is sufficiently small, then K > 0 implies ||u(?)[lg0,v()) = 2«1, hence
wu(t) is a well-defined finite positive number for all # € I. Since in the definition of w(z)
we can restrict to rational r, u is a measurable function. Even if u is not necessarily a
continuous function, still () is well-defined for each individual value of ¢. We stress
that () < v(t) for all n large enough and ¢ € [ay,, b, ], thus u(t) < wg+1(t) as
n— oo.

We also introduce a specific “regularization” of u. For a given collision interval
la,, b, ], we set

s [an, byl i—> (0,00),  pa(t) == [infb ](4M(S) + Is —t]).

S€lan,bp

We choose not to include n in the notation. We stress that u, depends on n, which
will be known from the context.

Lemma 6.2 The function .y has the following properties:

(i) its Lipschitz constant is < 1,
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(ii) there exist §,k> > 0 and ng € N depending on k| such that t € la,, b,] with
n > ngand d(t) < 8 imply kphg(t) < u*(@) < KEIAK(I), where Ak (t) is the
modulation parameter defined in Lemma 5.12,

(iii) ifty € [an, byl 1 K 1y K pg+1ta)/ s« (ty) and lim,_, 3r,,p.*(t,,)(tn) =0, then
lim,, 5o d(7,) = 0.

Proof Statement (i) is clear.
Recall that 4 () < 4v(t), hence the definition of 1. (¢) yields

fx(t) = inf {4u(s) +Is — 1] 1 s € [an, byl N[t — 40(0), 1 + 40 (D]}

Lets € [ay, byl N[t —4v(t), t + 4v(t)]. By the definition of x and (5.19), we have,
for n large enough,

llee ()l euis), 16vis)) < 2k1,

hence Lemma 2.6 yields

[t () || eapa(s)-10—s),4v(s)—Jr—s) =< Ck1.

From (5.13) and |s — 7| < 4v(¢), we deduce that v(¢) < 4v(s) — |t — 5], thus

e (Ol e@is)+1—sivay < Cki.

Taking the supremum with respect to s € [a,, b,] N [t —4v(t), t +4v(t)], we obtain

e ()l ),v(0)) < Ck1. (6.2)

Statement (iii) now follows from Lemma 5.11 with w,, = r, 4 (t,), provided that we
choose k1 < no/C.
Let k3 > 0 be such that

Wl < 5% IWlize = 2Cx,
where C is the constant in (6.2). It is clear that %u*(t) < u(t), hence (6.1) yields
Nt Ot e, 0,000 = <1
Thus, in order to prove that 1, () < k5 2 k (1), it suffices to check that

@) llgarer) =12k 1), 0000 < K1-

We use (5.22). By (5.24), ||glle < 1 when § <« 1 and ng >> 1. Thus, it suffices to see
that

IWE Mlleae)-1ag 0,0 < K15
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whenever Zle Aj(t)/Aj41(t) < 1, which is obtained directly from the definitions
of W and «,.
Similarly, using (6.2), we will have . (f) > koAg (¢) if we can prove that

() llewank @)@y > Ck1.

But the last bound follows from
IWQ, Ml gteang 1)vy) > Cki

whenever Zle A/ A () < 1. O

Our next goal is to prove that the minimality of K (see Definition 5.5) implies a
lower bound on the length of the collision intervals.

Lemma 6.3 If n; > 0 is small enough, then for any n € (0, n1] there exist € € (0, n)
and Cy > 0 having the following property. If [c, d] C [an, by], d(c) < €, d(d) < €
and there exists to € [c, d] such that d(ty) > n, then

d —c = C;  max(py(c), pa(d)).

Proof We argue by contradiction. If the statement is false, then there exist n > 0,
a decreasing sequence (¢,) tending to 0, an increasing sequence (C,) tending to co
and intervals [c,, d,] C [an, b,] (up to passing to a subsequence in the sequence
of the collision intervals [a,, b, ]) such that d(c,) < ¢,, d(d,) < ¢,, there exists
t, € [cp,dy] such that d(¢,) > nand d,, — ¢, < Cn_1 max (i« (cp), i« (dy)). We
will check that, up to adjusting the sequence €, [c,,d,] € Cx—_1(€,, 1) for all n,
contradicting Definition 5.5.

The first and second requirement in Definition 5.4 are clearly satisfied. It remains
to construct a function px_1 : [¢,, d,] — [0, 00) such that

lim sup dg_i(t; px—1(t)) = 0. (6.3)

n—00 t€lcn,dn]

Assume [t (cn) > i (dy) (the proof in the opposite case is very similar). Let r,, be
a sequence such that Ax_1(c,) < 1y, K Ag(cp) (recall that ko (cp) < Ak (cy) <
Kz_lu*(cn) and that 1o(zr) = O by convention). Set px_1(¢) := r, + (¢t — ¢,) for
t € [cn,dy]. Recall that 6, € {—1, 1} "X and ji(r) € (0, 00)N~K are defined in
Lemma 5.9. Let ¢, be the sign of the K -th bubble at time c,,, and set & := (1, 0,) €
(=1, PN=K=Dand fi(r) := (Ag (cn), i(2)) € (0, 00)N~K=D Let R, be a sequence
such that v,(¢c;) € R, < mg+1(cy). Applying Lemma 2.9 with these sequences
rn, Ry, and u, (t) := u(c, + t), we obtain

lim  sup Jlu(t) = WG, L) leox—1(1),00) = 0,

n—00 t€len,dy]

implying (6.3) O
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Remark 6.4 We denote the constant Cy, to stress that it depends on the solution u and
is obtained in a non-constructive way as a consequence of the assumption that # does
not satisfy the continuous time soliton resolution.

6.2 Demolition of the Multi-bubble

This paragraph is devoted to the analysis of the ODE system satisfied by the modulation
parameters. We apply here the “weighted sum” trick from [26, Section 6].

Lemma 6.5 Let D > 6. If ng is small enough, then there exists Co > 0 depending only

on D and N such that the following is true. If [t1, t2] C I is a finite time interval such
that d(t) < no forallt € [t1, 1], then

4
sup Ak () < 7 inf
telt ] 3 telt), ]

Ak (1), (6.4)

I
/ Td()dr < Co(d(n) Tk (1) + A1) Pk (). (6.5)
n

Remark 6.6 Since d(r) < g is small, Lemma 6.2 (iii) yields A g (#) =~ (), so in the
formulation of the lemma we could just as well write i, instead of Ag.

Proof of Lemma 6.5 Step 1. First, we argue that (6.4) follows from (6.5). Without
loss of generality, assume Ak (1) > Ag(#2). Since |A}((t)| < d(z), see (5.26), and

_4
d([)ﬁ < nd7? is small, (6.5) implies
~ 0
15 , 1
[ i < S,
n 7

thus inf ez 1) Ak (1) > gAK (1) and SUP sy 1] MK (1) < %)»K (t1), so (6.4) follows. It
remains to prove (6.5).
Step 2.Let C; > 0be alarge number chosen below and consider the auxiliary function

K K
¢() =Y 27,0 (1) — C1 Y_r;(0a; (> +C1 Yy rjaf @),
= j=1 j=1
inspired by the function A(¢) from [26, Section 6]. We claim that for all ¢ € [71, 1;]
¢ (1) > c2d(1)?, (6.6)

with ¢; > 0 depending only on D and N. The remaining part of Step 1 is devoted to
proving this bound.
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Using (5.54), (5.57) and recalling that |1 (7)| < d(7), see (5.26), we obtain

K
¢'(0) =) 27 B+ Y 27 ;0B + Civ Y (a] 07 +af (1)?) = cod)?
JjeS JjeS j=1
(6.7)

We focus on the second term of the right hand side. Applying (5.55), we have

Aj(t) TGN
2\ 2 2~ J( g (22 )
/;9 JOB;(1) = o /ZS e (3 lm) — i 30 )
K
-Gy (a7 (02 + aj(r)2) — cod(1)?.

k=1
Noting that ¢t ;41 = 1 if j € S, we rewrite the first sum on the right hand side as

> j+§t()t)) =2 2y ‘< ¥ (lt()t))

= jeS

Splitting the first sum into two equal terms, and shifting the index in the second sum,
we obtain

_isif M N\ i A1)\
+[Zz : 1()vjjul(t)> - Z 2 1thjﬂ(kj-jﬂ(t)) }

We will check that the number inside the square parenthesis is nonnegative. To see
this, we rewrite it as

Zz_j_l()‘j_(’))¥[1s(j)—t-t‘ 11s(j + D]
- Aj1(1) o |

If j ¢ S, thent jtj+1 = —1, hence all the terms in the above sum are nonnegative. We
have thus proved that

>

-2

N‘

—N—1 2
Sz ()

K
—0 Y (a; "%+ af(t)z) — cod(1)2.
jes k=1 '

Taking C1 > C»/v and using (6.7) together with (5.52), we get (6.6).
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Step 3. Since ¢ is increasing, it has at most one zero, which we denote 13 € [t1, £2]. If
¢(t) > Oforall ¢ € [t1, 1], we set 13 := t1, and if ¢(¢) < O for all ¢ € [11, t2], then
we set 13 := t». We will show that

b4
/ " d(dr < Cod(12) Pk (1), 6.8)
3

By the symmetry of the problem, one can similarly bound the integral over [z1, 3],
and summing the two we get (6.5). Without loss of generality, we can assume 13 < 2,
since otherwise (6.8) is trivial.

Observe that for all ¢ € (t3, to] we have

¢ () @) K@, -
0 SZ/\K@)"?J(”' +]Z_;AK 5 (a0 +af®?)

) (6.9)
S Z (I) 18,(0] +d)* < d) 2.

Combining this bound with (6.6), for all ¢ € (#3, 1] we get

thus

8'(1) = c2(d() /hg (1) PR A,

2k ()7 ($(1)72) = d(1), (6.10)

Using (6.9) and |NK ®)] < d(r), we get

(k)P P()P7) — Ak (1) 572 (p (1) P2)

-2
=Dr sz(t)(fﬁ(t)/?»K(t))D+2 > —d(n) 7.

4
Since d(¢) b < g is small, (6.10) yields

(kP2 ¢ P7) 2 d(r)

which, integrated, gives

5] D2 4 D-2 4 D-2 4
/ d(r)dr 5 Ak (1) D2 (1) D2 — Ak (13) D2 p(13) D¥2 < Ak (1) DF2p(1p) D2,
13

Invoking (6.9), we obtain (6.8). O
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Starting from now, 1o > 0 is fixed so that Lemma 6.5 holds and Lemma 6.3 can
be applied with n = 1. We also fix € > 0 to be the value given by Lemma 6.3 for
n = no. Recall that d(a,,) = d(b,) = €, and d(¢) > ¢, for all ¢t € [a,, b,].

Lemma 6.7 There exists 0y > 0 such that for any sequence satisfying €, < 6, < 6y
and for all n large enough there exist an N, € N* and a partition of the interval

[an, byl
_ L R R R L L
an_en,0<en,056n,0§d0 f0< nl<d <cn,1§e

having the following properties.

(1) Forallm € {0,1,...,N,} andt € [ek 1, d(¢) < no, and

n,m? nm

R
€n,m _
/L d(dr < C20," P min(ua (el ). e ). (6.11)
e

n,m

where Cy > 0 depends only onkand N.
(2) For all m € {0,1,...,N, — 1} and t € [ef,.cX 1UfR,. fE, 11U

[cllf,m+l’ nm+1] d(t) = On.
(3) Forallm € {0,1,..., Ny —1}andt € [cf ., fRIULLE, 10 ek ] d@) > €

(4) Forallm € {0, 1, ..., N, — 1}, d( n,m) > no and d(dn’m_H) > no.
(5) Forallm € {0, 1,..., N, — 1}, d(ck ) = d(c},, ) =€
(6) For allm € {0,1,..., N, — 1}, either d(t) > € forall t € [cnR’m,c,I;’mH], or

d(fR,) = d(f! ,,,H) —c.
(7) Forallme{O 1, , N, — 1},

sup u*(t)SZK{ inf (),

R

tE[e,%m,crlimJ €[Ln mCn,m
sup Je(t) < 2657 inf Wi ().
IG[C’I;,erl,erIf,erl] te[cll,n1+l’en,m+1]

Remark 6.8 The purpose of the Lemma 6.7 above is to partition any collision interval
[an, by]into subintervals, depending on the values of d(z). On the intervals [e R ]
the bound (6.11) will always be invoked. Outside of these intervals, the lower bounds
on d(¢), combined with a more or less direct application of Lemma 3.1, will be used.
Of special importance are the intervals [c f R land [f,; L ], since they allow
to apply Lemma 6.3, leading to the crumal bound (6 21).

Lemma 6.3 could not be applied directly on the intervals [e e l] because
there is no uniform (independent of n) lower bound on d(¢) on these 1ntervals unless
6, 2 1.But, in our application of (6.11) in the proof of Theorem 1, it will be necessary
to have 6, — 0, see (6.22). For this reason, the contribution of the intervals [eX

anj

9 ]
n,j n Jj
[fR o fn,j+1] and [Cn,j+l’ n,j+1] will be estimated differently, see (6.18)—(6.20).

The intervals [crlf It fnR j Jand [ f L i Cn j]correspond to what were called “compact-

ness intervals” [c,,, d,,] in the summary of the proof in Section 1.3, whereas [en e eR j]
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correspond to the “modulation intervals”. For simplicity, we have not mentioned the
remaining intervals in Section 1.3. They are the “intermediate intervals,” on which we
will use both Lemma 3.1 and estimates of the modulation parameters leading to the
property (7) above.

A part of Lemma 6.7 will also play a role in the construction of an appropriate
time-dependent cut-off radius for the virial identity, in Lemma 6.9 below.

Proof Forallty € [ay, b,] suchthatd(ty) < no,let J(t9) C [ay, b,]be the union of all
the open (relatively in [a,,, b,]) intervals containing 7y on which d < ng. Equivalently,
we have one of the following three cases:

o J(1) :~(anvbn), Ip € (anabn), d(an) = d(b,) = no and d(t) < no for all
t € (an, by), _ L _

o J(t9) = lan, by), ty € la,, by), d(b,) = no and d(t) < ng for all t € [a,, by,),

o J(t9) = (ay, by, ty € (@, by, d(@,) = no and d(r) < ng for all t € (ay, by].

Note that 6,, > €, implies @, > a, and E,, < by, Clearly, any two such intervals are
either equal or disjoint.
Consider the set

A :={t €la,, b,] :d(t) < 6,}.

Since A is a compact set, there exists a finite sequence

ap < Sp0 <Spl < ... <SuyN, by
such that
som €A, AC | TGum). (6.12)
m=0

Without loss of generality, we can assume J (sp m) N J (y.m) = @ whenever m # m’
(it suffices to remove certain elements from the sequence).
Letm € {0,1,..., N, — 1}. Since J(sn m) N J(Spms+1) = 9, there exists ¢t €

(Sn.m> Sn.m+1) such that d(t) = no. Let d . be the smallest such 7, and dn el

the largest one. Let c be the smallest number such that d(z) > € for all t €
(cR ). S1mllar1y, let ck be the biggest number such that d(z) > ¢ for all

n m? I’l m
be the smallest number such thatd(z) > 26, for all

). If we take 09,, < §,then we have e,fm < c - Since d(s,,m) < Oy, we

‘m+1 bethe b1ggest number such thatd(z) > 26, for
allr € (cn m+l’ e, m+1) (again, it follows that en mal < Sn, m+1)- Finally, ifd(r) > ¢
forallz € ( dl )-weset £, and fF . arbitrarily, for example =df,

n,m> n m—+ n m
and fF d- dk, . ) such that

m+l T nm+l n,m>

d(?) < e, welet fn’m be the biggest number such thatd(¢) > € forallt € (d,fm, fnlfm),

and fan 1 be the smallest number such that d(7) > € forall 7 € ( fnLJn Iy dr]; ma1):

nm+l
L

ted, m+1’ c, m+l) Next, let eX

te (e}’l m> nm

have ef m > Snm- Srrmlarly, let e

n,m

If, on the contrary, there exists ¢ € (dX
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We check all the desired properties. For all n € {0, 1, ..., N,}, we have e,f,m <
Spom < n - Since d(e m) =< 26, and d(en m) < 20,, the property (1) follows from
Lemma 6.5. The propertles (3), (4), (5) and (6) follow directly from the construction.
The property (2) is now equivalent to the following statement: if d(#p) < 6,, then there
exists m € {0,1,..., N,} such that 79 € [ek But (6.12) implies that #y €
J (Sp,m) for some m and by construction, d(¢) > 6, forall t € J(s,,m) \ [e

n,m> nm]

Eome e,

Finally, note that d(1) < no forall 1 € [e} m ek, U
R

]

n,m

so we obtain ¢ € [el e mo ,,m]

hence, using again Lemma 6.5, but on the time intervals [l | ¢

eX il
nm+17 nm+1 nm’

and [cE

[ck
w1 €nma1ls W deduce the property (7) from (6.4) and Lemma 6.2 (ii).
O

6.3 End of the Proof: Virial Inequality with a Cut-Off

In this section, we conclude the proof, by integrating the virial identity on the time
interval [a,, b,]. The radius where the cut-off is imposed has to be carefully chosen,
which is the object of the next lemma.

Lemma 6.9 There exist 0y > 0 and a locally Lipschitz function p : U 2 lan, byl —
(0, 00) having the following properties:

(1) max(p(an)|d;ulan)llp2, p(b)10:u(bp)ll2) K max(ps(@n), px(by)) as n —
oo,

(2) limy,_,  infrefq,,p,) (,0(1‘)/#* (t)) = coandlimy_, SUPte(a,,b,] (p(t)/lLK+l (I))
=0,

(3) ifd(ry) < %90, then |p'(t)| < 1 for almost all t in a neighborhood of 1,

(4) 1imy— 00 SUP; (4, 5,1 1S20(1) (1)) = 0.

Proof We will define two functions p@, p®, and then set p := min(p@, p®, v).
First, we let

p'D (an) := min(Ry s (@), v(an)),

where 1 < R, K ||8tu(an)|| . Consider an auxiliary sequence
Sn = sup u(®)lgmin(p@ (@,)+r—anv(e):20())-
t€lan,by]

We claim that lim,,_, . 8, = 0. Indeed, if p“ (a,) +t — a, > v(¢), then it suffices to
recall (5.19). In the opposite case, (5.13) yields t — a, < v(t) < v(an) + o(t — ay),
hence t — a, < 2v(a,). Since we have

nlinéo ”“(“")||5<%p<“>(an);4v<an>> =0,

it suffices to apply Lemma 2.6.
Let 8y > 0 be given by Lemma 6.7, and divide [a,, b, ] into subintervals applying
this lemma for the constant sequence 6, = 0. We let p@ be the piecewise affine
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function such that

pD(t):=1ifr € [eX P D(t) = 3’7 otherwise.

ok
dt n,m> n m] dt
We check that limy— oo infre[q,,b,] (0 (1)/p+(t)) = oo. First, suppose that ¢ €
[eX,,. ,f,,,+1]andr Xy Z (el ). Then iy () < pw(ef ) +—ef,) St—ef

and p@ (1) > 6, : (t —eR,).50 p @) > . (0).

By Lemma 6.3, en mal — enR’m > Cuu*(en,m), so in particular we obtain
p(“)(en’mﬂ) > u*(en‘mﬂ) forallm € {0, 1,..., N, — 1}. Note that we also have
p(“)(eL Y= pD(a,) > palay) = s (erf o) by the choice of p(“) (ap). Since, by the

property (7) of Lermma 6.7, i, changes at most by a factor 2/<2 on [ek ,ﬁ ] and

n,m?
p@ is increasing, we have ,o(")(e m) > ,u*(en m)-
Finally, if t — en m = ,u*(en m) then ps(f) < 24 (en m)» wWhich again implies
PO () > (D).
The function p is defined similarly, but integrating from b,, backwards. Properties
(1), (2), (3) are clear. By the expression for £, (u(?)), see Lemma 2.1, we have

190 @) S A+ 10/ OO 0 2p00) S /o0 = O,

which proves the property (4).

We need one more elementary result.

Lemma 6.10 If . : [a, b] — (0, 00) is a 1-Lipschitz function and b — a > 41—‘“* (a),
then there exists a sequence a = ap < ay < ... < aj < aj+1 = b such that

1 3 .
4M*(al) <aiy1—a; < 4M*(al) foralli e {1,....1}. (6.13)
Proof We define inductively a; 41 := a; + %,u*(ai), aslongasb —a; > %/,L* (a;). We
need to prove that b — a; > %u*(ai) implies b — aj+1 > %/A*(CZ,‘_H).

Since w4 is 1-Lipschitz, us(aiy1) = px(a;i + us(a;)/4) < us(a;) + ps(a;)/4 =
3 1+(a;), thus

1 3 1 5
b—ajy1 =b—a — —u(a;) > ZM*(ai) - M*(flz) > M*(az) > M*(aerl)

4

O

Remark 6.11 Note that (6.13) and the fact that u, is 1-Lipschitz imply
infrefa;.ar,01 (1) = gi(ai) and sup, ey, g0 1) 14 (8) < Fiea(ai), thus

sup  px(t) <a@iy1—a; <3 inf p (1),
tela;,aiv] te€lai,ait1]

| =
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in other words the length of each subinterval is comparable with both the smallest and
the largest value of 1, on this subinterval.

Lemma 6.12 Let p be the function given by Lemma 6.9 and set
o0
v(t) = / O u(@)r oy u(t) xp(r) rdr. (6.14)
0

1. There exists a sequence 6, — 0 such that the following is true. If [a,, byl C
lan, by] is such that

~

by —@n = ~ps(@y) and d(t) = 6, forall t € [Gy, by),

N

then
v(by) < 0(@,). (6.15)

2. For any c,0 > O there exists § > 0 such that if n is large enough, [a,, En] C
[an, by],

cs(@y) < by —dy and d(t) > 6 forallt € [dy, byl,
then

0(By) = (@) < =6 sup_ (o). (6.16)

t€ldn,by]

Proof By the virial identity, we obtain

o'(1) = —f B )Xo rP1dr + 0, (1). (6.17)
0

We argue by contradiction. If the claim is false, then there exists # > 0 and an infinite
sequence [a,, by] C [ay, by] (as usual, we pass to a subsequence in n without changing
the notation) such that

~

by

1 ~
—a, > Zu*(ﬁn) and d(t) > 6 forall ¢t € [a,, b,],

and
v(by) — 0(@y) > 0.

By Lemma 6.10, there exists a subinterval of [, En], which we still denote [a,,, Zn],
such that

1 - ~ 3 ~ ~
ZM*(an) <b,—a, < ZM*(an) and v(b,) —v(a,) > 0.
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Let o, = inf, 7 7, 0(t). From (6.17), we have
bu
lim ~ / / @u()*rPldr = 0.
n—>oo p, — an

By Lemma 6.9, inf, 7 5 mk+1(1) > ,3,,~>> inf, 7 5y Ma(t) 2= sup,pz 5y (),
so Lemma 3.1 yields sequences t, € [ay, by] and 1 < r, < g +1(tn)/ s (ty) such
that

lim 6rnll*(tn)(u(tn)) = 0’
n— o0

which is impossible by Lemma 6.2 (iii). The first part of the lemma is proved.

In the second part, we can assume without loss of generality 5,1 —d, < % s (@).
Indeed, in the opposite case, we apply Lemma 6.10 and keep only one of the subin-
tervals where p, attains its supremum, and on the remaining subintervals we use
(6.15).

After this preliminary reduction, we argue again by contradiction. If the claim is
false, then there exist ¢, 8 > 0, a sequence §,, — 0 and a sequence [d,, En] C lay, by
(after extraction of a subsequence) such that

| W

cus(@n) < bn —ay < 4M*(an) and d(r) > 6 forall 7 € [a,, n]

and
U(En) - U(Zi,,) > _Snﬂ*(an)

(we use the fact that 1, (a,) is comparable to SUD, ¢ (7, B (1), see Remark 6.11).
Let p, := inf Bl p(t). From (6.17), we have

teldn,

lim = /fz @u())? rP=\dr = 0.
n—>oob _an

We now conclude as in the first part. O

Proof of Theorem 1 Let 0, be the sequence given by Lemma 6.12, part 1. We partition
[an, b,] applying Lemma 6.7 for this sequence 6,. Note that this partition is different

than the one used in the proof of Lemma 6.9. We claim that forallm € {0, 1, ..., N, —
1)

v(eX,) —vleX,) < on(Muslef,), (6.18)

O(fE ) = 0(ARD < on (D (SR, (6.19)

v(ey 1) = 0(ch i) < on(Dpaler ) (6.20)
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Here, 0, (1) denotes a sequence of positive numbers converging to O when n — oo.

In order to prove the first inequality, we observe that if ¢X —eX —~> }‘ psleX ),

then (6.15) applies and yields v(cX ) — v(ef,) < 0. We can thus assume c

n,m n,m
-2

er, < ‘—11 ek ) < K2T ps(cX ), where the last inequality follows from Lemma 6.7,

property (7). Butthen (6.17) again implies the required bound. The proofs of the second
and third bound are analogous.

We now analyge the compactness intervals [C;lf, j fn’? j] and [ fnL’ 1 crf’ j +1]. We
claim that there exists 6 > 0 such that for all n large enough and m € {0, 1, ..., N, }

v(ck i) — 0k ) < =8 max(ua(cf ). palck ). (6.21)

We consider separately the two cases mentioned in Lemma 6.7, property (6). If d(¢) >
eforallt e [cf,, c,I;’mH], then Lemma 6.3 yields C,I{,m+1 —cR = (R ),
so we can apply (6.16), which proves (6.21). If d( f,{f‘m) = €, then we apply the same

argument on the time interval [cf . £X,1and obtain

o(f,K) =0, < —smax(us(cf ). (£,

and similarly

o(ck i) = 0(fE, ) < =8 max(ua(el )y s (FEmsn))-

The bound (6.19) yields (6.21).

Finally, on the intervals [e} . eX 1, for n large enough Lemma 6.9 yields |p(1)| <

1 for almost all z, and Lemma 5.19 implies |v(z)| < d(¢). By Lemma 6.7, properties
(1) and (7), we obtain

vleX,) —v(ek,) < on(Dui(ck,),  forallme{0,1,...,N, — 1},

vley,) —v(e) ) < on(Duilcy,),  forallm e {1,...., N, — 1, Ny}
(6.22)

Taking the sum in m of (6.18), (6.20), (6.21) and (6.22), we deduce that there exists
8 > 0 and n arbitrarily large such that

v(by) — 0(an) < —8max(u.(cf o). walch y))-
But p(ay) >~ H*(C,ﬁo) and 4 (by) = M*(C,iNn), hence
0(by) — 0(ay) < —8 max (s (an), fas(bn)).

Lemma 6.9 (1) and (6.14) yield

[o(an)| <K ws(an), [0(bn)| <K s (bn),

a contradiction which finishes the proof. O
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6.4 Absence of Elastic Collisions

This section is devoted to proving Proposition 1.7 Our proof closely follows Step 3 in
our proof of [40, Theorem 1.6].

Proof of Proposition 1.7 Suppose that a solution # of (1.1), defined on its maximal
time of existence t € (T—, T4), is a pure multi-bubble in both time directions in the
sense of Definition 1.6, in other words

lim d(z) =0, and lim d(t) =0,
t—Ty t—T_

and the radiation #* = uj or u* = ug in both time directions satisfies #* = 0. In
this proof, all the N bubbles can be thought of as “interior” bubbles thus, whenever
we invoke the results from the preceding sections, it should always be understood that
K = N. Applying Lemma 2.17 with & = 0 and M = N, we obtain from (2.16) and
(2.15) that

K

) D=2
d(t)2§C<Z< A0 ) " (a,;(r)2+a,j(t)2)).

jes A1) k=1

Inspecting the proof of Lemma 5.12, it follows that the last inequality and the fact that
u* = 0 imply that Lemma 5.12 holds with ¢, = 0. Similarly, Lemma 5.17 holds with
8, =0.

Let n > 0 be a small number to be chosen later and ¢ be such that d(¢) < 5 for all
t > t,. Lemma 6.5 yields

t
/ d(1)dr < Co(d(L) P20y (14), A P20y (1))

I+

and passing to the limit ¢+ — Ty we get

Ty
/ d(r)dr < Cod(t.,_)ﬁ)\]v (ty). (6.23)

I+

From the bound |1y ()| < d(7), see (5.26) with ¢, = 0, together with (6.23), implies
that lim,, 7, Ay (?) is a finite positive number, thus 71 = +o00.

Analogously, T— = —oo and lim;—, _ o, Ay (?) € (0, +00) exists.

The remaining part of the argument is exactly the same as in [40], but we reproduce
it here for the reader’s convenience.

Let § > O be arbitrary. Inspecting the proof of Lemma 5.19, we see that in the
present case it holds with €, = 0, thus for any R > 0 we have |§21, r(u(t)) +

%4sz R(u(t))’ < Cod(?). From this bound and the estimates above, we obtain
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existence of T, 7> € R such that

T _ |

/ ’Ql,R(u(t)) + QZ’R(u(Z))‘dt < 55’
+o00 _ |

/ ’QI,R(H(I‘)) + Q;R(u(t))‘dt <=5
T 3

for any R > 0. On the other hand, because of the bound [2; gr(u(?))| <
Collu(t)llgr,2r) and since [T7, T>] is a finite time interval, for all R sufficiently large
we have

n D—2 1
/ 2 r (D) + — szz,R(u(r»(dtsga,
T

in other words

D -2

/R‘Ql,R(u(f)) + Qz,R(u(t))‘dt <.

Integrating the virial identity (2.4) with p(¢#) = R over the real line, we obtain

—+00 o0
/ / @u(t, r)xr(r)>rP1drdr < 6.
—00 0

By letting R — 400, we get

+00 [ee]
/ / Ouu(t, r)?rPldrdr < 6,
—00 0

which implies the u is stationary since § is arbitrary. O

Appendix A. Modifications to the Argument in the CaseD = 5

In this section we outline the technical changes to the arguments in Section 5 needed
to prove Theorem 1 dimensions D = 5.

A.1 Decomposition of the Solution

The set-up in Sections 5.1 holds without modification for D = 5. The number K > 1
is defined as in Lemma 5.6, the collision intervals [a,, b,] € Cx (n, €,) are as in Def-
inition 5.5, and the sequences of signs 7, € {—1, V=K scales () € (0, o0)N—K |
and the sequence v, — 0 and the function v(¢) = v, +1(¢) are as in Lemma 5.9.
Lemma 5.12 also holds with a minor modification to the stable/unstable compo-
nents. Let J C [a,, b,] be any time interval on which d(z) < 759, where 7o is as in
Lemma 5.12. Let 7 € {—1, 1}, A(¢) € (0, 00)K, g(t) € &, and ajt(t) be as in the
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statement of Lemma 5.12. Define for each 1 < j < K, the modified stable/unstable
components,

Eji(t) = (“t(t) | g(t) + ZL,-W;”.(,)).

i<j

The estimate (5.28) will hold for @ (t) rather than for a; (t) see (A.7) and (A.8)
below. We make a similar modlﬁcatlon (i.e., removing the 1nter10r bubbles from g(z))
to the refined modulation parameter £;(¢). For each j € {1, ..., K — 1}, we set

Ej(t) = ;) — (X C/LAjO)YAWs 0y | 8(0) + D 1iWay)

i<j

||AW||2

where L > 0 is a large parameter to be determined below. The refined modulation
parameter B;(f) requires no modifications and is defined as in (5.50) for all j €
{1,.... K —1}.

With these definitions, the following analogue of Lemma 5.17 holds.

Proposition A.1 (Refined modulation, D = 5) Let co € (0, 1). There exists constants
Lo = Lo(co) > 0, no = no(co), as well as ¢ = c(cg) and R = R(co) > 1 as in
Lemma 5.14, a constant Co > 0, and a decreasing sequence €, — 0 so that the
following is true.

Suppose L > Lo and J C la,, b,] is an open time interval with €, < d(t) < ng
forallt € J, where S:={j e{l,...,K — 1} |tj =tj41}. Then, forallt € J,

lg®lle + G (0/3i41(0)F < max(hi (021 ()T + max a0l (a1

i¢S
and,
Clod(t) < rpea};((ki(t)/kiﬂ(t))% + max la ()] < Cod(1), (A.2)
and,
&)
m - 1‘ = Co (A3)
Moreover, forallt € J,
£ (t)‘ < Cod(), (A4)
570 = ;0| = codo), (AS)
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and,

’ s 2_ : 20 :
Bj(1) = (‘J‘JH“’ CO) Aj(t) (kj+1(l))
3
Cw? — )L (M)z (A0
+ ( Ljtj—1® CO) i)\ A0

_ 2 Co (o4 o o,
)\j(t)d(t) L) ((aj ®) +(aj () ),

where, by convention, Ao(t) = 0, Ax4+1(t) = oo forallt € J, and w* > 0is as
in (5.56) Finally, for each j € {1, ..., K},

@) - af )| = coa? (A7)

and

arnF S an) < (A8)

dt aj A1) 4 Aji(t)

Proof The estimates (A.1) and (A.2) follow as in the proofs of the corresponding
estimates in Lemma 5.17. Next, we have,

1 1
J
1|3 o IXCILAD AW g gl 1o + > |ixerzapaw, 1wy

i<j

3
1 ;
<L ||g||g+L22( )

l<]

which proves (A.3) as long as 7o is sufficiently small compared to L.
Next, we compute & ; (t). We have,

L
Ei=2 - W(mu DNAW;, | 8:8)

L
T (X /LA AW, | Y ud AWy,
1AW, Py

/

L
# a0 C/LADAW, | g+ ) tiWi,0)
N4 oy

Lj )\/
||AT|| X CILADAAW, [ g+ D iWaym)- (A.9)

l</
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The last two terms above are acceptable errors. Indeed,

‘_ 0 C/LANAW, 1 g+ D W)

i<j

A
< (1000 C/ LD AW sl 0 + D0 (0,0 (/LA AW, | W)
J i<j

< (Lhigls+ 22y (3 )%)dm

l<]

and similarly,

/ 3
2

A
AW, g+ S| S

i<j

)d(t).

(Higle+22 Y (54)

i<j ]

Using (5.58) in the second term in (A.9) gives

(XCILADAW:, | dig) = ——— o (x (/LA AW, | §)

Lj
IIAWII AW,
K

Lj
— ——L (X (/LA AWy, | D idAWy,)
1AW, p

W(x( JLANAW, | ¢, v)).

The first term on the right satisfies,

L
W(X(/UL VAW, | 8)

Lj . tj )
_W(AWQ | g> + W((l — X('/L)»j))AWﬂ | g>
L L

Lij .
- —W(AWQ | &) +or(Dligle
L

where the oy (1) term can be made as small as we like by taking L > 0 large.
Using (5.64), the second term yields,
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(X C/LAAW;, |ZL)\AW)”>
i=1

Liti M
= =3 = 2 L (LA AW, | AW
oy AW, - -

/

||AW||2

+— — LAi)AW; AW,
||AW|| ((1=xC/LA))) i | x)

)\1/
= ) AW ]W',”’ (X(/LA)AW:, | AWy,)

i<j

+ 0((k]‘/)»/'+1)‘7 + o (1))d().

Finally, the third term vanishes due to the fact that foreach j < K, LA; < Ag < v,
and hence

(X C/LANAW, | d(u,v)) =

Plugging this all back into (A.9) gives,

gj+”AW” (XC/LA)AW:, | §)| < cod(r)

after first choosing L sufficiently large, and then 7( sufficiently small. The esti-
mates (A.4) is immediate, and (A.5) now follows as in the proof of (5.54) in
Lemma 5.17.
The estimate (A.6) is proved exactly as in the proof of (5.55) in Lemma 5.17.
Next, we have,

[, 1w sZ(i—j)%,

of =< o 1 S umil| s 2

l<j <./

i<j

which proves (A.7).

Lastly, we prove (A.8), which is analogous to the proof of (5.28), but now
using (A.1) and (A.2), and noting an extra cancellation of the contribution of the
interior bubbles. We compute,

d.

3@ = e g+ 3 W)+ (e | dig) - Z"u Vi | AW, (A10)

l<j l</
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Expanding the first term on the right gives,

1
(tver,, 1) = S{0:07' 2 18+ 2 uWar)+ 50 | &)

i<j
KM 1 1N
=207+ — AV, W) — 2 Z AV ) | 4
277 V@Y g+ W) = 5 @) 1)

i<j

and thus,

1
(drery | g)\ S5 d(r)’.
We use (5.39) to expand the second term,

(e 19,8) = (e, | J o D> EOVG 1))
ey, 170 (DEOWG.T) + ) - D EOVG. 1))
oy, 1 5,V D)
o, 1 (XC/9)J 0D E@) — J oD E(X(-/wm)))

/

v
=l 1¢a0C/v)u) (A1)
By (2.11) the first term on the right gives the leading order,

(e 17 0D? EOVG 1)g) = —fja;.

Next, we expand,

(o7, 17 0 (DEOVG. 7 + ) — D EOVG. g

1 bnd - -
| } K
— F\YA. L, — L i)
S, L FOVG 2) = D i f (W)

i=1

The first line satisfies,

(Vi 1 FOVER) + ) — FOVE, ) — fOVG, M)g)| < L@ + o1,
J )\‘
J
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Noting that f W@, 1)) — Z;K=1 i fWy,) = fi@, 1), the same argument used to prove
Lemma 2.21 gives,

[, 1 4G )| 5 %(( e Aijdmz.

Ajt1 Aj

Consider now the third line in (A.11).

_ - X K A
_(ocM | W, L)) = 24 (yx | AW;, +§L12x Yoy | AWy,)
j vy

/
—ZL,——’ Vi | AW,)
iz M

where in the last equality we used the vanishing (y | A W). Noting the estimates,
MAS L
‘(yxj | AWM)‘ < (—) ifi>
= - Aj
we obtain,

|~ (o, 106G 7)) - Ztl——yx AW, S
i#]j

Using (5.10) and (5.13) we see that the last two lines of (A.11) satisfy,

1
e, 1 (xC/0)d 0D E@) = J 0 D EGx(-/nw))| S s—ou(D),
J

/

1
e, 1 a0 u| < on(l).

Plugging this all back into (A.10) and using (A.7) we obtain,
a7+ =a; ’ < —(d(t)2 +0n(1)).

This completes the proof after ensuring €, is large enough so that the o, (1) term above
can be absorbed into d (7). O

A.2 Conclusion of the Proof

Using the modulation estimates above, we can prove the following analog of
Lemma 6.5.
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LemmaA.2 Let D = 5. If ng is small enough, then there exists Co > 0 depending
only on N such that the following is true. If [t1, t2] C I is a finite time interval such
that d(t) < no forallt € [t1, 1], then

4
sup Ax(t) < = inf Ag(?),
telt,n] 3 telt,n]

%)
f d(Ddi < Co(dhg (1) + A (12)).
1

Sketch of a proof Step 1. is exactly the same as for Lemma 6.5.
Step 2.Let C; > 0be alarge number chosen below and consider the auxiliary function

¢@) =) 277& 0B (1) - Ci ZA (@; (1)* + C ZA natm?*.

jGS j 1 ] 1
We claim that for all ¢ € [t1, 12]
¢ (1) > crd(1)?, (A.12)

with ¢; > 0 depending only on N. The remaining part of Step 1 is devoted to proving
this bound.
Using (A.5), (A.8) and recalling that |1, (1)| < d(7), we obtain

K
@)=Y 27O+ Y 27 a 0B + Crv Y (@ (0 +d] (1)) — cod (1),
Jjes jes j=1
(A.13)

where cp > 0 can be made arbitrarily small. We focus on the second term of the right
hand side. Like in Step 2. of the proof of Lemma 6.5, only using (A.6) instead of
(5.55), we obtain

K

_ A1) P _
gx jOB () = 27N ZZ( ,+1<t>) : —CszI(a,- 0% +af (%) = cod ).
J =

The bound (A.7) implies that (A.13) holds with with 5 replaced by a . Taking
C1 > C2/v and using (A.2), we get (A.12).

Step 3. As in Step 3. of the proof of Lemma 6.5, it suffices to check that if #3 € [t1, 2]
and ¢(t) > O for all ¢ € (13, 1], then

t
/ ’ d(H)dr < Cod(r2)k (12). (A.14)
3
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Observe that for all € (t3, 1] we have

Ak (1) Ak (1) Ak (D)

Aj(t)
< J
N%MH(I)

2O 5D 1+ 3 2D G0 47t 0?)
jes =1 (A.15)
1B;(0)] +d(0)> <A +d(n)? < d(n)>.

Combining this bound with (A.12), for all ¢ € (#3, 1] we get

@' () = 2/ (1) / Ak (1)d(D),

thus

Vik (/o ®) 2 d@). (A.16)

Using (A.15) and M (1) < d(7), we get

4 4 1 /
WVrike®) — ik (Vo) = KOV Ak (D) 2 —d()*.

Since d(¢) is small, (A.16) yields

(Vax (Oe0P7) = d()

which, integrated, gives

n
/ d(ndr 3 Vik ()¢ (1) — ik (13)9(13) < Vhk (2)¢ (12).

g
Invoking (A.15), we obtain (A.14). O

Using Lemma A.2 in lieu of Lemma 6.5, the remaining arguments in Section 6 hold
for D = 5 without changes.

Appendix B. Modifications to the Argument in the Case D = 4

In this section we outline the changes to the arguments in Section 5 and Section 6
needed to prove Theorem 1 dimension D = 4.

B.1 Decomposition of the Solution

The set-up in Sections 5.1 holds without modification for D = 4. The number K > 1
is defined as in Lemma 5.6, the collision intervals [a,, b,] € Cx (n, €,) are as in Def-
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inition 5.5, and the sequences of signs 5, € {—1, 1}V =K scales ji(t) € (0, o)V =K,
and the sequence v, — 0 and the function v(#) = v,k +1(¢) are as in Lemma 5.9.

Lemma 5.12 also holds with a minor modification to the stable/unstable compo-
nents. Let J C [ay, b,] be any time interval on which d(¢) < no, where 79 is as in
Lemma 5.12. Let 7 € {—1, X, (1) € (0,00)K, g(t) € &, and aj[(t) be as in the
statement of Lemma 5.12. Define for each 1 < j < K, the modified stable/unstable
components,

T =0 ) 1 80 + ) uWi):

i<j
Let L > 0 be a parameter to be fixed below and for each j € {1,..., K — 1} set,
ey () L _
&) = A;() o ()»j“(t))(XL\/)»j(Z)ijrl(t)AW)‘j(t) | g(t) + ZL, Wki(t))’
g I0) i<j

and,

Bi(0) == ~ti{x, smmmmAWao | §0) = (A0 )g0) 1 §0).  B.D)

Proposition B.1 (Refined modulation, D = 4) Letco € (0, 1) and ¢1 > 0. There exists
Lo = Lo(co, c1) > 0, no = no(co, c1), as well as ¢ = c(co, ¢1) and R = R(co, c1) >
1 as in Lemma 5.14, a constant Cy > 0 and a decreasing sequence €, — 0 so that
the following is true.

Suppose L > Ly and J C [ay, b,] is an open time interval with €, < d(t) < no
forallt € J, where S:={j € {l,...,K — 1} |tj =tj11}. Then, forallt € J,

lgWlls + Y (i 0/his1(1)? = max(hi(0)/hig (1) + max a0, (8.2)

i¢S
and,
o) = max(i O /A )} + max laF 0] < G, (B3)
. . 2
§O 0 | _ o A0 B4
Ajp1(@®)  Aj1(f) log(Xj+1/2;)
as well as,
a0~ @0 = Codr)?, (B.5)
and,
SarwF —aro| < Lawy (B.6)

a0 =0
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Moreover, let j € S be such that for allt € J

ad) = (2 )

j+1(f)

Bl—

Then forall t € J,

(102 (22))* < coaon.

Aj()
og( ;»+E()) ,Bj(t)’ =< Cod(2),
and,
/ . ili — kj_l(t)
Bi(1) = (‘J‘J+116 - CO) Aj1(2) + (_“”416 CO) xj(0)?

Co + )2 — 082
iy ((aj )* + (@} (1))?)

where, by convention, Ao(t) = 0, Ax4+1(t) = oo forallt € J.

(B.7)

(B.8)

(B.9)

(B.10)

Remark B.2 Proposition B.1 and its proof are nearly identical to [41, Proposition A.1]
and its proof, which treat the case k = 1 for the energy-critical equivariant wave map

equation.

Proof The estimates (B.2) and (B.3) follow as in the proofs of the corresponding

estimates in Lemma 5.17. We next prove (B.4). From the definition of &;(¢),

§ A
it Aja

< ‘ 1

—1
~ /\j+1 )L/+1<XL\/M)&/+IAWLJ' | g)‘

+ ( Al o AW 1) WM)"

log (= Aty oy
For the first term on the right we have,
T AW, 18] St gl /)
o (A,+1 A\ XL fim SL log(ki—f‘) glaj/rjt1)2.
J
Next, for any i < j we have,
1
. i L(xjt1/2j)2 3
N ) N <; —= "y
)»,+1|<XLmAWL,I Wil Si e 0 AW ) [|Wapn,; ()| r” dr

Aj
< ——l A A
SL A N og(Aj+1/A;)
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and hence,

o

10 ( 1+I

A

1 )»'
Aj+ =

j+1<XLmAW)“ ZWA ‘<L

i<j

and (B.4) follows.
Next using (B.2) and (5.26) for each j, we have

(B.11)
We show that in fact & ]’ satisfies the improved estimate (B.8). We compute,
%‘/—)\/ - Lj ()"/] )\'j+] (X(/LM)AWA |g+ZLWA
" : W,
J J 8(10g(ki—jl))2 )\, )‘j+1 J7] Aj =
Ly )‘/ )\'/j+1
+ it = ){r a0 /L\/)TJH)AWA, |g+ZL,WA
1610g(’—*.) PYR =
Lj
—1 (x(/LM)AAwA g+ uWs)
8lo g( /+ ))\. oy
T ( (x(/LJMT)AWA | 0:g)
]
Lt
+Z—Aj+1 X CIL A D AW, | AW,). (B.12)

i<j 810g( x )

The second, third, and fourth terms on the right above contribute acceptable errors.
Indeed,

/

y Mood
\—’( O CILVIA AW, T8+ D0 )

8(log(=1))2 Aj A+ i<i
d(t)
" cilog(4)?

/

. P,
“—1_( j J+1)<(r8,X)(/L,/A A+ DAWy, | g—i—Zt,WA’

A

161og(4) i
< 4@ -8 L AAW W
Sl AL TN, 18+ X aWs)|

1 IOg(i—]) 8lo ( ) i<j

2

< d(+?

log()
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with the gain in the last line arising from the fact that AAW € L%; see (2.8). The
leading order comes from the second to last term in (B.12). Using (5.58) gives

————{XC/Ly/AjhjrD) AWy, | 3ig)
——— (X /Ly jhjr1) AW, | )

()‘j+l

g log( ijl

1
_)vjﬁ(x(/L,/,\ A j+) AW, | AWy, )
810g( % )

——L (X /LA A DA W, | D ik AWy,

i#]

- (/LA DAW,, |l v)).
8log( i‘/ )

810g()”:']

We estimate the contribution of each of the terms on the right above to (B.12). The
last term above vanishes due to the support properties of ¢ (u, v). Using (2.9), (B.11)
on the second term above, gives

d()
Tl)

1
-\ W(X(-/Lﬂ/xj,\jﬂ)zxwﬂ | AWLI.> + 11 S et

which means this terms cancels the term A" on the right-hand side of (B.12) up to an
acceptable error. Next we write,

— ——L— (X /LR DA W, | Y Ui AW,

810g( j\“ oy
Lil
=-2 ’]H HXCILAR D AW, | AW,
l<j
Ll
—Z ’M X C/L R ) AWy | AW,,),
l>]

The first term cancels the last term in (B.12). For the second term we estimate, if
i> ],

(X C/Ly/Rjhj DA W, | AW S 2j/Aj

and thus, using (B.11) the second term in the previous equation contributes an accept-
able error. Plugging all of these estimates back into (B.12) gives the estimate,

) d(1)
£+ C/LDjhOAWs, | 8)] S ——5—
! 810g( ifl el S >‘ c1 log(H+ ’“) (B-13)
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Using (B.2) and [|x (-/Ly/AjAj+) AWy, |2 Si (log( ’“))2 we deduce the esti-
mate,

d(r)

<X(/Lm)AWA | 8) ‘ ~ Gog(Ey)
T 2

s

which completes the proof of (B.8).
Next we compare 8; and 25}’. log(Aj+1/4;). Using (B.1) we have,

[{AG )80 120))| S gl S ),

We also note the estimate
(/LA = X LA, | 8] = 42
- aq

which is a consequence of (B.4). Using (B.13) the estimate (B.9) follows.
Finally, the proof of the estimate (B.10) is nearly identical to the argument used to
prove (5.55), differing only in a few places where the cut-off x, V5T is involved.

Arguing as in the proof of (5.55) we arrive at the formula,

B = —%(AWAj | fi(c,i)>+(é()\j)g | —Ag)

+{(AG) = AG g | fa@ )
+(XC/LYEITDAW, | (B = L3))8)

/

A1 .
+ljr (;A—A(M‘))AWA, | &
J\ A

K
—<A(x,-)ZuWA,- | fa@ 3, g)> —(AGpe | a7 )
i=1
1 >
i) <(A<A,~> — =X C/LVER D MW, | fo@ T, g)>
J

/

— L {ho,AG g | 8)

J

Y (A0 Wi | 1@ Rop) = D uni(AG AW, | &)
i#] i#]

—(aGpe | fie D)
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4 (X C/LVER AW, | $u, ) = {AG B, v) | €)
—(AG)g | $u,v)
Lj -
H—'j(“ — X C/LE R TOAW,, | fie D)
A
55 (0= XL ER AN, 1)
+(ﬁ»(x(-/L\/s,-xjH)AWA-) g
1
it LN AXCILVE R AWy, | &),
5/ Ajt1
All but the last four terms above are treated exactly as in the proof of (5.55). For the
fourth-to-last term a direct computation gives,

‘ <(1 — XC/LYERTOAW;, | fi D) | < A—(;fj\il + x)]\_;l>

For the third-to-last term, we use that AAW € L? (see (2.8)), (B.11), and (B.2) to
deduce that,

A 1
‘Lj)\’—;((l — x('/Lm»AAWL, | gH < A—/d(f)Q'

The size of the constant L > 0 becomes relevant only in the second-to-last term.
Indeed, since LAW = 0, we have,

L1 0 fem A W)

1 2 (ror AWy,
= ——— (A C/LJEjrDAW) + ————=x"(/L,[EjXj11) =.
L2&jhjt1 N A Yy itit

And therefore, using (B.2) and (B.4) we obtain the estimate,

{0, /LR maw) 1 g)| < Z%d(r)

for a uniform constant, independent of L. Taking L > 1 large enough relative to
co makes this an acceptable error. Finally, for the last term we use the improved
estimate (B.8) for & ; and (B.4) to obtain,

5 I
Ej j+1 )‘j+1

&

B %( ,H‘) <« —d(t)
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and hence,

& e 1
(L + a0 C/LERD AW, | )| < —d().
28 Aj+ - Aj

This completes the proof of (B.10). Lastly, we note that the estimates (B.5) and (B.6)
follow from exactly the same arguments used to prove (A.7) and (A.8) in Proposi-
tion A.1. o

We note that Lemma 5.19 and its proof remain valid for D = 4.

B.2 Conclusion of the Proof

We have the following analog of Lemma 6.5.

LemmaB.3 Let D = 4. If no is small enough, then there exists Co > 0 depending
only on N such that the following is true. If [t1, t2] C I is a finite time interval such
that d(t) < ng for allt € [t1, tp], then

4
sup AK(t)§§ inf Ak (1), (B.14)

relt. i) reln.n]

4]
/ d(1)dr < Co(d(t)Ag (11) + d(t2) Ak (12)). (B.15)
1

Due to the fact that some of the estimates in Proposition B.1 hold only under the
additional assumption (B.7), we were not able to adapt to the current setting the proof
for D > 5 given above. We will provide a different proof, closer to [41, Section 5].

We introduce below the notion of ignition condition. We stress that the definition
which follows is meaningful for any continuous functions, not necessarily the ones
given by the modulation.

Definition B.4 Let / be a time interval, K € N, ¢; € {—1, 1} and )\j,a;,a;r e C()
forall 1 < j < K. Set

S={i:1<i<K-1land( =41},

dpar (1) := Z Ail) + Z (a;" ()2 + a; (1)?).

ieS )\H'l(t) 1<i<K
Wesay thatey, ..., tg, A1, ..., Ak, ap ..., Ak, afr, el a;g satisfy the ignition con-
dition with parameters c1, ca, C2 > Oifforany I = [#1,],tp € [and j € {1,..., K}

satisfying at least one of the two pairs of conditions:

Z QN + Za (1)* < cadpye(1)*,  forallz € [11, 2], (B.16)

ieSi<j H_ (t)
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and
af (0)* + a; (10)* = c1dpar(10)?, (B.17)
L[]
MO
> ,\~l + Y a1 < cadpur()?, forallt € [11, 1], (B.18)
ieSi<j—1 i@
and

Aj—1(t0)

=" > c1d 1 2’ B.19
Lj—1tj )\j(t()) Z (] par( 0) ( )
there is at least one of the bounds:
0]
/ dpar (1)1 < Cadpar (1) (17) (B.20)
151
or
n
/ dpar(t)dt = C2dpar(t2))~K(l2)~ (B.21)
0]

Remark B.5 1f the ignition condition is satisfied with given parameters ¢y, ¢, C» > 0,
then it is also satisfied with any parameters (1, ¢z, C2) such that ¢; > ¢, 62 < ¢
and Cp > (.

Remark B.6 By convention, Ao(¢) = 0 for all ¢ € [t1, 2], thus (B.19) never holds for
Jj = 1. Clearly, (B.19) cannot hold eitherif j — 1 ¢ S.

LemmaB.7 If (u1, ..., tk, A1, ..., Ak, Ay .., A, af‘, el a;) satisfy the ignition
condition with parameters cy, c2, C> and I is a time interval such that

tiey + 1 A1(¢)

_ 1
7,0 T W A O = S min(l e)dpe (1) forallt €1,

(B.22)

then (12, ..., tg, A2, ... AR, Gy ..., Ay, a;', R a;(') satisfy the ignition condition
with parameters (2cy, % min(1, ¢2), 2C2) on the interval I.
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Proof Set

&) = \/”‘2 IO L2 a2,

2 (D)
PO = | 5 2O S 0 40 002) = a0 — O
teS\{l})‘”l(t) i—2

By assumption (B.22), we have d*(1)? < ddpar ()%, which implies dyyr (1) < /2d°(2).
We verify the ignition condition for (i3, ...,LK,)\Q,...,)\.K,(I{,...,alz,a;,
. a}).1f j>2and

i1
At X 1

S Y N < Smin(, e)d (2, forall € [n, 6],

, A1 (D) & 2

ieS l<i<j i=2

then adding d?(1)? to both sides and using (B.22), we get (B.16). Also, a;“ (fo)* +
aj_(to)2 > 2c1d°(tg) implies (B.17). Since we assume (tj, Aj, aj_, “7'_)5';1 satisfy
the ignition condition, we obtain at least one of the bounds (B.20), (B.21). Since
d° (1) < dpar(t) < +/2d°(1), we obtain the same bound with with d” instead of dpy
and 2C; instead of C,. The case where bounds (B.18) and (B.19) hold is similar. O

LemmaB.8 For all K € N and functions ¢, Cy : (0, cT] — (0, 00), increasing
and decreasing respectively, there exist ¢\ min, C1 > 0 such that if for all cy > c1 min,
(tj, Aj, aj_, a}k)j=1 satisfy the ignition condition with parameters (c1, c2(c1), Ca(c1))
on a time interval I = [t1, 1], then

/dpar(t)dt <C ()\K(tl)dpar(tl) + )\K(tZ)dpar(tZ))-
1

Proof Induction with respect to K.
Step 1. For K = 1, we let ¢| min = % We will only use the fact that the ignition

condition is satisfied with parameters ¢; = %, ¢, Cp for some c¢r, Co > 0. The
conditions (B.16) and (B.17) hold for j = 1, thus for all 7y we have (B.20) or (B.21).
Let

A_ :={tp € I : (B.20) holds}, A4 :={tp € I : (B.21) holds},
so that A_ and A are closed sets, and I = A_ U A;. We define
f g,

fj '=max A_, t, :=min Ay.
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We adopt the convention that tltt =11 if A_ = @, and similarly t§ =nif Ay = 0.
With these conventions, we find that tlji > t2j . By the ignition condition, we have

19}

it
15) tl
/ dpar (H)dt 5[ dpar(t)dt+/_ dpar ()dt
1

1 1y

< Ca(c1.min) (dpar (1) Ak (1) + dpar (12) Ak (12)),

which settles the base case K = 1.
Step 2. We continue with the induction step. Set c; (c1) == %min(l, c2(c1/2)) and

C;(cl) :=2C2(c1/2) forall ¢ € (0, c}]. Let Ci,min > 0 be the number given by the

induction hypothesis (for K — 1 instead of K) for these functions c; and C;. We set
1 b, b . 1 b, b

c3 = icz(cl’min) and ¢, pip := min (Ecz(cl’min), 62(63)).

Assume (¢, Aj, a;, a;r)le satisfy the ignition condition for all ¢y > ¢1 min, and
let

A={reln, nl:a] () +a; 1)* = i mindpar (1)),

By the ignition condition, (B.20) or (B.21) holds for all 1y € A, with C2 = Ca(c1,min)-
Let

A_:={to€ A:(B20)holds}, Ay :={to€ A:(B.21)holds},

so that A_ and A are closed sets, and A = A_ U A;. We define

#

.
31

:=max A_, t, :=min Ay.

We adopt the convention that t? =1 if A_ = ¢, and similarly t§ =nifAy =0.1t
is not excluded either that tf > tu.

By the ignition condition, we have

tl n
/ dpar(t)dt + /n dpar(t)dt = C2(Cl,min)(dpar(tl))\1((tl) + dpar(t2))\K(t2))v
11 12

2

so it remains to consider the interval (tij , tg). Notice that (tij , tg) c I\ A.

Step 3. We treat separately the cases (11p = —1 and ¢t = 1. In the former case, we

set t;) = z‘ltI , tg = tzj , and go to the next step.

Assume (1t = 1 and let

A1(1)
B = {t IS [t{i, tg] : #(t) = C3dpar(t)2}'

ignition condition implies that (B.20) or (B.21) holds for all #y € A, with ¢; = c2(¢3)
and Cy = Ca(c3). Let

We have ¢1 min < c2(c3), thus afr(t)2—i—al_(t)2 < ca(c3) forallt € [t’l:, tg], so that the
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B_ := {ty € B : (B.20) holds}, By :={tp € B : (B.21) holds},
so that B_ and B are closed sets, and B = B_ U B;. We define
b b .
f; :=max B_, t, :=min B.

We adopt the convention that t;’ = t? if B_ =, and similarly t; = tjzi if By =0.1t
is not excluded either that t;) > tzb.
By the ignition condition, we have

h 1
/ , dpar(1)dt + f dpar (D1 < C2(e3) (Apar (12 (1) + s ()25 (1)),
q )

so it remains to consider the interval (tlb , tzb). Notice that (tlb, tzb) c I\ (AUB).
b b — K . .
Step 4. We check that for all ¢, > €1 min> (tj, Aj, a;.a; )j:2 satisfy the ignition

condition with parameters (c?, c;(c';), C;(c?)) on the interval [tlb , tzb]. We have

tita + 1 A1(2) -

al () +a; (0 + EOE

(€1min + €3)dpar (107 < €3 (€] i) dpar(1).

(B.23)

By the definition of c;, we also have

1 1
(€1 min) < 5 MIn(1, 2(¢] i /2)) < 5 min(l e2(¢;/2)),

where in the last step we used the fact that ¢ is an increasing function. Thus, by
Lemma B.7, (¢, A}, aj_, a;r) =2 satisfy the ignition condition with parameters ctl’,
Lmin(1, e2(c}/2)) = ¢3(c}). 2Ca(c} /2) = Cy(e)).

By the induction hypothesis, we have

25 b b
/b d’'(ndt < C; sup (Ax (A (1)),

t b b
1 1 <t<t,

where

&= | ) M) ; (a" (O + a7 (1)?).
ieS\{l}ki“(I) i=2

The bound (B.23) and ¢5 (¢ 1) < 1 imply dpr (1) < +/2d°(r) forall 7 € [1], 1,], and
the desired bound follows. O
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Next, we prove that the modulation parameters satisfy the ignition condition.

LemmaB.9 For any c1 € (0, c’l“] there exist ng, ca, C2 > 0 such that the following is
true. Let u be a solution of (1.1) for D = 4, let d be defined by (1.6), I a time interval
such that d(t) < no for all t € I, and let (1}, X, aj_, a;')le be the modulation

parameters as in Lemma 5.12. Then (1j, Aj,a; , af)le satisfy the ignition condition

with parameters (c1, ¢, C2) on I.

Proof Assume first that (B.16) and (B.17) hold. We have |a;r(to)| > |aj_(t0)| or

|a;'(to)| < |aj_ (to)]. We will show that the former implies (B.21), and the latter
implies (B.20). Since the two cases are analogous, we only consider the first one. To
fix ideas, assume a;r(to) > 0, the case a;r(to) < 0 being analogous, so that

- 2
a;_(t()) = %dpar(m) = a}i_(IO) = %dpar(m),

where the last inequality follows from (B.5).
Set

13 :=sup {1 € [19, 12] :E;r(t) > @dpar(t) forall 7 € [19, 13]}.

If no is small enough, then (B.6) yields

~+ / K ~4
@)m= 2)\.,-(t)aj (t), forallt e [to, 3].

Integrating, and using again the inequality defining #3, we obtain

3
f dpor (1)dt S dpar(3) sup A (2). (B.24)
Il

0 telr,13]
Since |4 (1) < d(t) < dpar (1), for all k > j we obtain

sup Ar(f) < (1 +cq) inf A(2), (B.25)
telto,13]

telto,13]

where c4 can be made arbitrarily small upon adjusting 7¢. Similarly, for k > j (B.6)
yields

(@) )] S dpar (1) /240,
so (B.24) together with (B.25) yield
|51<i(f3) - E;f(foﬂ < c4dpyr(13),  forallk > j.
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Also, (B.6) yields

max (0, |5_(t)l) < dpar()?/25(0),
thus using again (B.24) and (B.25) with k = j, we have

la; (13)] — la; (t0)| < cadpar(13).

Set

Eap= Y M Z 7,

ieSi<j z+1(t)
K
Ai() +,.2 — 2
@)= § AT § a (0% +a; ()%
. J
i€Si>j Ait1(t) i=j+1

From the bounds above, we obtain d’(3)% < d°(19)2 + c4dpar (13)%, with ¢4 small. By
(B.16), we have d* (t3)2 < c2dpar(23). Since Ejr is increasing on [#y, 73], we obtain

dpar(13)” = d¥(13)° + 0" (13)> + 0] (13) = c2dpar (13)” + @°(10)” + cadpar (13)* + a ] (13)°
< (c2 + cadpar (13)> + (1 +9/Gen)af (13)%.

If 1, ¢2 and ¢4 are small enough, this implies a;r (13) > ‘/TCpoar(tg), thus 13 = t» and
(B.24) yields (B.21).

Assume now that (B.18) and (B.19) hold. We will prove that 8;_1(f9) > 0 implies
(B.21). An analogous argument would show that 8; 1 (f) < 0 implies (B.20).

Set

1= sup {1 € lio, 1) 1 §-1(0/3; (1) = T pur(0?).
Then, choosing ¢; in (B.18) small enough, (B.10) yields
Bi 1) = 8r;(n~",  forallz € [r, 13].
For 0 < x <« 1, set ®(x) := /—xlog x. Note that

VX~ @(x)/y/—log @ (x),
/—logx
2Jx

With ¢3 > 0 to be determined, consider the auxiliary function

@' (x) = + O((—xlogx)~"?) > 0.

P1) = Bj—1(1) + c3P(§j-1(1) /1 (1))
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The Chain Rule gives

f},l(ﬂq),(sjq(t)).

¢’ =B (1) +c3 0 0

1
By (B.8), we have |£;_ ()| < (§j—1(1)/2;(1))? log(—&;1(1)/A;(1))~"/2, hence we
can choose c3 such that

¢'(t) = 4r;(1)~",  forallz € [1, 53]. (B.26)
If we consider ¢(r) := B 1(1) + So(&_1(0)/2) (t)) instead of ¢, then the com-

putation above shows that ¢ is increasing. We have ¢(t0) > 0, so q)(t) > 0 for all
t € [ty, t3], implying

d(1) S \/§j-1D/1j(1) S @) /y/—log (). (B.27)

The bound (B.26) yields

(112~ logp (1) = ¢(1)/y/—logd(1).

We observe that |¢(1)] < ®(d(r)?), hence ¢ (1)%//—log¢(r) < d(1)>/—logd(r)

and

13
/ o (t)/v/—logp()dt < 1j(13)p(13)2//—log d(13) < d(13)*y/—logd(13)1(13).
0]

Thus, (B.27) yields

t
/ ’ d(r)dt < d(13)*y/— logd(3)A(13). (B.28)
1o

The argument from the first part of the proof yields (B.25), for all k > j. Also, (B.6)
gives (Ej[)/(t)| S A (t)~'d(r), thus using again (B.27) and (B.25) we get, for all
k 2 js

GE(13) — T (10)] < cadpar (13)

with ¢4 small, since the right hand side of (B.28) is <« d(#3)A(¢3) if 1o is small.
Finally, (B.9) and 8;_1(t) > 0 imply, again using (B.28),

Ei1(t3) - _64)51'71(1‘0) - Aj—1(t3) S (1 — ¢q) i1 Aj— 1(t0)

(B.29)
Aj(t3) Aj (1) Aj(t3) Lj(to)
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where in the last step we use (B.4). Set

@)=Y M@ jiaii(t)z,
ieSi<j—1 M1t
K
Ai (1)
& (1) = + 1)
o ieSZi:Zj ki1 () ;al "

From the bounds above, we obtain d®(#3)% < d°(#9)* + c4dpar (3)%, with ¢4 small. By
(B.16), we have d*(#3)? < cadpar(t3). Applying (B.29), we obtain

dpar (13)% = d*(13)* + A" (13)> + A j_1(13) /2 (13)
< cadpar (13) + d°(10)? + cadpar (13)* + A j—1(13) /2 (13)
< (2 + c)dpar(13)* + (1 — )™ + 7 Aj1(13) /2 (13).

If ¢1, ¢ and ¢4 are small enough, this implies §;_1(#3)/1(t3) > %dpar(t3)2, thus
13 = tp and (B.28) yields (B.21). m]

Proof of Lemma B.3 1t suffices to prove (B.15), and (B.14) will follow by the same
argument as in the proof of Lemma 6.5.

We claim that there exist inreasing functions ¢z, o : (0, CT] — (0,00), and a
decreasing function C; : (0, c’f] — (0, 00), such that for all ¢; the modulation param-
eters satisfy the ignition condition with parameters (cy, ca(c1), C2(c1)) on any time
interval on which d(¢) < no(c1). Indeed, take a strictly decreasing sequence of values

cin) converging to zero, and let

g = ea(e™), ng” =mo(e™), €57 = Cael™)

by Lemma B.9. By Remark B.5, one can always decrease n(()") and ng)’ and increase
Cén), so we can assume that r;(()") and cgl) are decreasing sequences, and Cé”) is an

increasing sequence. We now set

m). (D) )y,

caler) i= ea (™), moter) = moe™), Caler) = Calc! forall ¢ € (c

The conclusion follows from Lemma B.8 and the fact that dpa(f) > d(z) for all
t €1, see (B.3). O
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