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Abstract 23 

The current study assesses whether varying the encoding context of a repeated event is a 24 

potential strategy to improve recognition memory across retrieval contexts. Context variability, 25 

also known as encoding variability, has historically been investigated primarily using recall and 26 

cued recall tasks, with the consensus being that encoding variability is not necessarily beneficial 27 

for episodic retrieval. However, recent studies suggest that test type may determine the strategy’s 28 

effectiveness (Opitz, 2010; Sievers et al., 2019; Zawadzka et al., 2021; Zhang & Hupbach, 29 

2023). Aligned with these recent findings, we found consistent benefits to simple item 30 

recognition when a word was studied in more variable contexts compared to less variable 31 

contexts across four experiments. This main effect of context variability occurred when crossed 32 

with a manipulation of repetition spacing and when crossed with a manipulation of encoding-33 

retrieval context match. Variation in encoding contexts beyond the future retrieval context led to 34 

better item recognition than repeated study exposures within the future retrieval context. We 35 

argue that the current study and other recent findings indicate a need to re-evaluate the historical 36 

consensus on encoding variability as a beneficial strategy for learning.  37 

  38 
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Variation in encoding contexts benefits item recognition 39 

Episodic memory has at least two unique properties among neural memory systems: 40 

single-trial learning of information that can be consciously retrieved and the incorporation of 41 

event context into its representations. The first property, encoding speed, indicates that episodic 42 

memory is likely critical for learning, both in daily life and in the classroom (Greenberg & 43 

Verfaellie, 2010). Although episodically encoded information can be incorporated into the 44 

semantic memory system over time and repeated experiences, the semantic memory system does 45 

not appear to allow single trial learning (Cooper et al., 2019; McClelland et al., 1995; see 46 

Coutanche & Thompson-Schill, 2014 for an alternative view). The second property, contextual 47 

information, is often irrelevant to the primary goals of learning (e.g. creating semantic 48 

knowledge), but may still influence the success of initial learning via the episodic system. The 49 

studies reported here investigate whether context can be manipulated to increase recognition 50 

memory. These studies are intended to both elucidate properties of the episodic memory system 51 

and to identify strategies that can support learning. 52 

The context of an event can be identified in several ways but perhaps the most objective 53 

is that context features of events change slowly across time. For example, a series of events, like 54 

studying individual muscle names and locations for an anatomy course in a library, would have a 55 

number of features in common that are slow to change: location, room dimensions, furniture, 56 

mood, clothing, temperature, etc. These features are the context of the events. Each event also 57 

has features distinct from the other events that are fast-changing: the names of the muscles, their 58 

locations in the body, and any thoughts or emotions generated in response to those features. 59 

These fast-changing features are the focus of the events or the “items”. Later recognition of an 60 

item (muscle name) does not require retrieval of the contextual information (location, mood, 61 
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etc.), if a judgment is made using familiarity alone. Nonetheless, previous studies have 62 

demonstrated that the context of an event affects the nature of the item information that is 63 

encoded and subsequently interacts with retrieval conditions to determine recognition success 64 

(e.g. Tulving & Thomson, 1973). Tulving and Thomson’s experiment (1973) asked participants 65 

to recognize individual items that had previously been studied as word pairs (e.g. glue-chair). 66 

They found substantially decreased memory when the test items were presented in a different 67 

context (a different paired word, e.g. table-chair) rather than the original context. Findings of this 68 

type indicate that memory for an event or item can be influenced by the associated context 69 

information, regardless of whether that context information is relevant to the task being 70 

performed.  71 

Tulving & Thomson (1973) defined the principle of “encoding specificity” based on the 72 

finding described above: that recognition performance improves when an encoding experience 73 

and a retrieval experience are more similar but declines when an encoding experience and a 74 

retrieval experience are different from one another. A similar principle has been defined in terms 75 

of processing rather than context by Morris and colleagues (1977), which they called “transfer-76 

appropriate processing”. Both principles agree that a highly effective encoding strategy would be 77 

to encode an item by processing it in the same way, or experiencing it in the same context as, the 78 

eventual retrieval scenario. We will refer to this strategy with the more general term “encoding-79 

retrieval match”. Unfortunately, this strategy assumes that the eventual retrieval scenario is 80 

known in advance and that retrieval will be limited to a single scenario. Encoding-retrieval 81 

match cannot be implemented when the retrieval context is unknowable in advance. For 82 

example, one might consider a college student preparing for an exam. The particular type of 83 

question, its wording, and the connections to other concepts are all factors that influence the 84 
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likelihood of retrieving the correct information on the exam. However, the student is not 85 

typically told those details before the exam and cannot study in a way that specifically matches 86 

the test context. For that same college student, information being learned in a class that is critical 87 

to job function throughout their career needs to be flexibly retrieved in a variety of 88 

circumstances, rather than limited to a single retrieval context. Thus, strategically applying 89 

encoding-retrieval match may not be beneficial in these real-world circumstances. However, it 90 

may be possible to improve the probability that features experienced during encoding will be 91 

reinstated within an as-yet-unknown retrieval context. 92 

We propose that an unknown, or flexible, retrieval context may be strategically matched 93 

by broadening the range of contextual features/cues or processes accessed during encoding. 94 

Indeed, it has long been recognized that episodic memory retrieval is driven by cues, either 95 

encountered in the environment or effortfully reinstated, that bring to mind events and 96 

information experienced previously (Bjork & Bjork, 1992). The more cues encoded and the 97 

broader the range of those cues, the more likely some of those cues will match the unknown 98 

retrieval circumstances. The idea of increasing variety or breadth during encoding has been 99 

termed “elaboration” (Anderson & Reder, 1979) but the current study manipulates elaboration of 100 

stimuli by controlling encoding variability/context variability.  101 

History of Encoding Variability Research 102 

Variability was identified as an important factor in learning early in the scientific study of 103 

cognition (Estes & Burke, 1953). The variability of contextual factors during encoding has 104 

previously been identified as a potential mechanism for the spacing effect (see Karpicke et al., 105 

2014). The spacing effect is the robust finding that increasing the temporal lag and amount of 106 

intervening information between two encoding experiences will increase the likelihood of later 107 
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retrieval. This is sometimes investigated as the distinction between short spacing (at least 1 108 

intervening item between study exposures) and long spacing, which produces improved retrieval 109 

with increased distance (Delaney et al., 2010)1.  An encoding variability account of spacing 110 

emphasizes the differences in temporal context from an item’s first exposure to the next, 111 

implying that an increased range of cues are stored with the item representation when repetitions 112 

are spaced apart than when they are spaced more closely (Melton, 1970).  113 

The encoding variability explanation for the spacing effect was challenged when a key 114 

prediction, that the spacing between unrelated words should predict their aggregate memory 115 

performance in the same way as for a repeated item, was initially not supported (Ross & 116 

Landauer, 1978). However, recent research by Lohnas & colleagues (2011) has refuted that 117 

conclusion and indicated in multiple datasets that two unrelated words spaced more distantly are 118 

indeed better remembered in aggregate than two unrelated words spaced more closely during 119 

study (Lohnas et al., 2011). Therefore, encoding variability cannot be ruled out as a mechanism 120 

for the spacing effect on the basis of Ross & Landauer’s (1978) conclusions.  121 

Encoding variability was further challenged as an explanation for the spacing effect 122 

because studies that simultaneously manipulated encoding variability and spacing found that 123 

encoding variability provided a consistent benefit to free recall or cued recall only for items 124 

studied via back-to-back repetitions (e.g. Greene & Stillwell, 1995; Verkoeijen et al., 2004). The 125 

lack of an encoding variability benefit for spaced items in free recall and cued recall paradigms 126 

                                                           
1 Other studies compare massed (back-to-back, without any intervening items) encoding 
exposures with spaced encoding exposures (in which other items are encoded between the 
exposures). Items encoded across massed trials may suffer from waning attention. However, the 
benefit of increasing the number of intervening items from short (but not massed) spacing to 
long spacing is not so obvious. These are the circumstances under which encoding variability or 
temporal context variability have been proposed as a mechanism for the spacing effect (e.g. 
Bower, 1972; Melton, 1970). 
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has been interpreted as indicating that variability cannot explain the spacing effect. An alternate 127 

interpretation might be that variability can be induced via direct manipulation or via spacing, but 128 

that two manipulations of variability do not produce double the benefit. An additional 129 

consideration is that we are not aware of any prior studies that have manipulated both spacing 130 

and encoding variability followed by a simple recognition test, which we address in the current 131 

study in Experiment 2. For both of these reasons, we propose that encoding variability should not 132 

yet be ruled out as a contributing mechanism for the spacing effect. 133 

Encoding variability as a manipulable strategy 134 

Regardless of its role in the spacing effect, the current study examines whether encoding 135 

variability is beneficial for memory in general. This question arises from the proposal that an 136 

increase in the variety of features encoded for an event (and therefore an increase in the possible 137 

retrieval cues that will be relevant under unknown or flexible retrieval circumstances) should 138 

benefit recognition. If this is true, it may be a broadly applicable strategy across multiple 139 

experimental paradigms. A few prior studies have directly manipulated contextual cues or 140 

encoding processing across repetitions of a stimulus.     141 

Recent work by Zawadzka and colleagues (2021) extensively tested the outcomes of 142 

encoding variability on free recall and cued recall performance. They found no benefit for 143 

variable processing of items (operationalized via processing questions during study) when 144 

memory was tested with a free recall test, consistent with earlier investigations (Postman & 145 

Knecht, 1983) but conflicting with at least one other study (Huff & Bodner, 2014). However, 146 

when some form of semantic cueing was used at test, an encoding variability benefit was found. 147 

If non-semantic recall cues were provided (i.e. rhyming cues), there was no effect of variability. 148 

The authors concluded that varying the processing questions used during encoding led to 149 

emphasis of varying semantic features of the stimuli. Therefore, memory benefits only appeared 150 
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when semantic features were also emphasized during retrieval and not when contextual or inter-151 

item relationship features were emphasized (as may be the case in free recall).  152 

Beginning with Opitz (2010), the idea that manipulations of encoding variability can 153 

affect item recognition success, rather than recall or cued recall, has been an increasing topic of 154 

interest in the literature. These previous investigations of encoding variability using recognition 155 

paradigms have produced relatively consistent results indicating a benefit for encoding 156 

variability on recognition success, but have sometimes suffered from confounding factors. For 157 

example, Huff & Bodner (2014) found an encoding variability benefit for both free recall and 158 

item recognition, however, the item recognition test always followed an initial free recall test on 159 

the same items. This raises the possibility that recognition performance was influenced by the 160 

recall task.  161 

Other studies that have found an encoding variability benefit for recognition have not 162 

controlled repetition spacing (Opitz, 2010; Sievers et al., 2019). Therefore, the benefit of 163 

encoding variability in these studies may have been driven by the well-established benefit of 164 

distant repetition spacing in the variable encoding conditions as compared to closer repetition 165 

spacing in the consistent encoding conditions. In order to examine this issue, Experiment 1 in the 166 

current study is essentially a conceptual replication of the Sievers et al. paper whereas 167 

Experiment 2 assesses whether encoding variability interacts with repetition spacing. 168 

The clearest evidence currently available regarding encoding variability across repetitions 169 

and its effects on item recognition comes from a recent study by Zhang and Hupbach (2023), 170 

which controlled repetition spacing. The authors manipulated conceptual variability by 171 

presenting encoded items (object pictures) with either the same encoding question or different 172 

encoding questions across study repetitions (e.g. “fits in a shoe box?” and “is a tool?”). At test, 173 
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participants were asked to make old/new judgments in Experiment 1B and to make 174 

old/similar/new judgments, followed by a source memory test, in Experiment 2B.2 The results 175 

indicated that conceptual variability improved item recognition memory in Experiment 2B but 176 

there was no effect of variability in Experiment 1B. The authors identified two potential 177 

explanations for the inconsistency in results between these experiments. First, they suggested 178 

that requiring source memory judgments in Experiment 2B may have encouraged participants to 179 

rely on recollection in their initial item memory judgments whereas Experiment 1B may have 180 

encouraged participants to rely on familiarity. Second, they proposed that their item recognition 181 

findings may have been limited by ceiling effects in Experiment 1B when both the consistent and 182 

variable context conditions produced hit rates above 90%. The consideration of ceiling effects is 183 

particularly important in studies of repetition and encoding variability because repetition itself 184 

increases performance substantially. We address the role of ceiling effects by adding a delay 185 

between encoding and retrieval in Experiment 4.  186 

Overall, existing evidence suggests that item recognition may benefit from contextual 187 

variability during encoding, but issues with repetition spacing and ceiling effects prevent us from 188 

drawing strong conclusions from the existing literature. 189 

Nature of the variability manipulation 190 

The term encoding variability has not always been defined in the same way across the 191 

literature. Some definitions of encoding variability refer specifically to the spacing effect and 192 

ignore its potential application to other paradigms. For example, encoding variability has been 193 

referred to as the idea that “as the lag between repetitions increases, the memorial representations 194 

approach independence” (Bray et al., 1976, p. 548). Other researchers apply the term more 195 

                                                           
2No item recognition judgments were collected in Experiment 3 and therefore we will not discuss 
it further. 
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broadly and use it to encompass both variability due to item-level changes and due to context-196 

level changes (e.g. Benjamin & Tullis, 2010).  197 

One group of researchers has drawn a distinction between encoding variability and 198 

context variability, arguing that context variability benefits item memory and is a partial 199 

mechanism for the spacing effect whereas encoding variability does not benefit item memory 200 

(Karpicke et al., 2014). They define encoding variability as “the idea that when items or 201 

materials are experienced multiple times, the materials are encoded in different (variable) ways 202 

during each encounter, and this is assumed to increase the number of retrieval routes a person 203 

has to access material in the future” (Karpicke et al., 2014, pp. 251–252). They propose that this 204 

variability is different from contextual variability, which they define as “the specific idea that 205 

different temporal/contextual features can be encoded as part of the representation of repeated 206 

events” (Karpicke et al., 2014, p. 252).  207 

It is unclear if the differences identified by Karpicke and colleagues between encoding 208 

variability and context variability are critical in determining any effect on item memory. In our 209 

opinion, it is likely that by changing context features one may also affect the features of the item 210 

that are encoded, as proposed by the encoding specificity principle (Tulving & Thomson, 1973) 211 

and therefore it may be difficult to define encoding variability and context variability 212 

independently. Nonetheless, the current study is focused on variability in contextual features 213 

rather than item-specific features and, therefore, we have chosen to refer to the manipulation 214 

used in the current study as “context variability”. 215 

Returning to encoding-retrieval match: Retrieval Cues 216 

Prior studies of context variability’s effect on item recognition have not manipulated the 217 

corresponding retrieval context. As described above, context variability as a strategy may be 218 



VARIATION IN ENCODING CONTEXT BENEFITS ITEM MEMORY 11 
 

most useful when the retrieval context is unknown. The current study explicitly tests this 219 

question in Experiments 3 and 4 in order to begin to identify potential mechanisms for any 220 

benefit of content variability. If variability does produce a benefit to item recognition, then it 221 

might achieve this benefit by increasing the likelihood that cues from the encoding experiences 222 

will overlap with the retrieval context. In other words, context variability potentially increases 223 

the likelihood of a match between encoding and retrieval contexts. If so, purposely reinstating 224 

the encoding context during retrieval (encoding-retrieval match) should make context variability 225 

irrelevant to memory performance. However, if context variability further benefits memory even 226 

when an encoding-retrieval match occurs, there may be additional mechanisms involved. 227 

Finally, although transfer appropriate processing and encoding specificity are robust, 228 

replicable, properties of episodic memory, it is unclear whether the relative proportion of 229 

encoded information that matches future retrieval cues affects memory performance. That is, 230 

given a large or small set of cues, both of which include cues matching retrieval, a smaller set 231 

that is strengthened via repetition may benefit memory (e.g. Dennis & Humphreys, 2001). A 232 

strict interpretation of encoding specificity or transfer appropriate processing seems to suggest 233 

that variability beyond implementation of an encoding-retrieval match might be harmful to 234 

recognition. We address this question in Experiment 4. 235 

Experiment 1 236 

This experiment investigates whether manipulating cognitive context variability has 237 

benefits for item memory, as tested in a recognition paradigm. It serves as a conceptual 238 

replication of the study by Sievers and colleagues (2019). 239 

Method 240 
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 Participants. Forty-eight members of the Virginia Tech community participated in the 241 

experiment in exchange for extra credit in psychology courses. Data files from two participants 242 

(one from encoding question set 1 and one from encoding question set 2) were lost due to 243 

computer error. Participants were pseudo-randomly assigned to conditions for the between-244 

subjects manipulation of encoding questions such that encoding question sets 1 and 2 had a final 245 

N of 11 while encoding sets 3 and 4 had a final N of 12. Participants’ ages ranged from 18 to 23 246 

with an average age of 19. Thirty-five participants were female. Sample size was chosen 247 

arbitrarily rather than via power analysis.  248 

 Design and Materials. Experiment 1 used a 4x3 mixed design with the factor “encoding 249 

question sets” (4 levels) manipulated between-subjects and the factor context variability (High, 250 

Low, or Same) manipulated within-subjects. High Variability was defined as one study exposure 251 

in one of the similar contexts (List A or B, which used the same or similar encoding questions) 252 

and one study exposure in the unique context (List C, which used a distinct encoding question). 253 

Low Variability was defined as one study exposure in each of the two similar contexts (Lists A 254 

and B). Same Context was defined as two study exposures on the same list (two presentations in 255 

List A, B, or C). Figure 1 shows a schematic of the Experiment 1 design. For this initial study, 256 

repetition spacing was not controlled and was therefore shorter in the Same Context condition 257 

than in the high or Low Variability conditions. The study order of the three lists was 258 

counterbalanced across subjects. 259 

We chose to define context in episodic memory via its slowly-changing nature in 260 

comparison to the faster-changing nature of individual items or events. In this experiment, the 261 

slowly-changing Lists A, B, and C were temporally-blocked sets of trials that used a consistent 262 

encoding question. In between each list, the participant briefly left the testing room and 263 
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interacted with the experimenter. Therefore, although the study item changed on each trial, the 264 

context changed only twice within the study phase of the experiment (between the first and 265 

second lists and between the second and third lists). It should be noted that other definitions of 266 

context do not require a more slowly-changing signal than the event and that context variability 267 

has previously been studied with randomly assigned contexts that change at the trial level rather 268 

than the block level (e.g. Zhang & Hupbach, 2023). The current study cannot determine whether 269 

these methods of context manipulation produce different variability effects. 270 

 The encoding question sets used to manipulate context variability are shown in Table 1. 271 

Question sets 1 and 2 used the same encoding question for the similar lists (A and B) but a 272 

different question for the unique list (C).  Question sets 3 and 4 used conceptually similar 273 

questions, referring to the same property of the target item, for Lists A and B with a distinct 274 

question for List C. Thus, the Low Variability conditions were more similar to one another for 275 

encoding question sets 1 and 2 than for sets 3 and 4.  276 

 The items-to-be-remembered in this study were randomly selected from a set of 792 277 

concrete nouns selected from the MRC database (Coltheart, 1981). The word set had a mean 278 

concreteness rating of 585 (ranging from 538 to 670), mean number of letters of 5.64 (ranging 279 

from 4 to 9), and mean Kucera-Francis (Kucera & Francis, 1967) frequency of 22.94 (ranging 280 

from 1 to 150).  281 

 Procedure. Participants were told that the experiment would test their memory and were 282 

given an overview of the procedures and their rights prior to signing a consent form. Participants 283 

were then given written instructions which were reviewed orally by the experimenter. The 284 

instructions stated that they would be asked to study concrete nouns, answering a yes/no question 285 

for each word. They were told that the items would be studied in three lists, that many words 286 
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would repeat, and that they should not try to use strategies to memorize the words other than 287 

answering the question asked.  288 

The experiment was programmed via Neurobehavioral Systems’ Presentation software. 289 

Each word was shown in 24-point font on the computer screen for 1500msec followed by a 500 290 

msec fixation prior to the next item. Participants pressed the “j” key to answer the provided 291 

question with “yes” and the “k” key to answer the provided question with “no”. The encoding 292 

question was previewed for 3000msec at the beginning of each of the three lists and then shown 293 

on the screen below each word in 16-point font on each trial. After each of the three study lists, 294 

participants were required to open the testing room door and ask for further instructions from the 295 

experimenter.  296 

The study lists included 60 target words studied with High Variability, defined as one 297 

presentation on either List A or B (using the same or similar encoding questions) and one 298 

presentation on List C (using a unique encoding question. An additional 60 target words were 299 

studied with Low Variability, defined as one presentation on List A and one presentation on List 300 

B. Finally, 35 target words were repeated within the Same Context (both presentations within the 301 

same list). An additional 35 filler words (not repeated) were included in order to create equal list 302 

lengths (115 trials per list, see Figure 1).  303 

 Immediately following the 3 study lists, participants were given written test instructions 304 

which were reviewed orally by the experimenter. They were told that they would see words from 305 

all 3 study lists along with new words that had not been studied. Participants were asked to use 306 

the “j” key to indicate that the word had previously been studied in the experiment (Old) and the 307 

“k” key to indicate that the word had not been previously seen in the experiment (New). If the 308 

item was recognized as Old, participants were then asked to indicate one or more study lists on 309 
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which the item had been viewed (labeled as study list 1, 2, or 3 according to the order of 310 

presentation). They were told to press “Don’t Know” if they could not remember the list or lists 311 

on which the item had been seen. These source memory judgments were collected for 312 

exploratory analyses but are not described or analyzed in this manuscript. It’s important to note 313 

that the difficulty of the source memory judgment varied across the High Variability, Low 314 

Variability, and Same Context conditions in this experiment and therefore cannot be compared in 315 

the same way as item memory. 316 

 Once the instructions were provided, all test items were presented in a single list. 317 

Participants were provided a maximum of 10 seconds to respond to each word, ending when an 318 

appropriate key was pressed, with an additional 10 seconds to make source judgments after an 319 

old judgment. The next word prompt appeared after a 500msec fixation screen. The test items 320 

included all 190 previously studied items (35 of which were filler items) as well as 190 new 321 

items drawn randomly from the same set of words described above. Upon completion of the test 322 

list, participants were debriefed as to the study purpose. 323 

Results & Discussion 324 

 The primary dependent measure in this study was the hit rate (proportion of old items 325 

correctly recognized as old). False alarms did not vary with the manipulation of context 326 

variability and therefore differences in d' would be driven exclusively by the hit rate. We did 327 

calculate overall false alarms and d' in order to identify any participants whose memory 328 

performance was low. The average proportion of false alarms for question sets 1 through 4 was 329 

0.10, 0.11, 0.13, and 0.09, respectively. A one-way between-subjects ANOVA indicated there 330 

were no significant differences among the false alarm rates for the question sets, F(3,42) = 0.72, 331 

p = 0.55, ƞ2= 0.05. Overall accuracy was high across all participants in Experiment 1 with mean 332 
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d' (standard deviation in parentheses) for question sets 1 through 4 of 2.71 (0.36), 2.39 (0.48), 333 

2.26 (0.56), and 2.50 (0.38), respectively. All participants’ d' scores were within three standard 334 

deviations of the mean for their question set. 335 

Figure 2 shows the proportion of hits for each context variability condition within each 336 

encoding question set. A 3x4 repeated measures ANOVA (3-level within-subjects factor of 337 

context variability and 4-level between-subjects factor of encoding question set), revealed a main 338 

effect of context variability, F(2, 84)=31.59, p < 0.001, ƞp2 = 0.43, but no main effect of encoding 339 

question set, F(3, 42)=1.68, p = 0.19, ƞp2 = 0.11, and no interaction between context variability 340 

and encoding question set, F(6, 84) = 0.58, p = 0.75, ƞp2 = .04. We note that sample size for this 341 

experiment was chosen arbitrarily rather than via a priori power analysis and that the study may 342 

have been underpowered. Therefore, we will not interpret any null effects from Experiment 1.  343 

Follow-up paired-samples t-tests revealed that the main effect of context variability was 344 

driven by significant differences between all 3 conditions (effect sizes are reported as Cohen’s 345 

d): High Variability vs. Low Variability t(45) =4.39, p < 0.001, d = 0.65, High Variability vs. 346 

Same Context t(45)=8.70, p < 0.001, d = 1.28, Low Variability vs. Same Context t(45)=3.60, p = 347 

0.001, d=0.53. We conclude from these results that experimentally-induced variability in 348 

encoding contexts improves recognition memory for items, however differences in repetition 349 

spacing may have contributed to this finding. The effect of context variability was robust to the 350 

particular questions used as markers of context.  351 

 Importantly, Exp. 1 did not address the issue of repetition spacing. Although spacing for 352 

High Variability and Low Variability items was equated at the block level across participants 353 

(due to list order counterbalancing), repetitions were spaced more closely in the Same Context 354 

condition than either the High or Low Variability conditions. There is some evidence that 355 



VARIATION IN ENCODING CONTEXT BENEFITS ITEM MEMORY 17 
 

spacing alone cannot explain the findings in Experiment 1 because the effect of context 356 

variability was significant for the difference between High Variability and Low Variability, 357 

when spacing was equivalent.  However, given the robust nature of the spacing effect and the 358 

proposal that context variability may be a partial mechanism by which the spacing effect occurs 359 

(see Lohnas et al., 2011), we chose to manipulate context variability and repetition spacing 360 

independently in our next study in order to assess the relative contributions of these factors.  361 

Although previous studies have discussed these two effects’ relationship to one another, 362 

we are not aware of any prior studies that have manipulated both factors in a recognition 363 

paradigm. The most similar study used a 2-alternative-forced-choice frequency judgment 364 

paradigm (Greene & Stillwell, 1995), which found a benefit of item-specific encoding variability 365 

(changing paired words) for items repeated back-to-back (massed practice) but not for items that 366 

were repeated after 4 to 7 intervening items. Studies using recall tests have found mixed results, 367 

with multiple studies finding that context variability benefits memory when repetitions are 368 

massed but has no effect when repetitions are sufficiently spaced (Smith & Handy, 2016; 369 

Verkoeijen et al., 2004). Our repetition spacing manipulation in Experiment 2 did not include 370 

massed trials because prior findings are consistent in indicating an context variability benefit for 371 

massed repetitions. 372 

Experiment 2 373 

Method 374 

 Participants. Forty-eight members of the Virginia Tech community, 35 female, 375 

participated in Experiment 2 in exchange for extra credit in psychology courses. The mean 376 

participant age was 19.89, ranging from 18 to 25. All participants’ performance fell within 3 377 

standard deviations of the mean d' score and therefore none were excluded. An a-priori power 378 
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analysis based on Experiment 1 indicated that a sample size of 30 participants would provide 379 

96% power to detect a similar context variability effect. However, we elected to increase the 380 

sample size because we expected that controlling repetition spacing would decrease the size of 381 

the context variability effect found in Experiment 1.  382 

Design and Materials. Experiment 2 used a 3x5 within-subjects design with the factors 383 

context variability (High Variability, Low Variability, and Same Context) and repetition spacing 384 

(0, 1, 2, 3, or 4 blocks of 12 trials intervening between each item repetition). It should be noted 385 

that 0 block spacing is not equivalent to massed practice because item order was randomized 386 

within each 12-trial block. Therefore, the likelihood that a word would appear on two successive 387 

trials was low.  388 

The study lists were created via custom Matlab scripts using the design shown in Figure 389 

3. We counterbalanced condition the order of the 6 study lists (72 trials per list) across subjects. 390 

Each list was composed of 6 blocks of 12 trials. The 12-trial blocks included 6 words from 2 391 

different conditions, all of which were studied with the same encoding question during that 392 

block. Words were presented in randomized order within a block. Words in the 0-block spacing 393 

condition were studied within back-to-back sets of 12 trials. This block-based spacing 394 

manipulation combined with randomly ordered items within each block allowed for words in the 395 

0-block spacing condition to occasionally be studied on neighboring trials or with as many as 22 396 

trials intervening. The average number of trials intervening between items in the 0-block spacing 397 

condition was 11. Spacing with 11 intervening trials is often considered moderate or long 398 

spacing in experiments that investigate the spacing effect. 399 

Due to the complexity of independently controlling spacing and temporally blocked 400 

context variability, the 4-block spacing condition had fewer trials (6 per variability condition) 401 
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than the other spacing conditions (12 per variability condition). Due to a programming error, 402 

participants studied 6 items in the Same Context 0-block spacing condition and 18 items in the 403 

Same Context 1-block spacing condition. All results below are reported as proportions of the 404 

total number of words studied in that condition. 405 

Context variability was manipulated using 4 encoding questions which formed 2 sets of 406 

similar questions. One set referred to the edibility of the object being studied: “Would this item 407 

be poisonous if eaten?” and “Could you use this item as a cooking ingredient?”. The other set 408 

referred to the size of the object being studied: “Could you carry this item in your backpack?” 409 

and “Would this item fit in a shoebox?”. Items in the High Variability condition were studied 410 

once with a question from the edibility set and once with a question from the size set. Thus, 411 

participants assessed High Variability items along two different dimensions. Items in the Low 412 

Variability condition were studied once with each of the two questions from the edibility set or 413 

once with each of the two questions from the size set. Thus, participants assessed Low 414 

Variability items along a single dimension but from two different perspectives. Items in the 415 

Same Context condition were studied twice with an identical question. The specific questions 416 

assigned to conditions were randomized across participants.  417 

Each of 162 target words was studied twice. Those 324 study trials were accompanied by 418 

108 filler words used to induce the required spacing between the target item repetitions. Filler 419 

words were studied only once and were not tested. The test list consisted of 162 target words and 420 

162 words that were not viewed in the experiment. All words were randomly selected for each 421 

participant from the list of 792 words used in Exp. 1. 422 

Procedure. Exp. 2 used the same procedures described for Exp. 1 with the following 423 

exceptions. There were 6 distinct study lists. The encoding question was previewed at the 424 
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beginning of each 12-trial block rather than at the beginning of each list. After each old 425 

judgment, participants were asked to identify the study question or questions that had been 426 

presented with the word. The 4 possible questions were presented along with a “Don’t Know” 427 

option as described in Experiment 1. As in Experiment 1, these source memory judgments were 428 

collected for exploratory analyses but are not described or analyzed in this manuscript because 429 

the difficulty of the source memory judgment varied across the High Variability, Low 430 

Variability, and Same Context conditions. 431 

Results & Discussion 432 

 Although the primary dependent measure in this study was the proportion of hit 433 

responses, we calculated overall false alarms and d' in order to identify any participants whose 434 

memory performance was low. The mean proportion of false alarms was 0.08 (SD = 0.07), the 435 

mean proportion of hits was 0.82 (SD = 0.11), and the mean d' score was 2.55 (SD = 0.65).  436 

Figure 4 shows the proportion of hits for each context variability condition within each 437 

spacing condition. A 3x5 repeated measures ANOVA revealed a main effect of context 438 

variability, F(2, 94)=10.83, p < 0.001, ƞp2 = 0.19, a trend toward a main effect of repetition 439 

spacing, F(4, 188)=2.19, p = 0.07, ƞp2 = 0.05, and no interaction between context variability and 440 

repetition spacing, F(8, 376) = 0.57, p = 0.80, ƞp2 = 0.01.  441 

Follow-up paired-samples t-tests (with effect sizes reported as Cohen’s d) revealed that 442 

the main effect of context variability was driven by a significantly lower proportion of hits in the 443 

Same Context condition (M = 0.82) than in either the High Variability or Low Variability 444 

conditions, t(47)=4.06, p<0.001, d=0.59 and t(47)=3.51, p<0.001, d=0.51, respectively. There 445 

was no difference between the proportion of hits in the High Variability (M = 0.86) and Low 446 

Variability (M =0.86) conditions, t(47)=0.25, p=0.81, d=0.04.   447 
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Given the robust nature of repetition spacing effects in episodic memory (Cepeda et al., 448 

2006), we were surprised that the main effect of spacing was not significant. In examining Figure 449 

4, there appears to be a linear increase in accuracy with spacing for the Same Context condition, 450 

with the exception of the 4-block spacing condition. Given the comparatively small number of 451 

trials in the 4-block spacing condition (6 per context variability condition) relative to the other 452 

spacing conditions (12 per context variability condition), we examined the hit rate standard 453 

deviations across all conditions. As speculated, the 4-block spacing condition demonstrated the 454 

highest standard deviation compared to the other spacing conditions within each variability 455 

condition. We created an exploratory visualization of the data in which we dropped the 4-block 456 

spacing condition and divided the remaining 4 spacing conditions (0-, 1-, 2-, and 3-block 457 

spacing) into two levels: close spacing (0- and 1-block spacing) and far spacing (2- and 3-block 458 

spacing). The resulting pattern is shown in Figure 5 and suggests that the Same Context, close 459 

spacing condition has a lower hit rate than any other condition. We interpret this as indicating 460 

that variability might be achieved by manipulating the encoding questions (whether via a 461 

minimal change in perspective, in the Low Variability condition, or a larger change in the 462 

dimension of analysis, in the High Variability condition) or by long temporal spacing (2- or 3-463 

block spacing). However, combining these two factors did not produce a performance benefit 464 

beyond the effect of one or the other alone. 465 

This exploratory visualization is consistent with prior claims that context variability is a 466 

mechanism that contributes to the spacing effect (e.g. Delaney et al., 2010; Lohnas et al., 2011). 467 

However, for the purposes of the current study, the most important finding is that manipulated 468 

context variability improves item recognition memory even when spacing is carefully controlled. 469 

Experiment 3 tested our primary hypothesis regarding the mechanism by which context 470 
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variability might benefit item memory: increasing the set of encoded cues and therefore 471 

increasing the likelihood of encoding-retrieval match. 472 

Experiment 3 473 

If encoding-retrieval match is a more important factor in memory than context variability, 474 

then matching encoding processing during all study exposures to the upcoming retrieval 475 

processing should produce better memory than matching only one study exposure’s processing. 476 

Perhaps a student who is told the exact nature of the test questions they will receive should study 477 

by practicing that question format repeatedly without any variation. An alternative possibility is 478 

that variability has benefits beyond encoding-retrieval match, such that at least one exposure to 479 

the test processing (achieving a match) combined with additional variability in processing is 480 

more beneficial than repeated practice of the matching retrieval processing. That is, perhaps the 481 

student should study the exact nature of the test question at least once, but also study the 482 

information in a variety of other ways. Experiment 3 examines the effects of context variability 483 

on retrieval success, both in the presence and absence of encoding-retrieval context match. 484 

Method 485 

 Participants. Data were collected from 70 Virginia Tech students, recruited through the 486 

Department of Psychology’s research participant pool and from the broader Virginia Tech 487 

community. Of the 70 participants, 5 were excluded from all analyses, for a final sample size of 488 

N = 65. One was excluded due to a computer error that did not allow them to complete the test 489 

phase, while four others were excluded due to d′ scores below zero in at least one cell of the 490 

design. Participants received either extra credit in one of their Psychology courses or $20 as 491 

compensation for their time. A minimum sample size of 30 participants was determined by an a 492 

priori power analysis (based on the main effect of context found in Experiment 2, 30 participants 493 
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provides 96% power to detect an effect of the same size). We elected to double that sample size, 494 

for a target of 60 participants, given that an interaction between context variability and encoding-495 

retrieval match might be smaller than the main effect of context variability. 496 

 Design & Materials. The experiment used a 3 X 2 factorial design with level of 497 

encoding context variability (High Variability, Low Variability, and Same Context)) and 498 

retrieval context (Match to the encoding context and Non-match to the encoding context) as the 499 

variables of interest. Participants were assigned to one of six counterbalancing schemes to 500 

account for differences in condition order. In addition to controlling repetition spacing across 501 

conditions, Experiment 3 controlled for cue specificity/cue overload (Watkins & Watkins, 1975).  502 

We controlled cue specificity by presenting every encoding question with an equal number of 503 

target words on an equal number of trials. Study and test lists were created via custom Matlab 504 

scripts. 505 

Word lists for each participant were composed of 360 nouns, four to nine letters each, 506 

randomly drawn from a pool of 434 nouns. The word pool was obtained from the SUBTLEXus 507 

corpus (normative measures based on film subtitles in American English) and constrained to a 508 

SUBTLEXus frequency rating range of 0.02 to 292.06 words per million (M = 6.81) (Brysbaert 509 

& New, 2009). Words in the pool were selected for high concreteness ratings, with a range of 510 

4.59-5 (M = 4.86, based on a scale of 1 = abstract/language-based to 5 = concrete/experience-511 

based) (Brysbaert et al., 2014). Words also had a minimum prevalence value of 2.00 (a z-scored 512 

measure of the proportion of people who profess to ‘know’ a word) based on word prevalence 513 

norms from Brysbaert, Mandera, McCormick, and Keuleers (2019). 514 

 Of the 360 selected words, half were used as study words and the other half as lure words 515 

(randomly selected for each participant). Study words were randomly assigned to either the 516 
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matching (90 words total) or non-matching retrieval context condition (90 words). These sets 517 

were then further subdivided into thirds, with 30 words randomly assigned to the High 518 

Variability, Low Variability, and Same Context conditions for each participant. The study phase 519 

included 180 study words, presented three times each, for a total of 540 study trials. The test 520 

phase included 360 words, with each of the study and lure words presented once in a random 521 

order. 522 

 A schematic of the experiment design is shown in Figure 6. Each of the six semantic 523 

encoding questions used to manipulate context variability required the participant to think of the 524 

item in a specific physical or relational context (i.e. Is this item all one color?; If you were 525 

stranded on a deserted island, would this item be useful?; Can this item be frozen in a freezer?; 526 

Could you carry this item on your back?; Have you been near this item recently?; Would it hurt 527 

if this item fell on your foot?). Three questions were randomly chosen for each participant to 528 

appear during encoding. High Variability items were presented once with each of these three 529 

encoding questions. Low Variability items were presented twice with one of the three encoding 530 

questions and once with a different encoding question. Same Context items were presented three 531 

times with the same encoding question.  532 

All conditions averaged 15 intervening items between each encoding repetition, 533 

comparable to the 0-block spacing condition in Experiment 2 but with 3 study exposures per 534 

item rather than 2. This spacing control induced differences in delay between the last study 535 

exposure and the beginning of the test trials across conditions. These differences in delay were 536 

controlled by counterbalancing condition order across participants.  537 

During the test trials, all words were first shown with a yes/no semantic question and then 538 

participants were asked whether they recognized the word from the study phase (old/new 539 
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judgment). The yes/no semantic question for items in the Match retrieval context condition was 540 

always one of the questions that had previously been asked about that item during encoding. In 541 

the High Variability/Match condition, the yes/no question used at retrieval was randomly 542 

selected from the three encoding contexts. In the Same Context/Match condition, items were 543 

tested with the encoding context that was viewed during all three study exposures. Selection of 544 

the yes/no question shown at retrieval for the Low Variability/Match condition involved two 545 

additional factors because all Low Variability items were studied with one repeated question and 546 

one non-repeated question (for three study exposures). Half of the participants, according to their 547 

counterbalancing scheme, initially saw Low Variability items twice with question “A” and then a 548 

third time with question “B” (Low Variability/Match, A-A-B order). The other half of the 549 

participants initially saw Low Variability items once with question “A” and then the second and 550 

third times with question “B” (Low Variability/Match, A-B-B order). For all participants, half of 551 

the Low Variability/Match items were tested with reinstatement of the twice-studied context and 552 

half with reinstatement of the once-studied context. That is, half of all Low Variability/Match 553 

items for each participant were tested with question “A” and half with question “B”. We note 554 

that the design of the Low Variability/Match condition retrieval contexts was chosen to balance 555 

the relevance of all three encoding exposures within and across participants rather than to test 556 

differences in repetition number and order (due to limited trial numbers).  557 

Items in the Non-match retrieval context condition were presented with one of the three 558 

remaining context questions (not seen during the encoding phase of the experiment). Both lure 559 

and study items were tested equally often with the three questions viewed during encoding or the 560 

three novel questions. In contrast to Experiments 1 and 2, participants were not asked to retrieve 561 

information about the encoding context during the test. 562 
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 Procedure. At the beginning of the experiment, participants were briefed on the general 563 

nature of the experiment and given the instructions for the study phase. They were informed that 564 

their task was to study concrete nouns by responding either “yes” or “no” to a question appearing 565 

with each word. Participants were informed that some words would be repeated. They were 566 

asked not to attempt to memorize the words with any specific strategy, but to simply answer the 567 

questions that appeared on screen.  568 

 The study phase was divided into sections according to the encoding question being 569 

answered for all items within that section. At the beginning of each section, participants saw an 570 

encoding question preview for 5 seconds. Each subsequent trial began with a 500 ms fixation 571 

cross, followed by a word in the center of the black screen for 1500 ms, with the encoding 572 

question shown directly above the word. The response options (“J = Yes” and “K = No”) 573 

appeared directly below the word. At the end of each block, a message on screen instructed 574 

participants to notify the experimenter that they were finished with the study list.  575 

The test instructions specified that participants would see a mix of studied words and 576 

unstudied words along with some familiar yes/no questions and some novel yes/no questions. 577 

For each word, they were asked to first answer “yes” or “no” to the question on the screen and 578 

then to indicate whether they had previously seen the word in the experiment. Immediately after 579 

answering the encoding question, a new screen appeared displaying the same test word with the 580 

question “Did you study this word before?” above it and the response options (“Yes” or “No”) 581 

below it. Participants had a maximum of 10 seconds to respond to each of the yes/no and 582 

recognition questions before continuing to the next trial.  583 

Results & Discussion 584 
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 As in Experiments 1 and 2, the primary dependent measure was the proportion of hits. 585 

We calculated overall false alarms and d′ scores in order to assess memory performance for each 586 

participant. Participants who had a d′ score below zero in any condition were excluded from all 587 

subsequent analyses. The mean overall proportion of hits among in the final dataset was 0.88 and 588 

the mean overall proportion of false alarms was 0.14. The mean d′ was 3.05. 589 

A repeated measures analysis of variance (ANOVA) was conducted on the proportion 590 

hits. We hypothesized that context variability and encoding-retrieval match would each benefit 591 

item recognition. We also predicted that context variability would benefit performance above 592 

and beyond the benefits conveyed by encoding-retrieval match. Thus, we expected a significant 593 

interaction effect between context variability and context-match. To specifically test for this third 594 

hypothesis, even in the absence of a significant interaction, planned comparisons were conducted 595 

via paired-samples t-test to examine mean differences between the Low Variability/Match and 596 

High Variability/Match conditions, as well as the Low Variability/Non-match and High 597 

Variability/Non-match conditions.  598 

The ANOVA revealed the predicted significant main effects of context variability, F(2, 599 

128) = 7.00, p = 0.001, ƞp2 = 0.10, and context match F(1, 64) = 4.75, p = 0.03, ƞp2 = 0.07. The 600 

overall pattern of hit rates is seen in Table 2 and Figure 7. The ANOVA did not reveal a 601 

significant interaction effect F(2, 128) = 1.10, p = 0.34, ƞp2 = 0.02, suggesting  that the effects of 602 

both context variability and transfer appropriate processing on item recognition are independent 603 

of one another, contrary to our predictions. Results from the planned paired-samples t-tests 604 

revealed no significant difference between the Low Variability/Match (M = 87.8%) and High 605 

Variability/Match (M = 89.5%) conditions, t(64) = -1.851, p = 0.07, d = 0.23, but they did reveal 606 

a significant difference between the Low Variability/Non-match (M = 85.4%) and High 607 
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Variability/Non-match (M = 89.1%) conditions, t(64) = -3.625, p < 0.001, d = 0.45. Therefore, 608 

the results with respect to the interaction between context variability and encoding-retrieval 609 

match are unclear. As demonstrated by the planned comparisons, there was no statistical 610 

evidence that variability benefitted memory in the matching context conditions; yet, there was a 611 

main effect of variability that was not modified by an interaction with encoding-retrieval match.  612 

In spite of the lack of immediate clarity that can be gleaned from these results, there is 613 

some room for more conclusive interpretation when considering the expectations put forth by a 614 

strict interpretation of encoding specificity or transfer appropriate processing. If encoding-615 

retrieval match is the key factor in recognition success, then encoding an item multiple times 616 

within a context that matches the retrieval context (as in the Low Variability/Match condition) 617 

should allow for better memory performance than encoding an item in multiple different contexts 618 

with only one of those contexts matching the retrieval context (as in the High Variability/Match 619 

condition). Yet, our results show no significant difference between the Low Variability/Match 620 

and High Variability/Match conditions.  621 

Experiment 4 622 

Ceiling effects may have had an influence on our findings in Experiment 3. Therefore, we 623 

ran a new study to replicate Experiment 3 with a delay of 24 hours between the study and test 624 

phases of the experiment. We also added a manipulation check during the encoding phase in 625 

order to assess the degree to which participants were cooperating with the instructions and 626 

therefore being exposed to the context variability manipulation. We preregistered this replication 627 

study on Open Science Framework prior to beginning data collection 628 

(https://doi.org/10.17605/OSF.IO/SU4DB). 629 

Method 630 
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Participants. The target sample size was set based on a GPower 3.1.92 analysis of the 631 

effect size for the non-significant interaction term from the Experiment 3 repeated-measures 632 

ANOVA. In order to achieve 80% power to detect an effect of the same size, a minimum sample 633 

size of 76 was required. Due to the six counterbalancing schemes for condition presentation 634 

order, we increased the target sample size to 78 (a multiple of 6).  635 

Participants were recruited through online newsletter advertisements to the Virginia Tech 636 

community. We did not exclude participants based on English-language acquisition age or 637 

experience, relying on the manipulation check to identify participants who were unable to read 638 

the encoding questions and words quickly enough to make accurate responses. Participants 639 

received monetary compensation for their time. Data were collected from a total of 101 640 

participants. The average age of the participants was 26, with a maximum age of 42 and a 641 

minimum age of 19. Self-reported participant gender was distributed as follows: 50 men, 51 642 

women, and 0 non-binary participants. Self-reported participant race/ethnicity was distributed as 643 

follows: 3% African, 20% Asian, 1% Black, 5% Caucasian, 1% European, 1% Eastern 644 

European, 2% Latinx, 2% Hispanic, 5% Middle Eastern, 21% South Asian, 1% North African, 645 

23% White, and 15% selecting multiple descriptors. 646 

As reported in the project’s preregistration, we set criteria for excluding participants 647 

using the manipulation check items during encoding (and overall performance), making 648 

exclusion decisions prior to calculating participant means in the conditions of interest. Exclusion 649 

criteria are described below after the manipulation check design is explained. Of the 101 650 

participants, 20 were excluded for failing the manipulation check and 3 were excluded due to 651 

performance on the memory test (d' more than 3 standard deviations below the mean, 0.56 or 652 

below), for a final sample size of N = 78. 653 
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Design & Materials. The design and materials were identical to those of Experiment 3 654 

with two exceptions. First, a delay of approximately 24 hours, with some variability due to 655 

scheduling, was instituted between the encoding trials and the retrieval trials. The average delay 656 

was 23.81 hours, with a minimum delay of 21.67 hours and a maximum delay of 26.85 hours. 657 

Second, we added trials to each encoding block that served as a manipulation check. The 658 

key manipulation in the experiment is the nature of the encoding question presented on each trial, 659 

however the questions are answered based on personal opinions rather than having a clear correct 660 

or incorrect answer. Therefore, we have not previously examined responses to the encoding 661 

questions. In Experiment 4, in an effort to ensure that participants were attending to the encoding 662 

question and answering it in relation to the item being presented, we selected two words for each 663 

encoding question that we judged as having a clear correct answer to that question. One word 664 

was chosen because it should lead to a “no” answer and the other because it should lead to a 665 

“yes” answer for each encoding question. The questions and manipulation check words were: “Is 666 

this item all one color?”, storybook (no) and ketchup (yes), “If you were stranded on a deserted 667 

island, would this item be useful?”, quicksand (no) and campfire (yes), “Can this item be frozen 668 

in a freezer?”, sofa (no) and juice (yes), “Could you carry this item on your back?”, volcano (no) 669 

and backpack (yes), “Have you been near this item recently?”, baboon (no) and sidewalk (yes), 670 

“Would it hurt if this item fell on your foot?”, yarn (no) and yacht (yes). None of the 671 

manipulation check items were shown during the memory test.  672 

Both manipulation check items (“no” and “yes”) were shown once in each encoding 673 

block for their relevant question. Therefore, depending on the 3 questions that were randomly 674 

selected to appear during encoding for each participant, some manipulation check items were not 675 

shown at all while others were shown either twice or three times. Prior to reviewing any data 676 



VARIATION IN ENCODING CONTEXT BENEFITS ITEM MEMORY 31 
 

from the conditions of interest, we examined responses to the manipulation check trials during 677 

encoding. We excluded from further analysis any participants whose encoding responses on the 678 

manipulation check trials met any of the following criteria: 2 or more skipped items (out of 14 679 

total manipulation check items), 2 or more responses that were inconsistent across repetition of 680 

the same question/item pair (i.e. answering “yes” to the question/item pair on one trial and “no” 681 

to the same question/item pair on another trial), and 7 or more responses that we deemed 682 

incorrect (regardless of consistency across blocks). Of the 20 participants excluded due to the 683 

manipulation check, 11 were excluded due to skipping responses, 6 were excluded due to 684 

inconsistent responses across blocks, and 3 were excluded due to incorrect responses.  685 

Procedure. Other than the addition of 14 un-tested manipulation check items during the 686 

encoding phase and a 24-hour delay between the encoding phase and retrieval phase, the 687 

procedure was identical to that described in Experiment 3. 688 

Results & Discussion 689 

Once again, hit rate was the primary dependent measure for our conditions of interest. 690 

We calculated a single d' score, across all trials, in order to exclude participants with low 691 

accuracy. The average d' of the 78 participants was 2.05, with a standard deviation of 0.50. This 692 

was substantially lower than the average d' in Experiment 3, which was 3.05, as expected given 693 

the 24-hour delay. The mean proportion of hit responses across all trials was 0.84 (SD = 0.09) 694 

and the mean proportion of false alarm responses was 0.18 (SD = 0.12). We concluded that the 695 

likelihood of compression in the hit rates due to approaching ceiling was lower in Experiment 4 696 

than in Experiment 3 because the difference in the average hit proportions between the 697 

conditions with the highest and lowest values was 0.15 in Experiment 4 as compared to 0.04 in 698 

Experiment 3. The means for each condition are shown in Table 2 and Figure 8. 699 
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We performed a 3 x 2 (context variability x context match) repeated measures ANOVA 700 

on the proportion of hits. We replicated the significant main effects of context variability, 701 

F(2,154) = 42.22, p < 0.001, ƞp2 = 0.35, and context match, F(2, 77) = 137.99, p < 0.001, ƞp2 = 702 

0.64, that we found in Experiment 3. The effect sizes were substantially larger than those found 703 

in Experiment 3 (variability ƞp2 = 0.10, context match: ƞp2 = 0.07), which we attribute to the 704 

removal of participants who did not perform the encoding task as instructed (via the new 705 

manipulation check added in Experiment 4) and to the 24-hour delay. As noted above, the added 706 

delay reduced performance overall and increased the range of performance across the highest- 707 

and lowest-performing conditions. 708 

Unlike Experiment 3, we found a significant interaction effect between context variability 709 

and context match, F(2, 154) = 5.49, p = 0.005, ƞp2 = 0.07. The effect size reveals that this is a 710 

small effect in comparison to the two main effects. Follow-up paired comparisons indicated that 711 

all encoding-retrieval match differences were significant when compared within the same level 712 

of context variability (see Table 2 for condition means and standard deviations). We next 713 

compared the Cohen’s d effect sizes for each t-test in order to interpret the interaction. The 714 

largest effect size occurred for the comparison between Same Context items tested in Match 715 

contexts compared to those tested in Non-match contexts, t(77) = 9.10, p < 0.001, d = 1.03. The 716 

effect sizes of differences due to encoding-retrieval match for Low Variability items (t(77) = 717 

6.03, p < 0.001, d = 0.68) and High Variability items (t(77) = 5.52, p < 0.001, d = 0.63) were 718 

substantially smaller. Therefore, the benefit of encoding-retrieval match is greater when there is 719 

less variability across encoding episodes.  720 

It should be noted that a larger benefit for encoding-retrieval match in the Low 721 

Variability condition does not indicate that low encoding variability is preferable when the 722 
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encoding and retrieval contexts match. Instead, Experiment 4 replicated a key finding from 723 

Experiment 3, that multiple repetitions of the encoding context that would later be matched 724 

during retrieval (Low Variability/Match M = 0.84) produced poorer performance than a single 725 

repetition of the encoding context that would later be matched during retrieval in combination 726 

with additional non-matching encoding contexts (High Variability/Match, M = 0.90, t(77) = 5.62, 727 

p < 0.001, d = 0.64). This indicates that a strict interpretation of the encoding-retrieval match 728 

benefit, which would predict the opposite relationship, is not supported.  729 

A key question of interest is whether increasing context variability benefits item memory 730 

because it increases the set of cues during encoding that will potentially be useful during 731 

retrieval. If the retrieval context is unknown or arbitrary, as in the Non-match condition, a wider 732 

variety of encoded cues might increase the likelihood that one of those cues will be reinstated 733 

during retrieval. If so, we might expect that high encoding variability would compensate for the 734 

lack of an explicit encoding-retrieval match. Indeed, the High Variability/Non-match condition 735 

(M = 0.86) produced approximately the same level of item memory as did the Low 736 

Variability/Match condition (M = 0.84, t(77) = 1.04, p = 0.30).  737 

All differences in context variability were significant when compared within an 738 

encoding-retrieval match condition. The Same Context vs. Low Variability comparisons were 739 

significant both when retrieval context matched (t(77) = 3.05, p < 0.005, d = 0.35) and when 740 

retrieval context did not match (t(77) = 5.13, p < 0.001, d = 0.58). The Low Variability vs. High 741 

Variability comparisons were also significant for both matching encoding-retrieval contexts 742 

(t(77) = 2.49, p < 0.05, d = 0.28) and non-matching contexts (t(77) = 3.76, p < 0.001, d = 0.43). 743 

The overall effect of variability was smaller within the Match condition (High Variability/Match 744 

vs. Same Context/Match, t(77) = 5.62, p < 0.001, d = 0.64) than within the non-match condition 745 
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(High Variability/Non-Match vs Same Context/Non-Match, t(77) = 8.45, p < 0.001, d = 0.96). 746 

Thus, the benefit of context variability is greater when the encoding and retrieval contexts do not 747 

match but there is an additional benefit for variability even when the encoding and retrieval 748 

contexts do match. This may indicate that context variability has an additional mechanism to 749 

benefit item recognition beyond increasing the likelihood of an encoding-retrieval match.  750 

In order to examine this potential additional mechanism, we conducted an exploratory 751 

analysis of the Low Variability/Match condition items based on the encoding features of the 752 

matching retrieval context that was presented. It should be noted that each comparison includes 753 

only 15 test trials per participant. The analysis indicated that there was a small numerical benefit 754 

for reinstatement of the twice-studied context (M = 0.89) over the once-studied context (M = 755 

0.86) but that the difference was not statistically significant (F(1, 76) = 3.34, p = 0.07, ƞp2 = 756 

0.04). In addition, the overall effect of counterbalancing scheme (and therefore encoding order) 757 

on the Low Variability/Match items was not significant (F(1, 76) = 0.86, p = 0.36, ƞp2 = 0.01). 758 

Finally, we compared whether reinstatement of the most recent encoding question for a Low 759 

Variability/Match item (recent reinstatement, M = 0.87) or an earlier encoding question (early 760 

reinstatement, M = 0.89) is more beneficial. The interaction between twice-studied or once-761 

studied context reinstatement and A-A-B encoding order or A-B-B encoding order was not 762 

statistically significant (F(1, 76) = 0.92, p = 0.34, ƞp2 = 0.01). We note that the current study was 763 

not specifically designed to test these differences and therefore these findings should be 764 

considered preliminary rather than conclusive. 765 

General Discussion 766 

 The current study investigated whether encoding variability/context variability is a robust 767 

strategy for increasing recognition success. The four experiments reported here consistently 768 
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demonstrated that increasing context variability during encoding, which was achieved by 769 

increasing the range of encoding questions used to study each item, improved recognition 770 

memory for the studied item. As reviewed in the introduction, this finding is somewhat at odds 771 

with prior findings using free recall paradigms. 772 

For example,  Zawadzka and colleagues (2021) found that increasing context variability 773 

during encoding did not improve free recall performance although it did improve cued recall 774 

performance when semantic cues were used. The authors concluded (Zawadzka et al., 2021, p. 775 

1), “encoding variability promoted via different orienting tasks…fosters more elaborate encoding 776 

of semantic features. This augmented semantic component benefits memory performance only 777 

when a memory test is utilized that taps predominantly semantic features of memory 778 

representations, minimizing the role of contextual and relational factors.” They link this finding 779 

to Glenberg’s (1979) component-levels theory which argues that memory tests of differing types 780 

can rely on distinct components of the memory representation. We agree that it is likely a 781 

difference between the requirements of free recall tests and recognition tests that drives the 782 

differences in findings. Although our context variability manipulation is conceptually similar to 783 

those that have not produced a memory benefit for free recall tasks, we found consistent benefits 784 

to item recognition using that manipulation.  785 

We found that the benefits of context variability for recognition occurred even when 786 

repetition spacing was carefully controlled, in Experiments 2, 3, and 4, and when source memory 787 

judgments were not collected, in Experiments 3 and 4. This differs from the only prior study in 788 

the literature that manipulated context variability, controlled repetition spacing, and measured 789 

item recognition (Zhang & Hupbach, 2023), which found a benefit of context variability only 790 

when source judgments were collected. The authors proposed that repetition during encoding 791 
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encourages participants to rely on familiarity, rather than recollection, during retrieval. They 792 

further suggested that if encoding variability’s benefit to recognition performance is driven by 793 

recollection, then that benefit would only be observed when participants are explicitly asked to 794 

search for recollective evidence during retrieval. However, our findings are not consistent with 795 

this conclusion because they indicate that benefits of context variability can be detected even 796 

when source judgments are not collected. Although we asked participants to report the study list 797 

for each remembered item in Experiments 1 and 2, we only asked for item recognition judgments 798 

in Experiments 3 and 4. Our results do not rule out the possibility that context variability 799 

primarily benefits recollection (and therefore context retrieval) because task characteristics other 800 

than retrieval instructions might have driven participants to rely on recollection to a greater 801 

degree in our study than in Zhang and Hupbach’s study. 802 

Zhang and Hupbach (2023) proposed a second possible explanation for the differences in 803 

their findings across experiments: that ceiling effects may have played a role in their results. The 804 

results from Experiments 3 and 4 in the current study support that proposal. When we 805 

implemented a 24-hour delay between encoding and retrieval to reduce overall recognition 806 

performance, we found substantially larger context variability benefits than when we used an 807 

immediate test procedure. Further support comes from the behavioral findings in a recent study 808 

from our lab (Lim et al., 2023) which found a robust item memory benefit for variable context 809 

encoding (Cohen’s d = 0.67) when participants were tested after a multi-day delay. Future 810 

studies should keep in mind that repeated encoding trials often push immediate recognition 811 

performance close to ceiling. Therefore, observing a difference in recognition due to context 812 

variability may only be possible when the task is made more difficult in some way. An 813 

alternative possible explanation for the increased effect size when a 24-hour or more delay 814 
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occurs between encoding and retrieval is that a factor introduced during the delay period 815 

increases the benefits of context variability: sleep, consolidation, interference, etc. We cannot 816 

differentiate between these possibilities with the current study. 817 

The role of attention during encoding 818 

We conclude from our data that encoding variability, as implemented via our context 819 

variability manipulation, benefits recognition because it increases the number and variety of 820 

potential retrieval cues for each item. However, an alternative mechanism for the effect is an 821 

overall reduction in attention across repetitions of an item when the same encoding question is 822 

asked repeatedly for that item. Although it is difficult to assess participants’ attention levels 823 

during memory encoding, there are some aspects of the current data set that provide insight into 824 

the role of attention during repeated trials. First, it is important to note that a minimum of 11 825 

trials intervened between repetitions in the experiments reported here. The average repetition 826 

distance in Experiments 3 and 4 was 15 trials. We think this level of repetition spacing makes it 827 

unlikely that participants held the first encoding experience in working memory until the 828 

repetition occurred (therefore minimizing attention applied to the second exposure). 829 

If working memory maintenance of prior items was not possible, we might expect that a 830 

repetition using an identical question could facilitate retrieval of the first encoding experience 831 

from long-term memory (i.e. “reminding”) and allow the participant to report the same response 832 

without further cognitive processing. In contrast, changing the phrasing of a question should 833 

require engagement of attention to formulate an answer even when an item has been processed 834 

previously with a similar question. In Experiment 1, encoding question sets 1 and 2 (see Table 1) 835 

used identical wording in the Low Variability condition but unique wording in the High 836 

Variability condition. Encoding question sets 3 and 4 used unique wording in both the High and 837 
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Low Variability conditions. The overall difference between High Variability and Low Variability 838 

was numerically greater when averaged across question sets 1 and 2 (mean = 0.050) than across 839 

question sets 3 and 4 (mean = 0.032). This lends some support to the idea that identical encoding 840 

question wording reduces attention to the second and following repetitions. However, the current 841 

study was likely underpowered to detect any statistical differences due to question set. Future 842 

studies could intentionally investigate how changes in question wording or other parameters that 843 

modulate attention and reminding affect the context variability benefit for recognition.  844 

Theoretical implications for a benefit of encoding context variability on recognition 845 

The theoretical implications of an overall benefit for context variability on item memory 846 

tested via recognition can be examined via the lens of the encoding specificity principle. This 847 

idea argues that cognitive processing during an event determines what information will be 848 

included in the memory for that event (Tulving & Thomson, 1973). Varying the context by 849 

varying the encoding questions being answered produces more breadth of thought about each 850 

item across repetitions and therefore more breadth of information encoded in each 851 

representation. For example, the word “fish” studied with respect to its usefulness on a deserted 852 

island might provoke thoughts about fish being a nutritious food and about the uses of fish bones 853 

as tools. Repetition of that same item/question pairing might lead to additional thoughts (e.g. the 854 

need for a fishing rod to have a regular food source, lack of cooking resources meaning the fish 855 

would be eaten as sushi, etc.) but those thoughts would likely fall within the narrow range of 856 

ideas related to being stranded on a deserted island. In contrast, if the second and third 857 

presentations of the word “fish” were assigned to different contexts, the range of ideas 858 

considered would be broader (e.g. “Would it hurt if this item fell on your foot?”, many fish are 859 
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not heavy, but they may be slimy or have sharp scales and fins; “Is this item all one color?”, 860 

goldfish are uniformly orange, but betta fish can be multicolored).  861 

Whether the information included in the memory representations formed during encoding 862 

affects eventual retrieval success may depend on the retrieval environment. Experiments 1 and 2 863 

did not specifically implement any of the encoding contexts during retrieval but variety among 864 

those contexts led to greater recognition success. In Experiments 3 and 4 we see that an arbitrary 865 

retrieval context (in the Non-match conditions in those experiments) produced the largest benefit 866 

for context variability. We propose that context variability is beneficial in a non-matching 867 

retrieval context because of the breadth of information encoded. Returning to the example above, 868 

if a participant is asked to recognize the word “fish” from the experiment within a non-matching 869 

context (“Have you been near this item recently?”) more breadth in the information encoded 870 

increases the likelihood that some aspect of that information will be relevant during retrieval. 871 

That is, thinking about one’s most recent physical interaction with fish might call to mind any of 872 

several trains of thought. One might think about a  pet fish (potentially related to the thoughts 873 

that arose when judging the color of fish, goldfish vs. betta), a recent meal in which fish was the 874 

protein source (potentially related to the thoughts that arose about the usefulness of fish on a 875 

deserted island), or an encounter with a fish in a body of water (potentially related to the 876 

thoughts that arose when thinking about slimy or sharp scales and fins). In this example, breadth 877 

of thought across the encoding contexts increases the likelihood that the arbitrary retrieval 878 

context will reinstate some aspect of the encoded representation of “fish”. In comparison, the 879 

repeated encoding context of usefulness on a deserted island is related to only one of these 880 

arbitrary retrieval scenarios. Thus, when the retrieval context does not match an encoding 881 

context, greater breadth of information considered during encoding is likely to be beneficial. 882 
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This is similar to prior studies of “elaboration” as an encoding strategy, in which the explicit goal 883 

is increasing the number of cues created during encoding (Benjamin & Bjork, 2000; Craik & 884 

Tulving, 1975).  885 

However, when the retrieval context explicitly matches an encoding context, the cues 886 

presented during retrieval have the potential to reinstate similar thoughts to those that occurred 887 

during encoding regardless of context variability. Instead, what may differ between consistent 888 

context exposures and variable context exposures during encoding is the strength of the 889 

association between the information reinstated during retrieval and the encoding experience. 890 

Again, returning to the example above, asking whether “fish” is useful on a deserted island just 891 

prior to the recognition judgment is likely to produce thoughts that reinstate information from the 892 

encoding representation in both the Low Variability (where that question was asked during three 893 

study exposures) and High Variability conditions (where that question was asked during one 894 

study exposure). The train of thought: “sure, I could eat it and food will be scarce” might be part 895 

of three separate representations in the Low Variability condition or it might be a recurring (and 896 

therefore strengthened) component of a single representation containing all study experiences 897 

with that item. In comparison, that train of thought would be part of only one representation in 898 

the High Variability condition, with no strengthening beyond a single exposure. Nonetheless, our 899 

data (in both Experiments 3 and 4) do not indicate a “strength” advantage for Same Context 900 

encoding followed by a Match retrieval context as compared to Low Variability or High 901 

Variability encoding.  902 

It is not clear, from an encoding specificity perspective, why additional context 903 

variability beyond an encoding context that matches the retrieval context would benefit item 904 

memory, as seen in Experiment 4. Our results indicated that repetitions in varying contexts 905 
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beyond the eventual retrieval context (High Variability condition) rather than consistently within 906 

the eventual retrieval context (Same Context condition), produced higher recognition accuracy. 907 

This refutes a potential strict interpretation of encoding-retrieval match, which could be viewed 908 

as predicting that Same Context encoding is more beneficial than High Variability encoding 909 

when the repeated context will match the retrieval context. In addition, it suggests that a context 910 

variability benefit to recognition memory has multiple underlying mechanisms (not just 911 

increasing the breadth of cues and therefore the likelihood of encoding-retrieval match). One 912 

possibility is that the additional benefit of context variability beyond encoding-retrieval match is 913 

driven by attention during encoding, as discussed above. 914 

In addition to implications for encoding-retrieval match, the current study may have 915 

implications for theories about how the nature of memory representations for repeated events 916 

might differ from those for novel events. Theorists have argued that increasing list length via 917 

new items has a bigger effect on memory than increasing list length via repetitions of previously 918 

presented items (Murnane & Shiffrin, 1991; Ratcliff et al., 1990). This suggests that repeated 919 

items do not produce traces with the same degree of independence or “newness” as new items. A 920 

wide variety of hypotheses have been proposed to explain how the memory representations or 921 

“traces” of repeated events differ from representations of two unrelated events. 922 

Some theorists explicitly propose that repetitions of an event are accumulated in a single 923 

trace (Hintzman et al., 1973; Sahakyan & Malmberg, 2018) if attentional resources allow the 924 

prior experience to be accessed during the repetition, often termed “reminding” or “study-phase 925 

retrieval”. Hintzman (2010) conducted a series of experiments using judgments of recency which 926 

revealed independent recency judgments across item repetitions. Depending on repetition 927 

spacing, a repeated item might be judged as more recent or less recent, which Hintzman 928 
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explained via a “recursive reminding” hypothesis of repetition. This hypothesis is also supported 929 

by earlier work demonstrating that judgments of spacing are more accurate for related words 930 

than unrelated words, suggesting that the second item calls to mind presentation of the earlier, 931 

highly related item and thus allows the participant to encode the relative familiarity or temporal 932 

judgment as part of the memory of the second item (Hintzman & Block, 1973). In the current 933 

study, reminding of the previous event may be more likely in the Same Context and Low 934 

Variability conditions than in the High Variability condition due to context reinstatement. If so, 935 

future studies might investigate whether judgments of relative temporal distance between 936 

repetitions are more accurate in those conditions. 937 

Models like REM (Retrieving Effectively from Memory; Shiffrin & Steyvers, 1997) 938 

propose that the number of traces created by item repetition is determined by the contextual 939 

similarity across those repetitions. That is, an item repeated in a sufficiently similar circumstance 940 

will result in a single memory trace that includes both experiences but is more detailed and 941 

specific than a memory trace resulting from a single exposure, termed “differentiation”. 942 

However, differentiation of a single trace can be blocked (such that separate traces are encoded) 943 

by manipulating the context of the second presentation. A weakness of this proposal is that the 944 

circumstances under which a single trace will be differentiated vs. multiple traces created are 945 

largely undefined. In the current study, REM might predict that separate traces are more likely to 946 

be created in the High Variability condition than in the Same Context condition. If so, then our 947 

data suggest that creation of multiple distinct memory traces is beneficial for recognition 948 

memory as compared to differentiation/strengthening of a single trace across repetitions. 949 

Other theorists propose that repetitions of an event always produce separate traces. In this 950 

case, the memory representation of a first encoding experience is not changed when the event is 951 
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repeated but that the memory representation of the second encoding experience includes any 952 

information about the first experience that is retrieved during encoding (e.g. Raaijmakers, 2003; 953 

Siegel & Kahana, 2014). The representation of the second presentation might then retain or 954 

emphasize the features that are common among the first and second experience. Competition 955 

trace theory (Yassa & Reagh, 2013) proposes that repeated encoding of an item creates 956 

competition between the representations of each event, with overlapping features across 957 

repetitions more likely to be preserved and features that change across repetitions likely to be 958 

lost. This results in generalization of the representations across contexts to some degree 959 

(sometimes termed “semanticization”, e.g. Nelson & Shiffrin, 2013). Alternatively, the 960 

representation of the second presentation could retain or emphasize the features that are distinct 961 

in each experience. The current study did not investigate context memory performance and 962 

therefore cannot indicate whether context knowledge is more likely to be lost after variable 963 

encoding, however recent work from other labs has investigated this proposal (e.g. Zhang & 964 

Hupbach, 2023). 965 

Conclusions 966 

We propose that the current study refutes prior claims that encoding variability has null 967 

or negative effects on episodic memory. Instead, we found that encoding/context variability 968 

specifically benefits item recognition (in addition to prior research suggesting that variability can 969 

benefit cued recall when semantic cues are used). We found the item memory benefit of 970 

manipulating encoding question variability is consistent across a range of moderate to long 971 

repetition spacing conditions. We proposed that increasing encoding question variability might 972 

increase the number and variety of cues associated with an item, thereby increasing the 973 

likelihood of a match between encoding context and an unpredictable retrieval context. We 974 
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found partial support for that mechanism (in that enforcing an encoding-retrieval context match 975 

reduced the overall benefit of increasing encoding variability). However, we also found that 976 

increasing variability benefited item memory even when that variability did not explicitly 977 

increase the match between encoding and retrieval circumstances. Therefore, we propose that 978 

additional mechanisms by which encoding variability across repetitions benefits item memory 979 

are yet to be identified.   980 
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Table 1. Encoding questions used in between-subjects conditions 1 through 4, specified 1129 

according to List A, B, or C. Lists A and B served as similar contexts to one another whereas 1130 

List C served as a unique context.  1131 

Encoding 
question 

set List A List B List C 

1 Do you find this item to 
be pleasant 

Do you find this item to 
be pleasant 

Would this item fit in a 
shoe box? 

2 Would this item fit in a 
shoe box? 

Would this item fit in a 
shoe box? 

Do you find this item to 
be pleasant 

3 
Could you use this 
item as an ingredient 
when cooking? 

Would this item be 
poisonous if eaten? 

In your opinion, is this 
item beautiful? 

4 In your opinion, is this 
item beautiful? 

Do you think this item 
is unpleasant-looking? 

Could you use this 
item as an ingredient 
when cooking? 

 1132 

 1133 

  1134 
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Table 2. Experiments 3 and 4, mean proportion hits per condition (standard deviation). 1135 

 Experiment 3 Experiment 4 

 Encoding-Retrieval Context Encoding-Retrieval Context 
Context Variability Match Non-match Match Non-match 

High 0.895 (0.104) 0.891 (0.110) 0.904 (0.082) 0.856 (0.104) 
Low 0.887 (0.125) 0.876 (0.113) 0.879 (0.103) 0.815 (0.118) 

Same Context 0.878 (0.112) 0.854 (0.113) 0.844 (0.111) 0.750 (0.131) 
  1136 
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Figure 1. Experiment 1 design and sample trials from encoding question set 3. 1137 

  1138 
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Figure 2. Mean proportion hits in Experiment 1 for the within-subjects manipulation of context 1139 

variability, as demonstrated in each of the between-subjects encoding question set conditions. 1140 

Error bars indicate Cousineau-Morey within-subjects 95% confidence intervals for differences 1141 

due to context variability (Cousineau, 2005; Morey, 2008). 1142 
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Figure 3. Design schematic for Experiment 2. 1144 
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Figure 4. Mean proportion hits in Experiment 2 according to context variability and spacing. 1146 

Spacing labels indicate the number of 12-item blocks intervening between first and second study 1147 

presentations of an item. Error bars indicate Cousineau-Morey within-subjects 95% confidence 1148 

intervals (Cousineau, 2005; Morey, 2008). 1149 
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Figure 5. Exploratory visualization of the spacing data in Experiment 2, excluding the 4-block 1151 

spacing condition and viewing the remaining spacing conditions as “close” vs. “far. Error bars 1152 

indicate Cousineau-Morey within-subjects 95% confidence intervals (Cousineau, 2005; Morey, 1153 

2008). 1154 
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Figure 6. Design schematic for Experiments 3 and 4. 1156 
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Figure 7. Mean proportion hits in Experiment 3 according to context variability and encoding-1159 

retrieval context match. Error bars indicate Cousineau-Morey within-subjects 95% confidence 1160 

intervals (Cousineau, 2005; Morey, 2008). 1161 
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Figure 8. Mean proportion hits in Experiment 4 according to the context variability and 1163 

encoding-retrieval context match. Error bars indicate Cousineau-Morey within-subjects 95% 1164 

confidence intervals (Cousineau, 2005; Morey, 2008). 1165 
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