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ABSTRACT

Ensuring reproducibility in high-performance computing (HPC)
applications is a significant challenge, particularly when nondeter-
ministic execution can lead to untrustworthy results. Traditional
methods that compare final results from multiple runs often fail
because they provide sources of discrepancies only a posteriori
and require substantial resources, making them impractical and
unfeasible. This paper introduces an innovative method to address
this issue by using scalable capture and comparing intermediate
multi-run results. By capitalizing on intermediate checkpoints and
hash-based techniques with user-defined error bounds, our method
identifies divergences early in the execution paths. We employ
Merkle trees for checkpoint data to reduce the I/O overhead asso-
ciated with loading historical data. Our evaluations on the nonde-
terministic HACC cosmology simulation show that our method
effectively captures differences above a predefined error bound
and significantly reduces I/O overhead. Our solution provides a
robust and scalable method for improving reproducibility, ensuring
that scientific applications on HPC systems yield trustworthy and
reliable results.
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1 INTRODUCTION

The increasing complexity of scientific applications and the extreme
heterogeneity they face from all perspectives (different types of
tasks, patterns, accelerators, job scheduling decisions, interleav-
ing and competition for resources, etc.) makes it challenging to
reason about reproducibility [11, 18]. For example, numerous stud-
ies [23, 39, 40] have shown that concurrency in HPC applications
can negatively affect the reproducibility of simulation results. Con-
sequently, prominent HPC publication venues have begun requiring
reproducibility assessments for submitted research [6, 44], and ma-
jor HPC laboratories have increased investments in software tools
aimed at characterizing, quantifying, and managing concurrency
to enhance computational reproducibility [36, 37].

A naive solution that simply compares the end results of two dif-
ferent application runs that start with the same input data does not
enable enough insight. For example, if the end results are different,
then there is no information available about what went wrong and
when this happened during the runtime. Similarly, if there is a sin-
gle valid path to reach the end result (which is often the case of HPC
simulations), then obtaining a correct end result does not guarantee
it was obtained through the valid path that produced correct inter-
mediate results. For example, a study by Stodden and co-workers in
Figure 1 compares the outcomes of two runs of a galaxy formation
simulation using the Enzo adaptive mesh refinement code [8]. In
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Figure 1: Discrepancy between two runs of galaxy formation
simulation using the Enzo adaptive mesh refinement code [8]
due to concurrency. Documented by Stodden et al. in [39].

Run 1, a specific galactic halo (49) formed, whereas in Run 2, it did
not. Thus, it is important to devise scalable techniques that capture
and analyze intermediate results in addition to the end results.

Limitations of State-of-the-Art. In a quest to ensure the re-
producibility of scientific simulations, various strategies have been
developed to either control the execution or examine the outcome
of the simulations. Techniques to control determinism in scien-
tific applications have been proposed to support reproducibility.
For example, a sequential implementation of an application such
that arithmetic operations follow a pre-defined order ensures that
the same result is obtained across multiple runs [5]. However, this
approach requires intimate knowledge of the application and can
introduce additional costs to refactor legacy systems. An alterna-
tive to avoid the computational and storage overhead measures the
statistical significance of the end results using derived quantities
such as the variance and standard deviation [7]. An element-wise
comparison and the computation of a derived quantity have simi-
lar complexities, but statistical analyses involve fewer operations,
reducing computational overhead. However, the lack of detailed
insights into the evolution of the simulation makes it impossible to
identify the root cause of non-determinism in the end results.

This objective requires a complete history of intermediate results
captured during the simulation. This can be done using checkpoint-
ing [14, 19, 26], a technique widely used in scientific applications
for various tasks, e.g., suspend-resume of long-running jobs, re-
silience, fault tolerance, etc., to collect critical data needed to study
reproducibility at runtime. Specifically, the intermediate results can
be captured into a checkpoint history at key moments during the
runtime. State-of-the-art checkpointing techniques use asynchro-
nous multi-level techniques to this end. The principle is to write
the intermediate results into a checkpoint file on node-local storage
such as NVMe, then flush the file in the background to durable
shared storage (e.g., a parallel file system such as Lustre) while the
application continues in the foreground. Unfortunately, state-of-
the-art checkpointing solutions are not optimized to read back the
checkpointing data, which is needed to perform element-wise com-
parisons. This read-intensive pattern may introduce a significant
I/O bottleneck, because the history of checkpoints may grow to
massive sizes (many distributed processes, each of which needs
to capture a large checkpoint frequently during runtime). More-
over, in addition to I/O bottlenecks, the computational overhead of
element-wise comparisons can be significant.
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Problem Formulation. In this paper, we study the problem
of how to compare the history of checkpoints produced during
two runs in order to identify if there are any differences and what
variables were affected. Specifically, given a history of checkpoints
A{ generated by 0 < i < N distributed processes over 0 < j < M
iterations during Run 1, and a corresponding history of checkpoints
B{ during Run 2, we aim to design and implement a runtime that

compares A{ with BlJ. and lists all intermediate data (and the corre-
sponding indices if the data are multi-dimensional) that are different
between two runs. Since most modern scientific applications are
a mix of HPC simulations, ML, and Big Data analytics workloads,
they operate with floating-point values. Hence, we assume the in-
termediate data between two runs is different if | V3 — V5 |> e,
where € is user-defined. At scale, the amount of data captured as
checkpoints is massive. Therefore, our goal is to design and imple-
ment scalable techniques that maximize the throughput of comparing
the checkpoint history of the two runs.

Contributions. The key idea of our approach is to reduce the
number of element-wise comparisons performed between the check-
points of two runs by splitting the checkpoints into chunks, hashing
the chunks, and storing additional metadata with each checkpoint.
Then, if the hashes of the chunks match, we consider the content of
the chunks to match as well with high probability, thereby reducing
the number of chunks for which a full element-wise comparison is
needed, which ultimately reduces the I/O bottlenecks and computa-
tional overheads. While this principle is widely used for verification
purposes, we are not aware of any work that explored its appli-
cability in the context of reproducibility. This introduces several
opportunities for innovation, as summarized below:

(1) We propose a series of design principles: (1) novel GPU-
optimized hashing techniques for groups of floating point
values organized into chunks that need to match within
a given error bound; (2) novel hierarchic organization of
hashes using GPU-optimized data structures to accelerate
the comparison of identical contiguous regions; (3) multi-
level I/O pipelining of data transfers and overlapping with
GPU computations to maximize parallelization and enable
scalability (Section 2.1).

(2) We implement these design principles into a practical run-
time that leverages modern performance portable frame-
works, e.g., Kokkos, advanced data structures, e.g., GPU-
aware Merkle trees, and efficient I/O libraries, e.g., io_uring,
for offline (using a command line tool) or online (using a
library API) scalable capture and comparison of intermedi-
ate results to enhance reproducibility in HPC applications
(Section 2.5).

(3) We evaluate our method using checkpoints captured from a
real-life large-scale HPC application (the HACC cosmology
simulation). These experiments demonstrate the effective-
ness of our method at capturing differences between check-
points from multiple runs at a higher comparison throughput
compared with popular and state-of-the-art approaches (Sec-
tion 3.4).
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2 SYSTEM DESIGN
2.1 Design Principles

The design of our solution to manage reproducibility disruptions
due to concurrency in large-scale scientific applications on HPC
systems must address several complex challenges. These challenges
include handling massive datasets, optimizing I/O operations, and
effectively leveraging HPC resources. We have strategically defined
a series of principles that govern the design of our method to address
such challenges.

GPU-Aware Error-Bounded Parallelized Comparison of
Checkpoints. To address the reproducibility challenge in scientific
simulations, we introduce a GPU-accelerated approach for preci-
sion floating-point comparisons within predefined error bounds.
Our method starts by aligning initial checkpoints from two differ-
ent simulation runs and segmenting them into smaller, manage-
able chunks. These segments are then distributed and processed
in parallel across multiple GPUs, enabling simultaneous data com-
parison. Our method not only leverages GPUs’ parallel processing
capabilities to enhance computational efficiency but also ensures
the required precision for scientific accuracy. By parallelizing the
data comparison process, our method substantially decreases the
time needed to detect discrepancies between simulation runs, thus
improving the reliability of scientific conclusions in large-scale
computational simulations.

Multi-Level Overlapping I/O Pipelining from Persistent
Storage to GPU Memory. To address the challenges associated
with I/O bottlenecks in GPU-based systems, we have developed
a multi-level overlapping I/O pipelining technique that efficiently
transfers data from persistent storage, e.g., a parallel file system
(PFS), directly to GPU memory. Traditional methods involve send-
ing data in a blocking manner, but they severely constrain through-
put due to I/O operations. Our method bypasses this constraint
by establishing a seamless pipeline that reads data chunks from
the parallel file system into the host memory. Concurrently, these
chunks are transferred to GPU memory, and comparison opera-
tions on the GPUs start without delay. This overlapping of reading,
transferring, and processing not only mitigates the I/O bottleneck
but also fully leverages the parallelism capabilities of GPUs. By effi-
ciently aligning the data flow across multiple system architecture
levels, we can significantly enhance the throughput and efficiency
of data-intensive applications.

Reduction of I/0O and Comparisons Costs using Error-Bounded

Hash-Based Techniques. To address the efficiency challenge of
large-scale data operations, we have implemented a novel error-
bounded hash-based method to reduce both I/O operations and the
number of necessary comparisons. In environments where storage
repositories are shared across multiple compute nodes, I/O band-
width can become a significant bottleneck, especially when dealing
with extensive data sizes that require frequent comparisons. Our
method involves hashing the data chunks before comparison and
using these hash values as a preliminary filter. We proceed with a
full data comparison only when hashes do not match. Our hashing
method is designed to be fast and capable of generating consistent
hash values for floating-point numbers within a specified error

MIDDLEWARE ’24, December 2-6, 2024, Hong Kong, Hong Kong

bound, using a conservative truncation technique to manage varia-
tions in data. By limiting the number of full comparisons needed,
our method significantly reduces unnecessary /O, thus reducing
resource utilization in large-scale processing environments.

Compact Hash Metadata using GPU-Aware Parallelized
Merkle Trees. To address the challenges of managing extensive
metadata generated from hashing large data chunks, we utilize a
compact representation based on Merkle trees optimized for GPU
acceleration. Merkle trees are effective data structures for summa-
rizing and verifying data integrity. Each data chunk is hashed and
serves as the leaves of the tree. These leaf hashes are then com-
bined and rehashed progressively up the tree until a singular hash
at the root represents the entire dataset. We effectively minimize
the overhead of comparing vast datasets by employing this hier-
archical hashing structure. During the checkpoint writing phase,
we implement a bottom-up process to construct the Merkle tree,
encapsulating all data chunks within this structured format. For
comparisons, instead of beginning at the root, we start from the
intermediate levels of the tree to optimize the comparison process.
This method not only accelerates the detection of discrepancies by
focusing on levels where mismatches are likely but also reduces the
depth of tree traversal, leveraging GPU capabilities for enhanced
parallel processing. By distributing these operations across multiple
GPU cores, our method rapidly processes large volumes of data,
far outpacing traditional CPU-based methods. The parallelization
extends to the comparison phase, where GPUs efficiently identify
matching regions through a single high-level hash comparison,
avoiding redundant checks of identical sections. We streamline
our method, and in doing so, we not only enhance computational
efficiency but also reduce the storage requirements by eliminating
unnecessary metadata. Large-scale applications that demand fre-
quent data integrity checks and comparisons are the most beneficial
of our solution.

Low-Latency Optimizations for Scattered I/0. To address
the complexities introduced by Merkle tree hashing in our system,
particularly the challenging I/O patterns resulting from many small,
scattered data chunks, we have developed a set of low-latency opti-
mizations tailored for such scenarios. While Merkle tree hashing
significantly reduces the volume of I/O and the number of compar-
isons by identifying identical chunks across runs, it disrupts the
typical I/O pattern optimized for large, contiguous operations com-
monly supported by PFS. The resulting scattered I/O can degrade
performance due to increased latency and reduced throughput. To
counter these effects, we implement an advanced I/O strategy lever-
aging the io_uring library [4], a modern kernel feature allowing
asynchronous enqueuing of I/O operations within a single sys-
tem call. Our method minimizes the latency of numerous context
switches in traditional read operations. Additionally, the asynchro-
nous nature of io_uring optimizes I/O throughput by efficiently
managing scattered reads without the overhead of synchronous
1/0O blocking. By effectively managing the scattered I/O patterns
without compromising the benefits of reduced I/O operations in
the multi-level pipeline, we enhance the system’s overall efficiency
and reduce I/O and comparison operations.
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Figure 2: Architecture of a GPU-aware parallel checkpoint
comparison runtime that integrates our design principles.
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2.2 Architecture and High-level Overview

Our method for a scalable capture and comparison of intermedi-
ate results integrates two main components: (1) the compaction
of large simulation checkpoints into metadata with a low storage
footprint and (2) the comparison of two distinct checkpoint meta-
data to identify discrepancies. We use a series of design principles,
as outlined in Section 2.1 to efficiently analyze the large number
of checkpoints captured during scientific simulations. The general
architecture of our method integrates the pair-wise comparison of
two checkpoints (one per simulation run) on dedicated GPUs, as
depicted in Figure 2, to benefit from the GPU’s multi-processing ca-
pabilities. This enables the comparison of a large number of files at
scale. We reduce the I/O overhead of processing large checkpoints
using a hierarchical Merkle tree-based compact representation that
only stores hashes of the checkpoint data. This enables low over-
head tree comparison where we only need to match hash values
at the same index in the trees. However, we use a conservative
hashing approach leading to a few misclassifications that require
accessing potentially non-contiguous regions of the original check-
points. This type of data access patterns pressure the I/O subsystem.
We mitigate the resulting I/O overhead using a multi-level stream-
ing technique, depicted in Figure 3 to overlap I/O operations with
checkpoint comparison.

2.3 Merkle-tree Compact Checkpoint Metadata

We propose using Merkle trees as metadata for representing check-
points and an efficient parallel algorithm for identifying differences
between checkpoints. Using Merkle trees, we minimize the amount
of checkpoint data read from the PFS while also identifying the
amount and location of data that differs between checkpoints.
The algorithm works as follows: During application execution,
we construct the Merkle tree at checkpoint time on the GPU, as
described in Algorithm 1, and save the metadata to the PFS. The
metadata size depends on the checkpoint data length, the user-
defined chunk size, and the size of a hash digest. For example,
given data length N, chunk size C, and digest size D, the metadata
size can be computed as 2 * D * ((N/C) — 1). A larger chunk size
results in a smaller number of leaves and vice-versa. Merkle trees
for large checkpoints can have thousands or millions of nodes.
Tree construction can leverage the GPU’s massive parallelism by
calculating all hashes within a level of the tree in parallel. Once
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Figure 3: Asynchronous data streaming sequence diagram.

Algorithm 1 Compact Checkpoint Metadata Creation

function cREATE_TREE(Tree, Chunks, Leaves)
n = |Chunks|
fori < 0:ndo
C = Chunks|i]
seed =0
for all block € C do
for all float € block do
new_float < round(float)
end for
digest « hash(block, seed)
seed « digest
end for
Leaves[i] « digest
end for
level =1
for all level € Tree do
if level is not Leaves then
for all node € level do
tmp = {Tree(node, left), Tree(node, right)}
Tree(node) < hash(tmp)
end for
end if
end for
end function

> do in parallel

> do in parallel

the checkpoints for two runs are available, we start the comparison
algorithm.

The comparison algorithm is broken up into two stages. The first
stage reads the previously generated metadata and uses the Merkle
trees to identify any chunks that may have differences between the
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Figure 4: Identifying differences between checkpoints using
Merkle trees and breadth-first search with pruning.

two runs. We use a parallel breadth-first search (BFS) to compare
individual hashes and identify which chunks of data may have
differences. Figure 4 shows an example of the tree comparison.
Starting in the middle of the tree, we compare the corresponding
nodes between the two trees and see if the hashes match. If the
hashes are identical, we know all hashes within the subtree rooted
at the node are identical. We then prune the subtree from the search.
If the hashes differ, we know that at least one leaf in the subtree does
not match, so we add the child nodes to the search. This process
repeats until we run out of nodes to visit or reach the leaves. Any
leaves that do not match are then added to the list of potentially
changed chunks and moved on to the second stage.

The second stage takes the list of chunks and verifies whether
there are any differences within each chunk. We asynchronously
read and stream data chunks to overlap I/O with the comparison
kernel. Figure 3 shows the comparison pipeline. A team of I/O
threads reads data from the PFS into a buffer. An asynchronous
transfer is initiated once the buffer is filled or all chunks have been
read. The main thread retrieves the slice and signals that the buffer
is free so that the I/O threads can continue reading data. The main
thread then launches the kernel that compares each pair of floats
to see if their difference exceeds the error bound. This continues
until all chunks in the list have been compared.

2.4 Error-Bounded Checkpoint Data Hashing

We generate hash values for the leaves in our Merkle tree using
an error-bounded hashing technique, highly parallelized for GPUs
at two levels: (1) the entire checkpoint data is divided into chunks,
and our hashing algorithm is concurrently applied on independent
chunks; (2) within each chunk, we introduce a conservative round-
ing method, parallelized at the granularity of individual floating
points. We apply the 128-bit Murmur3F hashing algorithm to com-
pute hashes at the granularity of 128 bits. The Murmur3F algorithm
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offers high collision resistance according to SMHasher ! quality
tests.

We employ a conservative rounding method to ensure that each
floating-point number within a chunk is accurately transformed in
alignment with a predetermined error bound. We use an application-
supplied absolute error that can be tolerated to assume equality
and is typically known by domain experts. The rounding process
involves three key steps: normalizing the numbers to a standard
range, rounding them to reduce precision while maintaining neces-
sary accuracy, and then rescaling them back to their original scale.
This method effectively captures and represents variations within
the specified error bound.

Next, we utilize a block-based hashing method to process the
rounded data. We minimize the size of the Merkle tree by computing
one hash for each chunk of the checkpoint data. To that end, the
hashing of a chunk is serialized at the granularity of 128-bit blocks,
where the current block is hashed using the digest of the previous
block as seed. This iterative procedure continues until all data
within a chunk is hashed. By leveraging the digest of one block as
the seed for the next, the final hash value reflects floating-point
variations within the entire chunk. Additionally, the block-based
approach allows integration with any hashing algorithm, as the
block size is variable and can be adjusted to fit specific application
requirements.

Our method seamlessly integrates with the structured frame-
work of a Merkle tree, enabling parallel and non-blocking updates
of the tree with computed hash values. Our GPU-aware rounding
and hashing methods ensure efficient utilization of GPU resources,
improve the hashing throughput and enable processing large vol-
umes of data with reduced overhead.

2.5 Implementation

Our implementation builds on flattened tree structures that enable
efficient massive parallelization and io_uring for efficient asynchro-
nous I/0. We integrate Kokkos, a performance portable runtime
that can generate parallel code for both CPUs and GPUs, to sup-
port cross-platform deployment and ensure that no modification is
necessary to run on CPUs.

2.5.1 Efficient Merkle Tree Creation and Traversal. We store Merkle
trees as a flattened array. Merkle trees are binary trees that have
clear formulas for identifying the parent and children of a node.
A pointer-based tree structure is more flexible, but our use case
does not dynamically change the tree. Using pointers also leads
to inefficient random access patterns. Our BFS implementation is
parallelized such that all nodes within the same level of the tree are
processed in parallel. The only synchronization is when moving
between levels. To improve performance we start the BFS in the
middle of the tree where the number of the nodes in the level is
greater than the number of concurrent GPU threads. Starting in the
middle ensures that more threads are active rather than having them
idle for the levels of the tree near the root. Using GPUs ensures
that the cost of creating the Merkle tree is minimal. The small
storage and creation cost of Merkle trees make it easy to add to

!https://github.com/aappleby/smhasher
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GPU applications where we want to minimize the interruptions to
the application.

2.5.2  Asynchronous Data Streaming with io_uring. Streaming the
data from the PFS to the GPU allows us to run the parallel compar-
ison kernel while the next slice of data is prepared. Working with
slices of data is necessary for large checkpoints that may not fit
both checkpoints in memory. We implement data streaming using
the io_uring interface for asynchronous I/O and C++ threads for
managing and transferring data. io_uring is a Linux kernel inter-
face for fast asynchronous I/0. io_uring uses a submission queue
and completion queue that are shared between the kernel and the
application. This removes the overhead of copying data between
kernel and user space. This is particularly useful for our method
which issues small reads rather than reading the full file at once.
We launch several I/O threads to handle issuing the read requests
to io_uring. We also spawn a task that waits until all the data has
been read into the slice and then asynchronously transfers the data
to the device.

3 PERFORMANCE EVALUATION
3.1 Evaluation Setup

We evaluate our approach on the Polaris system at the Argonne
Leadership Computing Facility (ALCF) [13], a multi-GPU comput-
ing environment with 560 compute nodes. Each node has 4 NVIDIA
A100 GPUs (total of 160 GB HBM2 memory), one 2.8 GHz AMD
EPYC Milan CPU (32-cores), and 512 GiB DDR4 memory. The nodes
are connected using the Slingshot 11 network and can access an
external 10 TB POSIX-mounted Lustre parallel file system.

3.2 Compared Approaches

3.2.1 Python-based Floating-Point Number Comparison (AllClose).
We use allclose as a naive baseline that represents how a domain
scientist may compare results. This method analyzes the results’
reproducibility using the in-built allclose function of the NumPy
package. This function takes two vectors of floating-point numbers
and returns true if all the numbers are within an error bound.
allclose, by default, checks if two arrays (a and b) are element-wise
within an error tolerance. The error tolerance is calculated as the
sum of the absolute (atol) and relative differences (rtol * abs(b)).
However, this paper focuses on comparisons with the absolute error
bound. Therefore, we define the relative error value as zero in all
our experiments. allclose only detects any differences that exceed
the error bound and is not optimized for asynchronous IO. This
form of change detection is not useful for locating where changes
exceed the bound. The following methods identify where in the
checkpoint the different values are and use optimized IO strategies.

3.2.2  Pair-wise Floating-Point Number Comparison (Direct). This
method is the most common comparison approach for reproducibil-
ity analytics that verifies whether critical data in checkpoint his-
tories of two application runs are within an error bound defined
by scientists. We refer to this baseline as Direct, and identify two
floating-point numbers, a from any checkpoint of the first run and b
from the same position in the same checkpoint of the second appli-
cation run, as different if their absolute difference exceeds the error
bound, i.e., |a — b| > €. For best performance, we implement Direct
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in C++ using Kokkos for parallelization and use io-uring, a kernel
I/O interface that provides efficient asynchronous I/O operations
and bypasses much of the system call overhead.

3.2.3  Our Method. We compare the aforementioned numerical
reproducibility analysis methods with our proposed hierarchical
hashing-based solution described in Section 2.

3.3 Evaluation Methodology

3.3.1 Application Checkpoints. We consider the Hardware/Hybrid
Accelerated Cosmology Code (HACC) [15] as a practical HPC appli-
cation for our evaluation. HACC is an extreme-scale cosmological
simulation suite originally developed for the heterogeneous archi-
tecture of the first petascale supercomputer, Roadrunner [16], and
later adjusted for deployment at scale on more recent supercom-
puters, including Polaris. For our evaluation, we simulated direct
particle-particle interactions using the particle-particle-particle-
mesh method, i.e., P>M algorithm [17] over 50 iterations. We asyn-
chronously capture particle data (coordinates, velocity, and gravita-
tional potential described in Table 1) using the VELOC checkpoint-
ing library [33] at iterations 10, 20, 30, and 40 of each simulation.
The simulations are conducted using varying numbers of particles
yielding different checkpoint sizes, as summarized in Table 1.

Table 1: Content of HACC checkpoints.

Field Type Description

X F32  x coordinate #Particles #Nodes Chkpt Size

Y F32 vy coord‘mate 05D . e

Z F32  zcoordinate

i 1B 2 28 GB

VX F32  xvelocity
VY P32 yvelocity ZB 2 56 GB
VZ F32  zvelocity 178 128 563 GB

¢ F32  grav. potential

3.3.2  Performance Metrics. We measure the effectiveness of our
approach using three key metrics. We design the metrics to assess
our method’s accuracy, efficiency, and performance compared to
the traditional direct approach. Below, we detail each metric:

o Effectiveness: We assess the accuracy of our method by com-
paring it to reference results from the direct approach. This
metric focuses on the number of differences identified across
an entire dataset during a checkpoint comparison.

e Time: We analyze the efficiency of using hashing for repro-
ducibility by comparing the time it takes for our method to
analyze hashes and floating-point numbers (as outlined in
Section 2) against the time taken by the direct approach.

o Throughput: We measure the total volume of data analyzed
per second over the analysis duration. This metric is the ratio
between the size of the compared data and the time taken to
read checkpoint data from the parallel file system (PFS), the
data streaming process to the GPU, and the comparison of
hashes and floating-point numbers.

3.3.3 Testing Setting. To comprehensively evaluate our method,
we varied several experimental parameters to test its robustness
and performance across different conditions. The setting used in
our experiments is detailed in Table 2 and includes:
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e Number of Nodes: To understand how our method scales
with increasing nodes, we use a variable number of nodes
ranging from 1 to 32.

o Error Bounds: Error bound defines the acceptable difference
threshold between two checkpoints. Lower error bounds
provide stricter criteria for identifying differences, while
higher bounds allow for more variation. We test with error
bounds set to 1073, 104,107, 107, and 1077.

e Chunk Sizes: The size of the data chunks used for hash-
ing and comparison affects the precision and overhead of
identifying differences. Smaller chunk sizes provide more
precise identification but may increase overhead due to read-
ing unnecessary data. We consider chunk sizes ranging from
4 KB to 512 KB. Therefore, with 4 KB chunks and 16-byte
hash digests, the metadata size for a 7 GB checkpoint (size
of the aggregated checkpoint on one node for the HACC
experiment with 0.5 x 10° particles) is ~ 55MB.

Table 2: Setup used to evaluate performance and scalability.

Description Values

Number of Nodes 1, 2, 4, 8, 16, 32
Error bounds 1073,1074, 107>, 1076, 1077
Chunk sizes 4KB-512KB

3.34 Experimental Scenarios. We present two scenarios that ex-
amine the impact of different parameters on our method in contrast
with existing methods. The first scenario studies how chunk size and
the error bound affect the comparison throughput of our method.
We use the 0.5, 1, and 2 billion particle checkpoints and use two
nodes to compare all pairs of checkpoints in parallel. The second
scenario is a strong scaling study comparing our method with the
optimized direct method. We use the checkpoints generated by the
17 billion particle simulation and vary the number of nodes from 4
to 32 nodes with 4 processes per node. For each node configuration,
we compare all 128 pairs of checkpoints. For both scenarios, we use
"vmtouch -e" to evict the pages corresponding to the input files from
the file system cache in order to enable a fair comparison where
each approach starts with a cold cache. Internally, vmtouch uses
POSIX_FADV_DONTNEED to clear the cache. This is necessary to
ensure that the page cache does not skew our performance metrics.

3.4 Performance Results

3.4.1 Comparison Throughput. We summarize the comparison
throughput for the AllClose baseline, optimized direct compari-
son, and our Merkle tree-based method, across three problem sizes
in Figure 5. The baseline method throughput is at most 2.67 GB/s
regardless of the error bound. The direct method uses io_uring for
more efficient I/O which increases the throughput to at most 5.24
GB/s. We note that varying the error bound does not impact either
the baseline or the direct comparison throughput, as all data must
be compared regardless of the error bound. Thanks to our design
principles and optimization, our method consistently outperforms
the baseline and direct comparison methods for all tested chunk
sizes and error bounds.

The choice of the chunk size poses an interesting trade-off for
our method. Smaller chunks can more accurately determine where
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differences are located. This reduces the amount of unnecessary
1/0, which is why using 4 KB chunks yields the best performance
with high error bounds. However, we cannot select the smallest
chunk size for all situations. Choosing small chunks for small error
bounds such as 1077 significantly lowers throughput. Reading small
chunks that are scattered randomly across the file is an extremely
challenging I/O pattern that degrades performance. The small error
bound increases the number of changed chunks which worsens the
impact of the poor I/O pattern. For situations where large amounts
of data could exceed the error bound, it is better to improve the
/O pattern by reading larger chunks of data. Increasing the chunk
size from 4 KB to 512 KB almost doubles the throughput for all
checkpoint sizes. Even so, the chunk size cannot be too large or
the performance may degrade from reading too much unnecessary
data. This is shown in Figure 5a where for an error bound of 1077,
increasing the chunk size from 256 KB to 512 KB lowers throughput
from 11.3GB/s to 11.04GB/s.

As the error bound grows, the throughput increases for all chunk
sizes across the three simulation sizes. Larger error bounds lead to
fewer changes that exceed the threshold, reducing the amount of
data read from the PFS. Our comparison method is up to 11 times
faster than the direct comparison method. This is especially true
for larger checkpoints and error bounds. The throughput for larger
error bounds such as 0.001 nearly doubles as the checkpoint size
increases. This indicates that the runtime stays nearly constant as
the size of checkpoints increases.

The trade-offs between I/O patterns and reducing the amount
of data read from the PFS make chunk size selection vital for high
performance. Throughput behavior is consistent between the three
checkpoint sizes. This suggests that the optimal choice of error
bound and chunk size for checkpoints from a small-scale problem
will also achieve high throughput for larger simulations.

3.4.2 Comparison Cost Breakdown. To identify the main bottle-
neck and better understand the I/O pattern and data size trade-off,
we look at a breakdown of the comparison runtime for two cases.
Figure 6 shows the individual timers for the comparison process.
The first case shown in Figure 6a, is when the error bound is low
and the second case is when the error bound is high. Of the five
timers, the time spent on deserializing and comparing the Merkle
trees is negligible compared to the rest of the timers. The setup
section is for allocating buffers and data structures which is why
the time spent is very consistent. Reading the Merkle-tree metadata
is very cheap for reasonable chunk sizes. The time spent in the
verification phase (Compare direct time) identifying changes in
the data is the most important. For small error bounds, we need to
load more data which is why the verification time is dominant. The
verification time decreases as chunk size increases due to the better
1/O pattern. However, the performance improvements level off as
the chunks approach 1 MB.

Reducing the amount of data read can overcome the poor random
small reads I/O pattern. Figure 6b shows that the setup time is
similar to when the small error bound case. The total runtime is
shorter and does not change as much when the chunk size varies.
This indicates that the number of identified chunks is very small.
As the chunk size grows, the verification phase runtime increases
due to reading more unnecessary data. The read time also decreases
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Figure 5: Comparison of our approach vs. value-by-value comparison. The direct approach streams data from the PFS to the
GPU. Throughput is measured as the amount of checkpoint data over the total runtime.

since larger chunks result in fewer hashes and smaller trees. For
small error bounds with many changes, it is best to choose a large
chunk size. Small chunk sizes are best in cases where there are
fewer changes. This is emphasized in Figure 6a vs. Figure 6b. The
trade-off between the number of identified chunks, error bound,
and the amount of data is complex, which is why we study it next
in greater detail.

3.4.3 Effectiveness of Error-Bounded Data Hashing. To evaluate
our error-bounded hash function, we measure the percentage of
checkpoint data loaded for further comparison vs. the false positive
rate of the error-bounded hash function. Figure 7 summarizes the
impact of error bound and chunk size on the effectiveness of the
error-bounded hash function. Figure 7a shows that increasing the

chunk size also increases the percentage of data that must be read.
The percentage increase does not scale linearly with the chunk size.
Using 8 KB chunks instead of 4 KB chunks increases the percent-
age by less than 5%. The nonlinear increase is because of how the
changes are distributed. If two contiguous 4 KB chunks are marked
as changed then increasing the chunk size to 8 KB will result in the
same amount of data being marked. As the chunk size continues
to grow, the percentage increase also grows as more unnecessary
data is marked as changed. Increasing the error bound has a larger
impact on the percentage of data read from the PFS. Increasing the
error bound from 107> to 10~* results in a 9.7% increase which has
more impact than the 9% increase when going from 128 KB to 4 KB
chunks. This pattern is also shown in Figure 5¢ where the through-
put increases by 13.96 GB/s and 9.67 GB/s respectively. Figure 7b
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Figure 6: Impact of error bound and chunk size on the com-
parison runtime. Total runtime is split into separate timers
for each part of the comparison process. Error bounds of 10~/
and 1073, Chunk size varies from 4 KB to 512 KB.

presents the false positive rate for the conservative error-bounded
hash function. The hash function correctly identifies all chunks
that contain changes that exceed the error bound. However, the
hash also has false positives which result in more unnecessary data
being streamed from the PFS. Except for the error bound of 1077,
increasing the chunk size leads to more false positives. The false
positive rate drop for larger chunks with an error bound of 1077
has surprisingly little effect on the percentage of data changed. This
is because rate drop has less of an effect on the total percentage of
data compared to the doubling of the chunk size. These results show
that the error-bounded hash function is most effective with small
chunk sizes. Unfortunately, the poor I/O access pattern negates the
benefits.

The ideal case for our method is when there are no changes. In
this situation, we can use the metadata to verify that there are no
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Figure 7: Effectiveness of the error-bounded hash function.
Checkpoints are from the 2 billion particle simulation.

changes that exceed the threshold without needing to read any
checkpoint data. This property makes our method particularly well-
suited for studying reproducibility. Reproducible applications will
have a clearly defined error bound such that there are no run-to-run
differences that exceed the threshold. This makes our checkpoint
comparison method an excellent tool for enhancing reproducibility
in HPC applications thanks to the low storage costs for metadata
and the high comparison throughput.

3.4.4 Cost of Constructing Merkle Trees. Our Merkle tree imple-
mentation uses Kokkos for parallelization on multiple architectures
and is optimized for GPUs. We evaluate the benefits of our GPU-
optimized Merkle tree implementation by comparing the tree con-
struction time on the CPU and GPU in Figure 8. Tree construction
on GPUs is four orders of magnitude faster than the CPU thanks to
the higher bandwidth and computing resources. Chunk size does
not affect runtime because the same amount of data is being hashed
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regardless of chunk size. Our GPU-optimized Merkle tree construc-
tion algorithm has minimal overhead and can be easily integrated
with checkpointing runtimes and data analysis tools. The low cost
of tree construction can potentially be used to determine when to
take checkpoints or perform more costly analyses.

3.4.5 Enhancing Scattered I/O. The choice of I/O backend is im-
portant for efficient comparisons. We compare the runtime per-
formance between the mmap and io_uring backends in Figure 9
using eight processes. Using io_uring is over three times faster than
mmap and demonstrates less variance. io_uring is an asynchronous
API that allows queuing and submitting multiple independent read
operations with very few kernel calls. mmap performance suffers
because the I/O operations are synchronous and trigger numerous
expensive page faults. The mmap backend scales with the amount
of data that is being read. io_uring is less affected by the quantity of
data and even shows improvements when the chunk size increases.

3.4.6  Scalability Study. Our last set of experiments is a strong scal-
ing study of our method and the direct comparison approach. We

Tan et al.

Bl Direct Throughput
. Our Throughput

—— Direct Runtime
=®~- Our Runtime

160 560
498
—_ (<] —_
9] bt 8
41204 420 &
G g
= 294 £
5 god & 1 ~ L 280 F
Qo ~ =3 C
c ~ © o
2 N ~ 5
2 40 Wk F140 g
= 9 3 - w
o
16 32 64 128
Number of Processes
(a) Error Bound = 1077
B Direct Throughput  —@— Direct Runtime
. Our Throughput ~®- Our Runtime
360 560
499 S
mMm
) )
2701 420 3
@ )
2 o £
- 1 L F
3 180 1 4 280 °C
< ]
S o 5
£ 901 10, ® ~ F140 @
(== I~ (’; [WN]
~Q
o — -
0- -0

16 32 64 128
Number of Processes

(b) Error Bound = 1073

Figure 10: Throughput of comparing 1024 checkpoints for
an increasing number of processes (four per node). Higher is
better. Both approaches show near-perfect scalability and our
method maintains its higher throughput and lower runtime
across all settings.

analyze HACC checkpoints captured on 128 nodes (a total of 512
checkpoints per simulation run) and experiment with low (10~7)
and high (1073) error bounds to evaluate the performance of our
method at scale in two scenarios: (1) using a low error bound to
illustrate a worst-case scenario with more I/O operation during the
second phase of our method; (2) using a high error bound to capture
the best-case scenario with a minimum number of I/O requests.
Figure 10 presents the per-process comparison throughput for an
increasing number of processes (four processes per node). As can
be observed, both approaches scale with the number of processes
maintaining an average speedup of 1.9% for every increment in the
number of processes. Our method maintains a higher throughput
than the direct comparison for both scenarios. This is an important
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observation that highlights the benefits of our low-latency opti-
mization for scattered I/O. As a result, with 50% less value-by-value
comparisons than the direct comparison approach, our method
maintains a minimum throughput and runtime speedup of 1.6x
at scale when the error bound is 10~7. Despite performing more
value-by-value comparisons compared to when the error tolerance
is higher, our method maintains better performance than the direct
comparison approach, as depicted in Figure 10a. This performance
shows that our optimizations efficiently manage scattered I/O, mini-
mizing the overhead of reading chunks from non-contiguous offsets
of checkpoint files located on a PFS. A similar trend is visible for
a higher error bound with a smaller I/O overhead, yielding up to
4.6X speedup compared to the direct comparison approach.

4 RELATED WORK

The scientific integrity and transparency of HPC workflows are de-
fined by the ability of scientists to reproduce the results and perfor-
mance of an application when executed multiple times on the same
computational platform using the same code, input parameters, and
datasets [27, 35, 42]. Several recent studies highlight the importance
of reproducibility in computational workflows [25, 32, 39], identify-
ing various sources of performance and results variations including
shared memory bandwidth contention [3], non-associative floating-
point operations [22], dynamic scheduling of parallel processes [1],
variability in network bandwidth [43], etc. Preemptive solutions,
e.g., packaging experiments [20], sandbox computational environ-
ments [9, 28] and workflow management systems [12] improve
reproducibility by preventing interference from external processes
and enabling workflow replication. Post-simulation analysis frame-
works further reinforce the state of practice in performance re-
producibility through queryable systems for performance metrics
and workflow provenance analysis [34]. Although these solutions
contribute to stability in computational experiments, the increas-
ing scale of HPC workflows and existing non-determinism sources
within a single workflow highlight the importance of further inves-
tigating the reproducibility of computational results.

Existing studies on results reproducibility explore strategies to
improve numerical correctness and convergence by reducing nu-
merical roundoff errors introduced with floating-point arithmetic,
e.g., error-free transformation for reproducible summation [24, 29].
These solutions focus on ensuring bitwise identical floating-point
results but do not account for errors induced by runtime variations
due to I/O patterns (common I/O operations of flushing large files
to the PFS may create interleaves that introduce varying errors in
intermediate results) or silent errors occurring during execution.
Error detection techniques, e.g., checksums, mitigate such issues
but can also become a source for non-determinism if obtained using
non-associative operations. Scientific workflows primarily operate
on floating-point numbers and results are often validated if the
difference between two simulation runs is within an acceptable
error bound. However, critical applications, e.g., drug or nuclear
reactor design, may require bitwise reproducibility achievable at
the cost of computational performance using sequential execution
and fixed-order arithmetic operations [5]. To mitigate the waste
of computational resources by waiting until the final outputs of
two distinct runs are captured, a detailed analysis of intermediate
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results can identify the exact process or simulation stage where
results start diverging [2]. Hash-based de-duplication techniques
for binary data have been used in a variety of storage scenarios to
save space [21, 30, 31]. Furthermore, Merkle trees are commonly
used to check integrity in protocols such as BitTorrent or databases
such as Cassandra [10], Dynamo[38], and Riak [41]. Our approach
is unique in that it focuses on reproducibility, the goal being to
be able to compare two scientific datasets (usually consisting of
floating point numbers) very fast.

5 CONCLUSIONS

This paper presents a scalable method for capturing and comparing
intermediate multi-run results for enhancing reproducibility in HPC
applications. To this end, we use Merkle trees as a compact metadata
representation of checkpoints and use the tree structure in addition
to I/O pipelining, error-bounded hash techniques, and optimized
low-latency scattered I/O to accelerate checkpoint comparison. We
use these key ideas to improve comparison throughput by up to an
order of magnitude over the optimized direct comparison method.
We highlight the trade-off between the I/O volume from the PFS and
the efficiency of the I/O pattern. Our method shows near-perfect
strong scaling and achieves 300 GB/s comparison throughput.

We plan to investigate multi-node parallel online checkpoint
compaction and comparison. Our method reduces the I/O overhead
from loading all checkpoints from the PFS. Online checkpoint com-
parison can further reduce the I/O overhead since only the previous
checkpoint history needs to be read from the PFS. We can also com-
pact the checkpoints online to reduce the I/O overhead and storage
costs for the checkpoint history. Our method also shows promise as
a potential continuous integration tool. Applications with a defined
error bound can save a Merkle tree for the expected results of a test.
If the method detects any differences then the developers know
that the code change may introduce a reproducibility issue.
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