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Abstract

As artificial intelligence (AI) continues to advance, one key challenge is ensuring that AI aligns with certain values. How-

ever, in the current diverse and democratic society, reaching a normative consensus is complex. This paper delves into the 

methodological aspect of how AI ethicists can effectively determine which values AI should uphold. After reviewing the 

most influential methodologies, we detail an intuitionist research agenda that offers guidelines for aligning AI applications 

with a limited set of reliable moral intuitions, each underlying a refined cooperative view of AI. We discuss appropriate 

epistemic tools for collecting, filtering, and justifying moral intuitions with the aim of reducing cognitive and social biases. 

The proposed methodology facilitates a large collective participation in AI alignment, while ensuring the reliability of the 

considered moral judgments.
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1 Introduction

The development and growth of artificial intelligence (AI) in 

recent years have spurred important challenges for humanity. 

A crucial issue is to ensure that AI systems benefit society, 

while helping realize human values. This question, called 

the alignment problem, has been extensively discussed in 

recent years [11, 24, 49]. A particularly important subject of 

discussion concerns which values AI should align with and, 

prior to that, which procedure AI ethicists should implement 

to ascertain the relevant values. This essay addresses this 

latter methodological question.

It is debated whether, and in what way, AI stakeholders’ 

individual preferences should contribute to AI value set-

ting. On the one hand, if AI systems were aligned with the 

soundest set of principles deliberated by a selected group of 

experts (Cfr. [1, 22]), regardless of laypeople’s moral beliefs, 

one would risk overlooking value pluralism in society and 

context-sensitive problems that emerge from practice. On 

the other hand, aligning AI with the values implied by the 

majority of stakeholders’ preferences (Cfr. [46, 49]) might 

perpetuate existing biases in society. For these reasons, a 

“hybrid” methodology, combining the inclusion of stake-

holders’ beliefs with ethical reflection, is reaching con-

sensus in the recent literature [51, 57, 58]. However, some 

challenges remain unaddressed. Specifically, what type of 

individual beliefs has to be targeted to understand stake-

holders’ values? What kind of research strategies have to 

be employed to mitigate bias? This paper details an intui-

tionist research agenda that integrate hybrid approaches by 

tackling these questions. Our proposed methodology offers 

guidelines for aligning AI applications with a limited set of 

reliable moral intuitions, each underlying a refined coopera-

tive view of AI. As we will argue, this method facilitates 

large-scale collective participation in AI alignment, while 

ensuring the reliability of the considered moral judgments.

We proceed as follows. Section 2 introduces the norma-

tive challenge raised by the alignment problem, distinguish-

ing between value setting and value implementation. Then, 

Sect. 3 presents an overview of methodological approaches 

to AI value setting, from the limitations of purely top–down 

and bottom–up approaches to the more recent hybrid meth-

ods. Section 4 spells out our hybrid intuitionist approach. 

After defining moral intuitions as automatic and strong 

moral judgments, we discuss experimental methods for col-

lecting and filtering them to mitigate cognitive and social 
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biases. Subsequently, we highlight how the inter-subjective 

process of normative justification can transform implicit 

moral content within intuitions into articulated coopera-

tive models of AI applications. This stage would not only 

further correct biases but also facilitate the aggregation of 

intuitions into implementable goals for AI. To denote value 

disagreement that persists in the mitigation of biases and the 

process of normative justification, we introduce the concept 

of reasonable intuition conflict, which would be subject to 

public discussion and political deliberation. Finally, Sect. 5 

discusses the main advantages of the intuitionist approach 

and addresses salient objections and limitations.

2  The alignment problem and value setting

While the path to a general AI is still distant, the present 

era is marked by a proliferation of narrow AI systems, pro-

grammed to accomplish specific tasks [21]. Some popular 

examples are virtual assistants, such as Amazon’s Alexa, 

driving automation systems like Google’s Waymo, and 

large language models like ChatGPT, released by OpenAI. 

Such systems are characterized by an extended operational 

autonomy, that is, the ability to act for extended time with-

out a human operator. Furthermore, current AI technologies 

display a significant adaptability to the environment, which 

often translates into an increasing efficacy in delivering 

tasks.1

Delegating a growing number of tasks to autonomous 

artificial agents can potentially solve social problems and 

redirect human energies into desirable activities. However, 

the benefits of AI are contingent upon the objectives that 

the systems accomplish and possibly offset by the conse-

quences they produce. In order to benefit society, AI systems 

must be directed toward the realization of certain defined 

values. However, given the extended autonomy and adapt-

ability of AI, some systems may develop features that were 

not intended or foreseen by human designers ([57], p. 286). 

Therefore, the challenge is to design machines that miti-

gate social and environmental problems without introducing 

unacceptable harms or amplifying existing ones. In other 

words, humans must take control of the impact of AI on 

society. This general issue for AI has been defined by some 

authors as the AI alignment problem [11, 24, 49].

Although interpretations can differ, AI alignment is typi-

cally associated with the general concept of “beneficial AI” 

in the literature [25]. Admittedly, the notion of “beneficial 

AI” is vague, and its precise definition requires an independ-

ent essay. For the sake of the present discussion, we assume 

that an AI system is beneficial (i.e., aligned) whenever it 

contributes to human flourishing, encompassing physical 

health, individual happiness, and social well-being [52]. 

This entails that AI alignment is not understood here only 

as a problem of safety but also more broadly as a matter of 

regulating the consequences of AI on society (Cfr. [11, 31]).2 

Accordingly, examples of misaligned AI include not only 

the use of AI applications for criminal purposes ([21], pp. 

113–141) but also large language models spreading misin-

formation [17], or data-driven algorithms that discriminate, 

thus perpetuating social inequalities [11, 42].

We identify two main phases in the process of value align-

ment.3 First, one must address the normative challenge of 

determining the goals of the alignment, that is, what values 

AI systems should align with to be beneficial. We call this 

task value setting. Second, one must implement the identi-

fied goals into the AI systems, checking on their realization. 

This phase, which we define as value implementation, con-

sists of understanding how AI should be designed to align 

with explicit values. The relevant challenge in this phase is 

to encode normative values using formal AI programming 

methods.4 In this paper, we primarily focus on the value-

setting aspect of the alignment problem while reserving the 

value implementation stage in the background as a neces-

sary step in the process of aligning AI. Arguably, even in 

the value-setting stage, the implementability or applicability 

of the discussed values are important requirements when 

considering the ultimate practical goal of value alignment.

Setting the alignment goals requires establishing a clear 

hierarchy of human values to implement into AI applica-

tions. However, this requirement appears to contrast with 

multiple, sometimes competing, interpretations of beneficial 

AI in society. Certainly, persistent value disagreement within 

and across cultures makes AI value setting particularly chal-

lenging. For example, distinct ethical standpoints may result 

in different prioritizations of values [60]. Virtue-centered 

moralities might lean toward developing AI applications 

oriented toward realizing a common good and fostering 

positive relationships between citizens. On the other hand, 

rights-centered moralities may favor the development of AI 

1 For example, the ultimate version of ChatGPT (GPT-4) performs 

better than average in many academic and professional exams [43].

2 Jonker [31] calls this aspect “social alignment”, while distinguish-

ing it from “value alignment”, which concerns the safety of AI. By 

contrast, we understand “value alignment” more broadly, comprising 

social alignment.
3 In a similar vein, Morley and colleagues  [39] distinguish two 

aspects in AI ethics: the “what”, i.e., the ethical principles for good 

AI, and the “how”, i.e., the identification of the tools and methods 

to apply in the principles. Also, Gabriel [24] discerns the “technical” 

and “normative” aspects of value alignment and examine the connec-

tions between the two.
4 The alignment process is likely to be iterative [57]. Following value 

implementation, developers receive feedback from the use of the sys-

tems. This feedback may prompt a recalibration of value setting.
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applications that enhance individual freedom, property, and 

well-being.

Another reason for uncertainty about value setting is the 

existence of stakeholders with competing interests in AI. A 

notable example is the social dilemma in automated vehi-

cles concerning the choice between protecting the vehicles’ 

passengers and prioritizing the safety of vulnerable road 

users, such as pedestrians or cyclists [8]. Governments, for 

example, may be interested in protecting the most vulner-

able users for public safety reasons, whereas private vehicle 

manufacturers have a financial incentive to prioritize their 

customers’ safety.

As illustrated by such examples, the uncertainty about 

value setting underscores the need to establish a reliable 

methodology for filtering and selecting values that can be set 

as implementable goals for AI. For our context, reliability 

can be understood as the extent to which a certain method is 

conducive to beneficial AI systems (as previously defined).5 

In addition, we premise that the methodology must be suit-

able for informing democratic political institutions empow-

ered to regulate AI. Therefore, beyond the perspective of 

beneficial AI, further constraints to the present discussion 

come from the normative boundaries of liberal democracy. 

Notably, democracy, among other things, prescribes respect 

for pluralism and human rights. We will consider these dem-

ocratic requirements in evaluating a methodology for AI.

Granted these preliminary assumptions, the challenge is 

to identify a procedure inclusive enough to consider a wide 

range of evaluative viewpoints in society so that future AI 

does not discriminate or impose restrictive values. Neverthe-

less, such a procedure should also be able to integrate mul-

tiple social values into a set of implementable objectives for 

AI [51, 58]. The remainder of the paper aims to understand 

what kind of method fits the bill.

3  Methodological approaches to AI value 
setting: a brief overview

One plausible approach to the alignment problem is to start 

with a sound moral theory or a set of principles and then find 

the most appropriate tools and formal methods to apply them 

to AI systems. According to this approach, a moral inquiry 

should be conducted by a selected group of experts, say, 

for example, a scientific committee, which is empowered to 

deliberate a comprehensive set of values with which AI must 

align (Cfr. [1, 22]). Such a methodology, which we label as 

top–down (from principles to practice), dominated the AI 

ethics scene until five years ago and culminated in a prolif-

eration of ethical guidelines for AI all over the world [30].

Admittedly, top–down approaches have contributed to 

delineating some universally shared principles for regulating 

AI.6 Nevertheless, principle-based methodologies are prone 

to well-known and discussed criticisms. The primary issue 

lies in prioritizing and operationalizing principles in the AI 

practice [38]. Although some data reveal a convergence of 

ethical guidelines around fundamental principles (e.g., jus-

tice, privacy, beneficence, etc.), divergences arise regard-

ing the interpretation of principles and how to resolve value 

conflicts emerging from practice ([30], p. 396).7 Moreover, 

to be politically legitimate, interpretations of principles and 

trade-offs need to align with stakeholders’ individual prefer-

ences in addition to the input of a group of experts whose 

epistemic authority is difficult to define given the elusive 

nature of AI ethics. The legitimacy of normative goals is 

crucial for the relationship of trust that needs to be estab-

lished between AI agents and their stakeholders. This latter 

group may not trust machines that serve goals not aligned 

with their personal moral preferences. Therefore, the risk of 

neglecting individual evaluative beliefs is that potential users 

may opt out of using AI, thus nullifying all their expected 

benefits ([7], p. 110).

Motivated by these considerations, some authors have 

advocated for bottom–up methodologies, which aim to infer 

values from stakeholders’ individual preferences (Cfr. [46, 

49]). Rather than aligning with ethical principles, bottom–up 

approaches interpret beneficial AI as a system that best satis-

fies stakeholders’ preferences. This approach enhances trust-

worthiness, democratic participation, and legitimacy in AI 

alignment. However, purely bottom–up methodologies have 

limitations concerning the aggregation and harmonization of 

individual beliefs. Specifically, aligning AI with the values 

implied by the majority of preferences risks producing a 

“tyranny of big data” and exploitation of minorities ([51], 

p. 655), which might be inconsistent with liberal democracy. 

Additionally, the quality of individual preferences, not just 

the quantity, seems to matter, assuming that not every belief 

has the same level of rationality.

The strengths and limitations of either a top–down or 

bottom–up approach point to the need for a hybrid method 

that combines top–down and bottom–up aspects according 

to the different demands of the alignment process [58]; that 

is, on the one hand, the need to consider a wide range of 

5 This means that the reliability of a methodology can be ultimately 

assessed by the long term consequences produced by AI on soci-

ety. In the meanwhile, philosophers can debate about that based on 

rational expectations and predictions.

6 Indeed, universal principles influenced the enactment of the first 

laws about AI in EU [18] and US [55].
7 For example, the need to expand datasets to program fair, unbiased 

algorithms may conflict with individual privacy rights over personal 

information.



 AI and Ethics

values from society and, on the other, the necessity to syn-

thesize these values into implementable objectives for AI. 

Two recent accounts seem to align with this direction and 

are worth mentioning. The first one is the hybrid approach 

proposed by Umbrello and van de Poel [57] based on Value 

Sensitive Design (VSD). Specifically, the authors delineate 

a four-stage iterative design process to align AI technologies 

with social values. The agenda starts with an analysis of the 

values and needs of stakeholders, which are subsequently 

synthesized and translated into design requirements by rel-

evant experts.

Similarly, Savulescu et  al. [51] propose an approach 

called Collective Reflective Equilibrium in Practice 

(CREP), which includes data on public attitudes as input 

into a deliberative process aimed at determining AI policies. 

To ensure legitimacy and rational justification at the same 

time, Savulescu and colleagues argue that stakeholders’ 

moral preferences have to be scrutinized for bias and preju-

dice; subsequently, policymakers have to seek an “overlap-

ping consensus” between public attitudes and major ethical 

theories.

While VSD and CREP have significantly contributed to 

integrating laypeople’s preferences, expertise, and ethical 

principles, they both fall short in defining the specific type 

of individual beliefs that must be targeted to understand 

stakeholders’ values. Additionally, while both approaches 

recognize the need to filter individual preferences to inform 

AI value setting, they lack details on how AI ethicists can 

mitigate bias and select high quality data. Our intuition-

ist approach aims to advance the hybrid methodology by 

addressing these two fundamental aspects.

4  A hybrid intuitionist approach

In what follows, we spell out our intuitionist approach to 

AI alignment. The lesson derived from the previous dis-

cussion is that value setting should be sufficiently inclusive 

to involve evaluative beliefs from every potential AI stake-

holder while screening and filtering those beliefs by using 

appropriate scientific tools and expertise to obtain reliable 

outputs. Thus, we define a hybrid intuitionist approach that 

fulfills such conditions. First, we outline our account of 

moral intuitions and explain how they can be appropriately 

collected and filtered according to some promising debias-

ing strategies (Sect. 4.1). Then, we show how justification 

can transform implicit moral content within intuitions into 

articulated cooperative views of AI (Sect. 4.2).

4.1  Reliable moral intuitions

Despite the highlighted limitations of the bottom–up 

approach, we contend that collecting individual evaluative 

beliefs about AI is the right starting point for value setting. 

This would probably increase pluralism and legitimacy in AI 

policies. The challenge is to target the appropriate category 

of evaluative beliefs. Given their individualistic nature, per-

sonal preferences revealed in natural environments might be 

irrational, unreliable, and hard to aggregate into collective 

preferences (see [24]). Rather than personal preferences, we 

argue that AI goals should be grounded in a different class 

of evaluative beliefs: moral intuitions.

Even though scholars in AI ethics (e.g., [51]) stress the 

relevance of moral intuition to inform AI, no one provides 

a specific psychological characterization of this mental 

state. Following recent research in moral psychology [9], 

we understand intuition as a specific type of moral judg-

ment that possesses the following features. First, moral intui-

tions are defined by their moral content, a certain proposi-

tion asserting that something or someone is right, wrong, 

good, bad, morally obligatory, or permissible. The level of 

generality of the moral content is various: people can have 

intuitions about particular cases (e.g., that torturing a cat 

for fun is wrong), general judgments (e.g., that ChatGPT 

ought to disallow prompts about constructing lethal weap-

ons), mid-level principles (e.g., that the development of AI 

should promote justice and minimize all types of discrimina-

tion), or abstract theoretical principles (e.g., that the right-

ness of an action depends on its consequences). Second, 

moral intuitions are automatic moral responses because they 

derive from largely autonomous processes—that is, invol-

untary, fast, and effortless [4, 19]. Automaticity captures 

the spontaneous and immediate aspect of moral intuition, 

distinguishing it from slower and effortful reflective judg-

ments. Third, moral intuitions are also strong mental states 

insofar as they are experienced with a substantial degree of 

confidence, as compared to “shallow” automatic responses, 

such as guesses or quick hypotheses [6, 9]. Importantly, the 

strength of moral intuitions inclines the subjects to assent to 

their content and motivates them to act accordingly.

AI ethicists require scientific tools to collect intuitions 

with these specific psychological features. Although cor-

relational studies and online surveys (such as [2]) offer 

some insight into people’s preferences about AI, only 

well-designed psychological experiments can gather sta-

ble resposes by controlling the environment and excluding 

confounds [41]. Granted, we acknowledge the potential of 

a plurality of experimental conditions, such as qualitative 

interviews, self-report questionnaires, and observational 

studies.

In line with our hybrid approach, we contend that 

researchers should use experimental tools to collect vari-

ous types of moral intuitions to the extent that each plays a 

different role in AI alignment. General principles like “The 

development of AI should ultimately promote the well-being 

of all sentient creatures” are important for defining ethical 



AI and Ethics 

guidelines and policies. In contrast, intuitions based on spe-

cific situations accomplish the function of exemplifying, 

challenging, or testing general statements.8 Abstract theo-

retical principles do not directly inform ethical AI but do 

play a role in justifying ethical principles and policies. For 

example, the statement that AI should promote well-being 

finds support in the utilitarian principle that an action ought 

to maximize general welfare.

Each type of intuition has strengths and limitations. 

Abstract intuitions tend to find more consensus across dif-

ferent cultures and are useful for integrating particular moral 

judgments into general goals for AI. However, they tend to 

be vague and there is the risk of overgeneralization from 

typical cases.9 Particular intuitions, by contrast, are more 

subject to disagreement but are important in the application 

of principles.10 For these reasons, a comprehensive value 

setting for AI would consider intuitions of all types and no 

priority should be given to a certain intuition only for the 

level of generality of its content.11

One might object that intuitions are not a promising 

starting point for AI alignment because substantial evi-

dence shows that moral judgments are subject to social, 

gender, personal, and cognitive biases (see [34], pp. 45–89 

for a review). If moral intuitions are biased, the objection 

goes, they are no more conducive to beneficial AI than per-

sonal preferences. However, we contend that their intrin-

sic psychological features and the methods by which they 

are collected make moral intuitions a suitable target for AI 

alignment.

One important aspect to consider is that intuitions, unlike 

personal preferences, have moral content. There are good 

reasons to believe that encouraging people to adopt a moral 

point of view fosters agreement on social problems related 

to AI. This point presupposes that morality binds individu-

als together rather than exacerbating value conflicts. Recent 

developments in moral psychology support this hypoth-

esis, drawing on convergent evidence from evolutionary 

psychology and cultural anthropology [12, 53]. This evi-

dence suggests that moral judgment inclines individuals 

toward solutions to cooperation-related problems inher-

ent in human social life. Specifically, this line of research 

emphasizes that cooperative behaviors such as aiding one’s 

group, reciprocating costs and benefits, or fairly distributing 

resources tend to be universally regarded as morally good 

across diverse cultures and ethical systems, while uncoop-

erative behavior is universally considered morally undesir-

able. Therefore, if the theory of morality as cooperation is 

correct, as current evidence suggests, subjects induced to 

judge morally will be inclined to find cooperative solutions 

to problems regarding AI, accommodating multiple indi-

vidual needs rather than satisfying personal desires.12 In 

brief, enhancing ethical judgments can favor a shift from 

a competitive to a cooperative conception of AI. Note that 

this is compatible with ethical disagreement about how to 

understand cooperation (see Curry et al. [13]) and we will 

come back to this question in the next section.

To elicit cooperative moral attitudes, researchers can rely 

on the relevant psychological mechanisms underlying moral 

intuitions, such as moral emotions like sympathy or a sense 

of justice [26]. Importantly, the automatic and spontaneous 

nature of intuition fosters the participation of non-expert 

subjects in value setting. To elicit a particular intuition no 

sophisticated ethical knowledge is required, but presenting 

a morally salient case is sufficient. However, the automatic-

ity of emotion and intuition does not exclude responsive-

ness to reasons [36, 50]. Rather, some empirical evidence 

suggests that certain moral principles (e.g., the doctrine of 

double effect) can be operative in non-expert moral intui-

tions, although the subjects fail to articulate them afterward 

[27]. In line with these findings, we assume here that moral 

intuitions can be sensitive to reasons even if not followed by 

accurate post-hoc justifications. Therefore, targeting moral 

intuitions for the AI alignment process has the potential to 

include a wide range of evaluative viewpoints in society. 

Researchers can use analytical tools to compare intuitions 

collected from different social groups (e.g., students, work-

ers, philosophers, AI experts, etc.) and geographic areas to 

identify cross-cultural data.

Besides moral content and automaticity, the strength of 

moral intuitions is also relevant for AI alignment. Specifi-

cally, substantial empirical evidence shows that strong confi-

dent moral judgments (i.e., intuitions, according to our defi-

nition) tend to be stable over time and across circumstances 

8 General intuitions might be tested by qualitative methods that elicit 

reflection on ethical issues in AI (e.g., [16]  and [40]). Instead, par-

ticular intuitions may require quantitative measurements of moral 

judgment in response to specific scenarios involving AI (e.g., [20]).
9 In support of these statements, see the already mentioned review by 

Jobin et al. [30]. For the claim that general intuitions tend to be more 

stable, see Dabbagh [14].
10 For example, in the ethics of autonomous vehicles, the principle 

of the Institute of Electrical and Electronics Engineers “to treat fairly 

all persons and to not engage in acts of discrimination based on race, 

religion, gender, disability, age, national origin, sexual orientation, 

gender identity, or gender expression” [29] has been challenged the 

particular intuition to prioritize the young over the elders when pre-

sented an avoidable accident [2, 20].
11 We disagree here with Huemer [28], according to which general 

moral intuitions are less prone to biases.

12 A recent study investigating algorithmic interpretability and trans-

parency corroborates this hypothesis [59]. In the study, participants 

are asked to justify the implementation of an algorithm to allocate 

limited resources in different real-life scenarios; although the subjects 

opt for different solutions, moral concepts like “fairness” or “right-

ness” mostly guided their decisions.
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(see [9] for a review). In other words, subjects are less likely 

to revise strong intuitions than shallow evaluative prefer-

ences. Accordingly, moral intuitions tend to truly represent 

people’s core moral values, and this constitutes an apparent 

reason to consider intuitions in an alignment process that 

endeavours to make AI universally beneficial. To distinguish 

intuitions from mere guessing, researchers can rely on exper-

imental data such as self-reported “feeling of rightness” [56] 

or emotional arousal to measure subjects’ confidence about 

their moral judgment.

Although they represent significant steps forward, moral 

content, automaticity, and intuitive strength are insufficient 

to minimize human biases. One might still object that, even 

if a methodological procedure provides an accurate idea of 

society’s moral view, this view could still be fallacious, that 

is, completely off the track from beneficial AI. The quality 

of some output judgments, the objection goes, ultimately 

depends upon the quality of the inputs. In short: garbage 

in, garbage out. Though moral intuitions can be sensitive to 

reasons, this does not mean that every intuition is rational 

and reasonable. Even if accurately collected, intuitions can 

still be racist or misinformed and, hence, not conducive to 

beneficial AI. In response to this potential criticism, we 

emphasize the existence of epistemic tools that can improve 

the quality of intuitions by mitigating certain biases. Spe-

cifically, we refer to the most advanced debiasing strategies 

already in use in cognitive and social sciences. The goal of 

these tools is to provide optimal conditions to judge moral 

problems. We provide here some examples.

Cognitive biases like framing effects, overconfidence, or 

hindsight bias can be significantly reduced by intervening in 

information salience and presentation of a moral problem. 

Presenting a situation clearly and fairly and ensuring that the 

subjects understand the relevant information can improve 

the quality of moral intuitions. For instance, some empirical 

evidence suggests that simply drawing subjects’ attention to 

the importance of framing a problem reduces framing effect, 

without involving subjects’ analytical reasoning [5]. Over-

confidence, instead, can be mitigated by informing subjects 

that a moral problem is debated and controversial [61] or 

inviting them to consider opposite solutions [35]. Finally, 

hindsight bias can be effectively reduced by presenting to 

subjects alternative outcomes of a probabilistic event or add-

ing to the problem presentation an expert’s opinion about the 

actual probability of a harmful outcome [32].

Social biases can also be mitigated by appropriate exper-

imental design. Indeed, long-standing research in social 

psychology shows that implicit prejudices are remarkably 

malleable according to the local environment in which a 

subject is immersed [15, 23]. Thus, similarly to cognitive 

debiasing, researchers can generate an artificial environment 

that minimizes social biases and temporarily frees partici-

pants from their influence. For this purpose, for example, 

experimenters can favor participants’ awareness of possi-

ble sources of prejudice or using goals and motivations to 

weaken implicit stereotypic associations [23]. Furthermore, 

a large body of evidence suggests that exposing subjects 

to counterstereotypic environmental cues (e.g., displaying 

images of admired and famous African Americans) strongly 

reduces implicit biases [15].

In summary, collecting moral intuitions is a promising 

starting point for AI value setting. Compared to personal 

preferences, eliciting people’s ethical intuitions would foster 

a cooperative rather than a competitive understanding of AI. 

Although moral intuitions are not extremely reliable per se 

(especially in everyday environments), we are moderately 

optimistic that suitable experimental settings can increase 

their reliability by debiasing strategies.

4.2  Justifying moral intuitions and reasonable 
intuition conflict

Once collected and filtered by suitable methods, moral 

intuitions need to be explained and justified in order to infer 

meaningful ethical demands for AI. We define intuition jus-

tification as the reflective process of articulating normative 

reasons for the content of some relevant intuitions. This 

practice encompasses activities such as connecting specific 

moral judgments with general principles or constructing 

arguments for ethical AI based on evidence and relevant 

background theories. Importantly, the ultimate goal of this 

process is to transform implicit moral information contained 

in intuitions into an evidence-based cooperative understand-

ing of AI.

The process of articulating and exchanging normative 

reasons brings moral intuitions into an intersubjective 

dimension in which researchers communicate ethical views 

on AI to the scientific community. According to recent evi-

dence, this aspect tends to enhance the quality of output intu-

itions, mitigating certain individual cognitive biases. The 

reasons are manifold [37]. Firstly, receiving feedback from 

a scientific audience is beneficial because individuals tend to 

be more accurate in evaluating others’ arguments than their 

own ([37, p. 231]). This helps reduce the documented “my-

side bias,” which refers to the systematic difficulty individu-

als face in seeking counterevidence and counterarguments to 

their own opinions. Secondly, communicating intuitions is 

beneficial for reasoning insofar as, during interactive discus-

sions, individuals exchange numerous concise arguments. 

This facilitates the development of longer and more robust 

arguments with minimal individual cognitive effort ([37, p. 

224]). Thirdly, and finally, intuition communication tends to 

promote coherent justifications as it is easier to persuade an 

interlocutor of a claim by demonstrating its coherence with 

their existing beliefs ([37, p. 194]).
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The task of intuition justification has traditionally fallen 

within the purview of normative theory and there appears 

to be no reason why it should not continue to do so in the 

ethics of AI. We also emphasize the complementary role that 

recent moral-psychological theories can play in illuminating 

the underlying principles behind moral intuitions. For exam-

ple, according to Moral Foundation Theory, moral intui-

tions regarding AI diverge based on the emphasis individu-

als place on different fundamental moral concepts (“moral 

foundations”) [54].13 In contrast, the Agent, Deed, and Con-

sequences (ADC) model of moral judgment proposes that 

intuitions about AI vary according to the character and inten-

tions displayed by an artificial agent (the Agent component, 

A), the intrinsic nature of its actions (the Deed component, 

D), and the outcomes produced (the Consequences compo-

nent, C) [44].14 Relevant to our purposes, moral-psychologi-

cal theories can contribute to understanding intuition conflict 

and integrating competing normative standpoints.

While the combination of normative and moral-psycho-

logical theory can mitigate biases and resolve intuition con-

flicts, we are not sufficiently optimistic to claim that every 

ethical conflict can be solved solely by moral reasoning.15 

Instead, it is more realistic to expect that some reasonable 

disagreement regarding AI will persist even after intuition 

justification. This is likely due to the irreducible complexity 

of moral problems and the existence of multiple conceptions 

of cooperative AI. As previously mentioned, though people 

tend to universally agree that “ethical AI” entails “coopera-

tive AI”, there exist varying interpretations of cooperation 

and diverse cooperative approaches to addressing social 

issues related to AI. These differences give rise to compet-

ing ethical perspectives. In what follows, we illustrate some 

paradigmatic examples.

An AI application that pervades our everyday lives is 

marketing algorithms. Moral intuitions about their deploy-

ment tend to be polarized between two opposing views [3]. 

A free market-oriented view emphasizes the freedom of 

stakeholders to make voluntary agreements and earn eco-

nomic benefits; accordingly, consumers should be relatively 

free to share personal information in exchange for gain, 

while informed consent and “opt-out” policies should suffice 

to regulate agreements. By contrast, intuitions more focused 

on consumer protection highlight the risks to privacy and 

individual autonomy, advocating for restrictive regulations 

(e.g., “opt-in” policies) to mitigate the sharing of personal 

data. Another paradigmatic case of intuition conflict can be 

identified in the ethics of driving automation. In this field, 

intuitions are divided between a public transportation-cen-

tered vision and a private ownership-centered vision [16]. 

Whereas the former view underlines the potential of auto-

mated public vehicles to reduce environmental impact and 

ensure citizens’ right to independent movement regardless of 

income, the private ownership vision highlights the impor-

tance of private cars for freedom of mobility.

While a systematic investigation of ethical disagreements 

in AI applications falls outside the scope of this paper, the 

examples described above suffice to illustrate what we define 

as reasonable intuition conflict. Given two intuitions  I1 and 

 I2, a reasonable conflict between them occurs whenever:

• I1 and  I2 favor opposing cooperative views of an AI appli-

cation

• Both  I1 and  I2 are provably unbiased (i.e., not resulting 

from mere personal interests, social prejudice, or system-

atic mistakes in interpreting information)

• Both  I1 and  I2 are supported by compelling normative 

reasons.

In other words, reasonable intuition conflict is an ethical 

disagreement that persists despite the mitigation of biases 

and the justification process. Finding trade-offs between 

reasonable intuition conflicts is a task primarily for politics, 

rather than empirically informed ethical inquiry, or so we 

argue. The optimal outcome we expect from the normative 

justification of intuitions consists of a limited set of refined 

cooperative models of AI applications, each stemming from 

reliable moral intuitions. This class of intuitions would serve 

as a starting point for public discussion and political delib-

eration aimed at incorporating intuitions into AI policies.

Detailing how public discussion and politics should 

embody moral intuitions about AI goes beyond the purposes 

of this paper. It is plausible that trade-offs between intui-

tion conflicts should be sensitive to the cultural and political 

context of the geographical area where an AI application is 

deployed. For instance, the political history of the United 

States suggests that this region may be more receptive to 

a free market view of marketing algorithms and a private 

ownership-centered vision of driving automation. By con-

trast, the European Union, historically more inclined toward 

privacy protection and a welfare system, may lean toward 

a consumer protection view of marketing algorithms and a 

public transportation-centered vision of driving automation.

13 For instance, a person inclined to the “authority” foundation might 

approve extensive data collection for security purposes, while a sub-

ject sensitive to “liberty” could not see that as a sufficient reason for 

the privacy intrusion [54].
14 For example, moral intuitions about a self-driving car’s decisions 

vary according to the weight given to the car’s driving style and reli-

ability (A), the compliance with traffic norms (D), and whether the 

action results in an accident (C) [10].
15 We agree with Savulescu et al. [51] on the fact that “overlapping 

consensus” between intuitions from different sources is desirable and 

should be strongly considered in AI policy making. However, we 

assume here that consensus is not always possible and our discussion 

focuses on cases of reasonable disagreement.
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5  Discussion

Our goal was to detail a hybrid methodological procedure 

conducive to beneficial AI. Before considering the advan-

tages and limitations of our intuitionist account, let us sum-

marize the main highlights. In brief, we contend that AI 

systems should embody potential stakeholders’ moral intui-

tions. Thus, AI value setting should follow three main steps 

(Fig. 1). First, researchers should collect reliable moral 

intuitions via appropriate experimental designs. The goal 

of this stage is not to neutrally register people’s moral views 

but to take “the best from them,” providing optimal condi-

tions to judge thanks to effective debiasing strategies. The 

second step consists of the justification of intuitions by nor-

mative and psychological theories. Crucial for this stage is 

the articulation of normative reasons and the identification 

of reasonable conflicts. Even this stage should enhance the 

quality of intuitions by spelling out their rationale and trans-

forming their implicit content into cooperative views of AI. 

Finally, the third step of our research agenda comprises the 

political deliberation of values for AI. The purpose of this 

stage is to incorporate moral intuitions into AI policies and 

discuss appropriate trade-offs between the remaining intui-

tion conflicts.

The account outlined above combines the strength of bot-

tom–up and top–down approaches while avoiding the issues 

that emerged in Sect. 3. Unlike top–down methods, the intu-

itionist approach enhances value pluralism by incorporat-

ing in the procedure a wide spectrum of moral opinions, 

including experts and non-experts from a variety of social, 

racial, and geographic demographics to promote optimal 

representation. Yet, the intuitionist method also aligns with 

top–down methodologies as it concerns the ethical coopera-

tive approach and the use of expertise to filter and justify 

individual beliefs. These aspects position our method to bet-

ter integrate individual values into universal goals. Specifi-

cally, unlike bottom–up approaches, we have identified better 

input (moral intuition instead of personal preferences) and 

more reliable strategies to enhance the quality of the inputs 

(experimental designs and moral theory instead of machine 

learning). Therefore, our proposed procedure can reconcile 

inclusiveness and output reliability in AI alignment.

The intuitionist approach complements existing hybrid 

methodologies [51, 57] by indicating the kind of individual 

beliefs apt for informing AI and the psychological tools to 

collect and filter them. We have also introduced the novel 

concept of reasonable intuition conflict and provided nec-

essary and sufficient conditions for it. Nevertheless, we 

acknowledge that our account is less ambitious than VSD 

[57], not covering the full cycle of AI alignment (encom-

passing value setting, implementation, and feedback).

Our conclusion may appear skeptical to the extent that 

we do not expect that moral theorizing can solve every kind 

of conflict between intuitions. However, we do believe that 

minimizing biases and understanding reasonable disagree-

ments represent a realistic yet important achievement for 

empirically informed ethics. We are cautiously optimistic 

that distinguishing apparent (due to biases) and reasonable 

intuition conflict would put politics in a favorable position to 

find legitimate trade-offs between values. We do not address 

at length this political aspect of AI alignment, at the inter-

face between value setting and value implementation. Dis-

cussing how AI policies should incorporate moral intuitions 

could be a subject for future work.

The intuitionist approach largely relies on experimen-

tal settings to enhance the quality of moral opinions. We 

anticipate here some concerns regarding the recognized 

limitations of experimental ethics [33]. In particular, two 

pressing issues have emerged in the recent literature: firstly, 

moral studies’ lack of ecological validity, which pertains to 

the potential discrepancy between experimental settings and 

real-world moral situations. Consequently, moral intuitions 

collected under such conditions might not accurately reflect 

people’s core values. Secondly, like other experimental dis-

ciplines, empirical ethics grapples with a replicability crisis, 

meaning that many empirical results fail to be replicated by 

independent researchers.

As concerns the problem of ecological validity, we stress 

how some technological resources can enhance the realism 

of experimental moral scenarios, thereby increasing the 

Fig. 1  The intuitionist approach in three steps
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psychological engagement of participants. For example, 

a relatively recent tool that can tremendously increase a 

moral study’s ecological validity is virtual reality (VR). This 

technology permits AI ethicists to use naturalistic immer-

sive depictions of moral situations to test moral judgment. 

VR studies can be particularly beneficial for informing AI 

because experimenters can observe how people interact with 

AI agents in a realistic environment that can be controlled 

and manipulated to obtain accurate data. Specifically, VR 

enables various useful conditions to investigate moral judg-

ment: external observers’ judgment, simulated decision-

making, and interactions between multiple agents. For such 

reasons, a growing number of studies have applied VR to 

road traffic scenarios to contribute to the ethics of automated 

vehicles [10, 20]. Nevertheless, VR environments can be 

adapted to study moral intuitions in other domains of AI.

The replicability crisis can be tackled by adopting good 

research practices that are increasingly becoming standard in 

empirical disciplines. For instance, increasing transparency 

and clarity in reporting methods and results would facilitate 

future replications. Furthermore, it is essential not to solely 

rely on single statistical parameters (e.g., the p-value) and to 

report complementary measures [45]. Finally, in the ethical 

domain particularly, it is crucial to not overgeneralize from 

mixed results, as they may indicate reasonable normative 

disagreement [48].

Another potential objection to our research agenda con-

cerns the assumption of some epistemic and moral norms in 

bias mitigation. For example, social prejudice reduction is 

justified by respecting human dignity (thus, no discrimina-

tion). On the other hand, reducing cognitive biases presup-

poses adherence to basic standards of rationality embedded 

in scientific practice. While some may view these assump-

tions as risking manipulation of subjects’ opinions or as 

employing a circular methodology (see [47]), we contend 

that assuming some fundamental normative truths is inevi-

table to situate AI alignment within the framework of liberal 

democracies and scientific practice, which still leave room 

for reasonable disagreement about more specific values. Fur-

thermore, we emphasize that achieving complete value neu-

trality in collecting intuitions is hardly feasible. Even in 

presenting certain moral problems to subjects, researchers 

must select information considered relevant, a process that 

inherently carries value-laden implications. Hence, it might 

be preferable to adopt norms that are consolidated in lib-

eral democracy and scientific practice rather than implicitly 

accepting arbitrary values. Admittedly, what is bias is debat-

able to some extent and, therefore, we encourage further 

discussion in future work.

This paper has primarily focused on AI value setting 

while setting aside the issue of value implementation, 

which encompasses integrating selected values into AI sys-

tems. At these preliminary stages, the challenge we foresee 

in encoding moral intuitions lies in devising mechanisms 

within artificial agents that can replicate the psychological 

processes underlying moral intuitions, such as moral emo-

tions or mental heuristics. Replacing such mental processes 

with functional equivalents would facilitate the design of AI 

systems capable of making decisions aligned with human 

moral intuition.

6  Conclusion

The explosion of highly autonomous artificial agents raises 

the ethical challenge of aligning their goals with society’s 

values. Given the existence of value pluralism, a reliable 

procedure is demanded to determine the values with which 

AI ought to align. The goal of such a methodology is to 

include a wide range of existing evaluative viewpoints in 

society and, at the same time, select and integrate them to 

make future AI beneficial.

In light of the strengths and limitations of existing 

top–down and bottom–up approaches, we have described a 

hybrid intuitionist approach to the alignment problem. We 

have proposed a research agenda that is inclusive enough to 

consider moral intuitions from all potential AI stakeholders 

while ensuring the reliability of the output values. Finally, 

we have discussed the process of intuition justification and 

the conditions for reasonable intuition conflict.

Focusing on the methodology for empirical ethical 

inquiry, this paper left mostly unaddressed further phases 

of AI alignment such as the incorporation of moral intuitions 

in policymaking and how they can be technically embedded 

into AI algorithms. These are tasks for future work.
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