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—— Abstract

We consider the problem of learning an unknown partition of an n element universe using rank
queries. Such queries take as input a subset of the universe and return the number of parts of
the partition it intersects. We give a simple O(n)-query, efficient, deterministic algorithm for this
problem. We also generalize to give an O(n + klogr)-rank query algorithm for a general partition
matroid where k is the number of parts and r is the rank of the matroid.
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1 Introduction

Let V be a universe of n elements and suppose there is an unknown partition P = (P, ..., Py)
that we want to learn. We have an oracle called rank that takes as input any subset
S C V and returns the number of different parts this subset intersects. More precisely
rank(S) := Zle min(|S N B;|,1). How many queries suffice to learn P?

This natural question is a special case of the problem of learning hypergraphs under
the additive query model initially studied by [28]. In this problem, we have an unknown
hypergraph on a vertex set V', and an additive query add(T") on a subset T C V returns
the number of hyperedges completely contained in T". Our unknown partition P is a special
hypergraph whose k hyperedges are disjoint (that is, it is a hypermatching); and for any
subset S we observe that rank(S) is precisely & — add(V \ S). And so, the problem we
study can be rephrased as in how few additive queries can a hypermatching be learnt.
Although hypermatchings may feel too specialized, the now mature literature on graph
learning (cf. [22, 17, 15, 16, 23]) began with understanding the case of graph matchings
(cf. [28, 4, 3]).

The problem we study is also a special case of a matroid learning problem with access to
rank oracle queries. Matroids are set systems, whose elements are called independent sets,
that are defined using certain axioms and these are fundamental objects in combinatorial
optimization. It is well known that a partition P induces the following simple partition
matroid: a subset I C V is independent if |I N P;| < 1 for all 4. The rank of a matroid is the
cardinality of the largest independent set of the matroid, and more generally, the rank of
subset S is the cardinality of the largest independent set that is a subset of S. A moment’s
notice shows that for the simple partition matroid this is precisely rank(S) which explains
the name we give to our oracle. So, our problem we study asks: in how few rank queries can
a simple partition matroid be learnt?
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Learning Partitions Using Rank Queries

It is rather straightforward! to learn the partition using O(nlogk) queries as follows.
First, one learns a representative from each part with n-queries; given a set of already learned
representatives R, a vertex v is in a new unrepresented part if and only if rank(RUv) > rank(R).
After learning the k representatives, we can learn every other vertex’s part by performing a
binary search style algorithm. Can one do better? It is instructive to note that the algorithm
sketched above does not really utilize the full power of the query model we have. In particular,
it would have sufficed if the query took a subset S and said YES if every element in S
was in a different part, or NO otherwise. Using the matroid language, an independence
oracle suffices which only states if a set S is independent or not. Now, an independence
oracle answer gives at most 1 bit of information; on the other hand, there are roughly k™
different partitions possible with < k parts. Therefore, via an information theoretic argument
Q(nlog k) independence queries are necessary to learn the partition. In contrast, the rank
oracle gives the number of different parts hit by a subset; this is an integer in {0,1,...,k}
and the information theoretic argument only proves an (n) lower bound on the number of
queries. This naturally leads to the question: can an O(n)-query algorithm exist? The main
result of this paper is a simple affirmative answer to this question.

» Theorem 1. There is a deterministic, constructive algorithm that solves unknown partition
learning problem using O(n) rank queries.

» Remark. We have not optimized the constant in front of n. We think it can be made less
than 10 but don’t believe can be made less than 4 using our methods. The best lower bound
one can prove using the above information theory argument is n. Figuring out the precise
coeflicient is left as an open question.

We also consider the generalization of learning a general partition matroid using rank
queries. In this case, along with the unknown partition P, we have unknown positive integers
r1,...,T associated with each part, where 1 <r; < |P;|. A subset I is independent in this
matroid if |[I N P;| < r;, for all 1 < i < k. When all ; = 1, we have the simple partition
matroid. The rank query corresponds to rank(S) := Zle min(|S N P;|,7;). In how few rank
queries can we learn a general partition matroid?

As in the simple partition matroid case, one can get an O(nlog k)-query algorithm using
just an independent set oracle via a more delicate? binary-search-style algorithm. Can we
obtain O(n) query algorithm with rank queries? We believe the answer should be yes and
take the following first step.

» Theorem 2. There is a deterministic, constructive algorithm that learns a general partition
matroid using O(n + klogr) rank queries where r :=rank(V) = >, ;.

» Remark. When the number of parts k < n/logn, we thus get an O(n)-rank query algorithm.
However, when k = Q(n) we don’t do any better than just with independence queries.

Perspective

Our motivation to look at the problem arose from trying to understand the connectivity
question in hypergraphs using CUT queries. Although, as mentioned earlier, graph learning
under query models has been extensively studied, over the last few years, multiple works
such as [36, 27, 29, 8, 6, 20, 30] have focused on trying to understand if fewer queries can

! Something that can be given in an undergraduate algorithms course when teaching binary search.
2 Maybe a challenging exercise in the aforementioned algorithms course; see Section 3 for this algorithm.
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lead to understanding properties of graphs. Of particular interest is understanding the
connectivity/finding spanning forest of a graph using CUT queries. A CUT query takes a
subset of vertices as input and returns the number/weight of the cut edges crossing the
subset. While graph learning can take (:)(m) cut queries, a spanning forest of an undirected
graph, unweighted or weighted, can be constructed® in O(n) queries (see [6, 30]). Can such
results be generalized* to hypergraphs? To us, the easiest case of a hypergraph was the
hypermatching whose only spanning forest is the hypergraph itself. It is not too hard to see
that CUT queries and rank queries are intimately related. Formally, after n cut queries, any
rank query can be simulated with 2 cut queries. The interesting open question is: can the
connectivity question of an arbitrary hypergraph be solved in O(n) queries?

The other related problem is matroid intersection. Given rank/independence oracle to
two matroids over the same universe, the matroid intersection problem asks to find the largest
common independent set. It is a classic result in combinatorial optimization due to [26]
that this can be solved in polynomially many independence oracle queries. The current
state-of-the-art is that O(n'-®)-rank queries suffice (see [19]) and O(n"/4)-independence oracle
queries suffice (see [10]). On the other hand, no super-linear lower bounds are known for
rank-queries, and only recently, [11] proved an Q(nlogn)-lower bound for independence
queries. The big open question is: can matroid intersection be solved in O(n) rank-queries,
or can a w(n)-lower bound be proved?

As noted earlier, if we wish to obtain an o(nlogk)-query algorithm, we must exploit
the fact that rank-queries output “more” than the independence oracle queries. Our second
motivation in writing this paper is to showcase how the techniques that arise from coin
weighing problems a la [18, 31] exploit this “more”. In the basic coin-weighing problem,
one is asked to recover an unknown Boolean vector x with the ability to query any subset
S and obtain ), ¢ 2; (a sum-query). The aforementioned papers showed how to do this
making roughly 2n/log, n sum-queries. [13] generalized this to learn a Boolean vector with
at most d ones in roughly 251101;%” queries. In a different application, [28] showed how to use
the coin-weighing result to learn a hidden perfect matching in a bipartite graph using 2n
CUT queries. These form the backbone of our algorithms. Having said that, there are some
big differences between sum-queries and rank-queries since the latter is not “linear” and
this underlies the difficulties we’ve faced in generalizing Theorem 2 to obtain a O(n)-query
algorithm to the general partition matroid case.

1.1 Related works

There is a vast literature on combinatorial search [1, 25], and we restrict ourselves to
the works that are related the most. As mentioned above, our problem can be thought
of as learning a hypermatching using additive/cut queries. (Hyper)-graph reconstruction
questions have been widely studied in the last two decades. A significant body of work has

been dedicated to reconstructing graphs using queries, as evidenced by the works of (cf.

[28, 4, 3, 35, 23, 34, 15, 17, 22]). These efforts encompass various types of graphs, including
unweighted graphs, graphs with positive weights, and graphs with non-zero edge weights, using
CUT queries. This has culminated in a result of [22] gives an polynomial time, randomized

(Tolgoil )-query algorithm for learning graphs on n nodes and m edges with non-zero edge
weights, and this query complexity is information theoretic optimal. Concurrently, there has

3 using a randomized Las Vegas algorithm which makes O(n) queries in expectation

4 At first glance even a polynomial query algorithm may not be clear; a little thought can lead to an
O(nlogn) query algorithm.
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been ongoing research on recovering specific structures within graphs without necessarily
reconstructing the entire graph, such as figuring its connectivity (see [28, 20, 30]). [5] started
the research on learning a hypergraph using edge-detecting queries, that is, whether the
input set contains a hyperedge or not; they described algorithms for r-uniform hypergraphs
(every hyperedge has exactly r vertices) but the dependence on r was exponential. [14]
considered the additive model where one gets the number of edge (this was mentioned in
the Introduction above) and proved existence of algorithms to learn rank d hypergraphs
(every hyperedge has at most d vertices) for constant d using Og(m log(n¢/m)/log m)-queries;
the dependence on d is exponential. [9] considered high-rank but low-degree hypergraphs,
including hypermatchings. The focus was on edge-detecting queries (indicator whether
additive query is zero or non-zero), and they gave O(npolylogn)-query algorithms which
were also “low depth”, that is, with few rounds of adaptivity.

Our problem is also related to the problem of recovering a clustering with active queries
(see [7, 33, 37, 2, 21, 12, 32]). The setting is the same: there is a universe of n points which
we assume is clustered into k unknown parts. The query model, however, is often quite
different and much more restrictive usually constraining queries to asking whether a pair
or a constant number of elements are in the same cluster/part or not. Such a study was
initiated in the works of [24, 7, 33] which prove an Q(nk) lower bound, and then provide
better upper bounds with extra assumptions. The above-cited works continue on this line.

2  O(n) Query Deterministic Algorithm

Throughout the rest of the paper, unless otherwise mentioned all logarithm base is 2. We
begin with an overview of the algorithm. We maintain a collection J of disjoint independent
sets; recall that a subset is independent if it contains at most one element from each part.
Initially, J is the collection of n independent sets each of which is a single element. Let
J denote the union of all these independent sets, and so, initially J = V. The algorithm
will modify this collection J in iterations, removing some elements from J while doing so.
Anytime such an element e is removed, we maintain a map rep(e) to an element in the
current J with the property that e and rep(e) are in the same partition in P. We will call
two elements in the same parts “friends”; and so, rep(e) is e’s friend.

The key routine in the algorithm is a merge operation over independent sets. Given
two independent sets Iy, Iz, define the set of common nodes com(Iy,Iz) := {v; € I; : Juy €
I, P, {v1,v2} C P;} to be the subset of nodes in I; which have a friend in I5. Note that
this friend needs to be unique since I, is independent. The MERGE operation takes two
independent sets I; and I and then (a) finds the set com(I1, I5), (b) for each e € com([Iy, I5),
finds its unique neighbor rep(e) € com(Is, I1), and (c¢) returns com(Iy, Is),com(Iy, I1), and
I3 :=1I) + Iy — com(Iy, I5). See Figure 1 for an illustration.

Given the MERGE routine, the algorithm is very simple: while there exists two independent
sets I; and Iy of comparable size (within factor 2), merge them and replace I; and I with
I3 returned by the merge. This may remove some elements from J, and in particular this is
com(Iy, I5), but all these elements will have rep(e) pointing to their friends who are still in J.
When the algorithm can’t do this anymore, there must be at most £ = [log k] independent
sets remaining in J. These can be sequentially merged in any order to get one single
independent set J, indeed a basis, in J. To find the partition, consider the directed graph on
V where we add the edge (e, rep(e)) for all e € V'\ J; note this forms a collection of directed
in-trees rooted at vertices in J, and the connected components are precisely the parts that
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Figure 1 After we merge I1, I> on the left, we get I3 and a mapping from com(I1, I2) to com(I2, I1).

we desire. In what follows we show how to implement MERGE using existing results from
coin-weighing and graph reconstruction, and then argue why the total number of rank queries
made by our algorithm is O(n).

2.1 Definitions
We review or introduce several definitions for completeness.

» Definition 3 (add query). An add query on an unweighted graph G = (V, E): given S C 'V,
obtain [{e € E:e € S x S}|.

» Definition 4 (sum query). A sum query on a boolean vector x € {0, 1} : given S C [N],
obtain ), g ;.

» Definition 5 (com of two sets). Given two independent sets I1,I5. The set of common
nodes com(Iy, I5) := {vy € I : Jug € Iy, P;, {v1,v2} C P;} is the subset of nodes in I which
have a friend in I5.

» Definition 6 (rep(e) of a node). We maintain a map rep with the property that a node e
and rep(e) (representative of e) are in the same partition in P. rep keeps track of the learned
partition by mapping the learned node to its friend who is still in J.

2.2 Merging Independent Sets
We begin by introducing some vector/graph reconstruction algorithms from the literature.

» Lemma 7 ([13]). Let x € {0,1}" be an unknown Boolean vector with sum-query access. If
x has d ones, then there is a polynomial time, adaptive, deterministic algorithm to reconstruct
x which makes O(dlog(N/d)/logd) sum queries.

» Lemma 8 (Paraphrasing Theorem 4 & Section 4.3 [28]). A bipartite graph G = (V,W, E)
with |V| = |W| = m where E forms a perfect matching can be learnt in O(m) add queries.

Now we are ready to describe MERGE whose properties are encapsulated in the following
lemma.

» Lemma 9. Let I, I be two independent sets and let ki = |I1| and ko = |I2|. Suppose d =
|com(Iy, I2)| = |com(Ia, I1)|. The procedure MERGE is an adaptive deterministic polynomial
time algorithm which returns Is = I + I — com(I1,I3) and rep(e) € com(Iz, 1) for all

e € com(I1, I5). The procedure makes O(Leetmax(brks)/d)

Toe d ) rank queries.

FSTTCS 2024
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Proof. Given I; and I, define the Boolean vector x := x(y, 1,) € {0, 1}#1 where x, = 1 if and
only if e € com([y,I5). We note that a sum query can be simulated on x using a single rank
query. This is due to the observation that for all S C Iy, > g Xe = |S| +|I2] — rank(S U I3).
This is because the RHS precisely counts the number of parts of .S that are already present in

I, or com(I1, I;) N S. Therefore, we can apply Lemma 7 to learn com(Iy, I5) in O(4e8lkr/d)

logd
many rank queries. Similarly, we can get com(l2, ;) in O(%:Z/d)

the above doesn’t give us the friends for e € com([y, I) in com([2, I1). This pairing can be
found as follows. For simplicity, let’s use X := com(Iy, [3) and Y := com(I3, ;). Consider
the bipartite graph G = (X,Y, E) where e € X has an edge to f € Y if and only if f is e’s
friend. So, G is a perfect matching whose edges are yet unknown. We can now use Lemma 8
to find them. To see why this can be done, note that we can simulate the add query because
for any S C X UY, simply because add(S) = |S| — rank(S) This is because any edge (e, f)
with both endpoints in S are precisely the pairs which are counted once in rank(S) but twice
in |S|. Thus, finding this matching takes O(d) rank queries. <

) queries. Note that

Algorithm 1 Merging Independent Sets.

procedure MERGE([1, I3):
> Input: Two independent sets
> Qutput: com(Iy, I) and rep(e) € com(Ia, Iy) for e € com(Iy, I3).
Learn com(l;,I;) and com(I3,I;) as described above using
O(dlog(max(ky, k2))/logd) rank queries.
5: Learn rep(e) € com(I3, I1) for e € com(Iy, I2) as described above in O(d) rank
queries.
6: I3 < I; U Iy — com(Iq, I2). > Note that I3 is independent and rep(e) € I for all
e € com(11, I2).
7: return (I3, rep)

2.3 The algorithm and analysis

We give the pseudocode of the algorithm in Algorithm 2. We now claim that the algorithm
makes O(n) queries. All the queries to rank occur in the calls to MERGE in line 7 or line 14.
Let’s take care of the second ones first since it’s straightforward.

> Claim 10. The total number of rank queries made in MERGE calls in line 14 over the
for-loop is O(n).

Proof. There are £ = O(logn) merges made; that is the only fact we will use. By Lemma 9,
the tth MERGE would make at most O(d; logn/logd;) many rank queries, where d; is the
size of com(Iy, I) at that time. All we care for is that ), , d; < n. Now we observe (an
explicit reference is Claim 3 of [20]) that if £ < C'logn, then Zle locgl%dt = 0O(n/logn). To
see this, note that the contribution to this sum of all the d;’s which are < #an is at

nt
ClogZn

is O(>,di/logn) = O(n/logn). Altogether, we see that O(Zle dilogn/logd:) = O(n).
<

most < n/logn. All the other d;’s have logd; = Q(logn) and so their contribution

> Claim 11. The total number of rank queries made in MERGE calls in line 7 over the
while-loop is O(n).
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Algorithm 2 Find Partition.

1: procedure FINDPARTITION(V, rank):

2 > Input: n elements with rank query access to hidden partition P.

3 > Qutput: the partition.

4: Create J < {{e1},{e2},.. ., {en}t}; J <V

5: Create graph G = (V, F) with F < (. > this will be used to find the parts

6 while 311, I, € J : |L|/|I2| € [1/2,2] do:

7 (I3, rep(e)) +MERGE([y, I2).

8 For all e € com(11,I5), add (e,rep(e)) to the edge-set F.

9 j%j*{jl,fg}+13; JeJ\com(Il,Ig).

10: > At this point there can be at most [logn]| elements in J

11: > Merge all these sets in any order to get a single set. We provide one below.
12: Let J ={I,1Is,...,I;} with £ < [logn]; I + I1; J < J\ I1

13: for 2 <t </ do:

14: (I3, rep(e)) < MERGE(I, I).

15: For all e € com(Iy, ), add (e, rep(e)) to the edge-set F.

16: J T, I} + I3; I + Is.

17: > At this point J has a single independent set I. Every element in e € V \ I has a

single representative rep(e). So G is a collection of directed in-trees with roots in I

18: return Connected components of G.

Proof. To argue about the MERGE’s in Line 7, we need to partition these into two classes.

Note that all such merges take two independent sets I; and I which are of similar size kq
and ks respectively; without loss of generality, let k1 < ko < 2k;. Let d := |com([, I2)|. We
call a merge thick if d > +/k1 and thin otherwise. We argue about the thick and thin merges
differently.

Using Lemma 9, we see that a thick merge costs O(dlog(max(k1, k2))/logd) = O(d) rank
queries; we have used here that ks < 2k; and d > v/k1. Thus, we can charge these rank
queries to the d elements which leave J. Thus, the total number of rank queries made
across all thick merges is O(n).

To argue about thin merges, we make a further definition. Let us say that an independent
set I is in class ¢ if |I] € [2¢,21), for 0 < ¢ < |logn]. Fix such a ¢t. A thin merge (I, I2)
is called a class ¢ thin-merge if the smaller cardinality set is in class ¢. An element e € V'
participates in a class ¢ thin-merge (I3, I) if it is present in the smaller set. Observe
that for a thin class ¢ merge, the resulting independent set I3 almost doubles in size;
in particular, |I3] = |I1| + |I2| — [com(I}, I5)| > 2t+1 — 2!/2. Using this one can argue
that the same element cannot participate in more than two class t-thin merges; after
two merges the set ceases to be class ¢. In particular, this means the number of thin
class t merges is at most 2 - n/2!, and each such merge, by Lemma 9, can be done with
O(dlog(2t+1)/log d) many rank queries where d = |com(Iy, I5)| < 2%/2. Since d/logd
is an increasing function of d, we conclude that any class ¢ thin-merge takes at most
O(2¢/21og(2!*1) / log(2!/?)) = O(2!/?) many rank queries. Therefore, the total number of

rank queries made within thin merges is at most 3,8 22.0(2%) = O(n) <

The above two claims imply the proof of Theorem 1.

16:7
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3 General Partition Matroids

We recall the problem. As before, the universe is V' and there is a hidden partition P =
(Py,...,Py). Furthermore, there are integers ry,...,r, where 0 < 7; < |P;|.> This defines a
partition matroid where a set I is independent if and only if [T N P;| <r; for 1 < i < k. The
rank-oracle for this matroid is the following rank(S) = Zle min(|S N B;|, 7).

We will prove the following theorem in this section.

» Theorem 2. There is a deterministic, constructive algorithm that learns a general partition
matroid using O(n + klogr) rank queries where r :=rank(V) = > r;.

Our proof technique will be a reduction to the simple partition matroid setting of Section 2.
Before we get there, let’s first begin with a simple well-known observation.

» Lemma 12. There is an O(n) rank query algorithm that finds a basis B of a partition
matroid.

Proof. This is standard and we give it below for completeness. Note that although described
as a “for-loop”, the above algorithm can be implemented in a single round of n many rank
queries. <

Algorithm 3 Finding a Basis Using Rank Queries.

1: procedure FINDBASIS(V, rank):

2 > Input: n elements in V with rank query access
3 > Qutput: A basis of V.

4: B+ {}.

5: for v € V do:

6 if rank(B + {v}) = rank(B) + 1 then:

7 B+ B+ {v}.

8

return B.

To obtain our reduction, what we need apart from this basis B are two sets of representatives.
A subset T C V is a set of representative if [T N P;| = 1 for each 1 < i < k. The
reduction will need two representative sets: Ty C B and T, N B = (), and the subroutine
FINDREPRESENTATIVES(B) will find this. Furthermore, it will also return a map ¢ : Ty — Th
where for each e € Ty, ¢(e) belongs to the same part as e. The algorithm does so in
O(n + klogr) queries; in fact, only independence oracle queries suffice. This is slightly
non-trivial and we described this in Section 3.1. Let us now show how these representatives
imply an O(n)-query algorithm to learn the partition P and the r;’s.

> Claim 13. Algorithm 4 returns the correct partition P and r;’s making O(n) many rank
queries.

Proof. The main idea is that the representatives allow us to simulate a simple partition
matroid rank query on the basis and outside. More precisely, we claim that for any subset
S C B, rank(S) = Zle min (]S N P, 1). If so, the correctness of Algorithm 4 follows

5 Suppose we allow r; > |P;|. Let M := {i|r; > |P;|}. Now rank(S) = Zz‘eM SN P+ ZigM min(|S N
P;|,r;). This means we get no information for partitions with index in M. To see this, we pick
z1 € P, ,x2 € P;, with 1,92 € M and i1 # i2. If we swap x1 with 2 in every set we give to the
rank-oracle, the answer it returns is the same. Thus no rank query algorithm can tell x1, 22 apart.
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Algorithm 4 Using Representatives to Learn Partition.

1: procedure LEARNMATROIDWITHREPS(V, rank, B, T1,Ts, ¢ : Ty — T5):

2: > Input: n elements in V with rank query; basis B, set of representatives Ty C B,
ToN B =0, ¢(t) is a friend of t.

3 > Output: the partition P.

4 For any subset S C B, define ranky(S) := rank(B — S + T») — rank(B — 5).

5 Py < FINDPARTITION(DB, ranky) > Takes O(|B|) queries.

6: For each 1 <i <k, r; < |BN Pi(1)| where P; = (Pl(l)7 . 7P,il)).

7

8

9

For any subset S C V' \ B, define ranky(S) := rank(B 4+ S — T3) — rank(B — T7).
Py < FINDPARTITION(V \ B, ranks) > Takes O(|V \ B|) queries.
Use ¢ to merge P; and P, into P: for ¢t € T}, merge the part in P; containing T3
with the part in Py containing ¢(t).
10 return (P, {r;}}_,)

from Theorem 1. Indeed, rank(B — S +T5) —rank(B — S) gives +1 for each part where B — S
loses at least one element to which the unique element of T5 contributes. Similarly, one argues
that for any S C V' \ B, ranky(S) = Zle min(|S N P;|,1). This is also for a similar reason;
B — T loses exactly one element from each part and so rank(B + S — Ty) — rank(B — T1)
counts the parts that S intersects at least once. See Figure 2 for an illustration. <

3.1 Finding Representatives via Binary Search

We now describe a procedure which takes a basis B of the partition matroid, and finds two
subsets of representatives T) C B and T N B = (). The idea behind is a delicate binary
search. Fix some e € V\B and without loss of generality, say e € P;. We now show how to
find one element in BN Py in O(logr) queries. The way to do it is by halving B to X; U X5
and keep the half with at least P; element in it as “search half”. This can be checked by
seeing whether rank(X; + {e}) = rank(X7): if so then X; contains all element of P; and this
is the half we stick with; otherwise X5 contains some P; element and takes precedence. The
other half is now added to the new “test half”. We keep searching in our search set until
it has exactly 1 class P; element left. For instance, say X5 is further divided to X2; and
Xa2. The next query would be to check if rank((Xy + {e}) + X21) = rank(X;7 + X21). If so,
then X; 4+ X5; contains all class P; elements, and so will make X5; our new “search set”;
otherwise, we continue on Xs,. We describe the pseudocode in detail in Algorithm 5.

> Claim 14. Algorithm 5 returns (71, T, ¢) correctly and makes O(n + klogr) many rank
queries.

Proof. The proof is by induction: we claim that 77,7, contains at most one element from
each part and the size |T1| = |Tz2| equals the number of parts spanned by the elements seen by
the outer for-loop. And furthermore, the ¢-relation is correct. This is obviously true before
anything occurs, and consider the for-loop for and element e. Now suppose the if-statement
in line 6 is not true; that is, say rank(B — T} + €) > rank(B — T3 ). This would mean that
e contains a friend in 7T7; the only way the rank could increase is if e filled the “hole” in
the part which has exactly one element missing in B — 77. We discard this e. On the other
hand if the if-statement holds, then we will discover a new part in B and thus by inductive
hypothesis, in V' \ B. We therefore add e to Tb.

Now consider the invariant in line 10. If that indeed holds true, then when the while-loop
terminates, and it does so with |X| = 1, the single element 2z € X must be in the same part
as e. Thus, adding « € Ty and setting ¢(z) = e is the correct thing to do. To see that the
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B-S§

Figure 2 Illustration of how we simulate a simple partition matroid rank query inside of a basis with
representatives outside. We have a basis with b;s equal to 1 (purple nodes), 2 (green), 3 (blue) and 4
(black) respectively. rank(B) = 10, rank(B—S) = 5. Note |B—S+1>| = 10, yet rank(B—S+T3) =9
because the number of green nodes is capped at 2. rank(B — S + T3) — rank(B — S) = 3 simulate a
simple partition matroid rank query for S. The circled nodes correspond to the 3 partitions included
in S.

invariant in line 10 holds, we include the invariant in line 11. This is readily checked in both
the “then” and “else” case of the forthcoming if-statement. If line 13 holds true, then akin
to the argument above, Y + X; contains all friends of e in B. So, we focus our search on
X since it contains at least one friend of e because, by invariant, X contained at least one
friend of e. So setting X to X; keeps the invariant satisfied. On the other hand, if line 13
doesn’t hold true, then X5 must contain at least one friend of e. And so setting X to Xs
keeps the invariant fulfilled.

To find the number of queries is simple. First notice that only line 6 and 13 make any
queries. And even then one of them is superfluous. More precisely, since B — T and Y + X
are independent sets, their rank is |B| — |T1| and |Y| + |X1]| respectively. We make n — r
queries in line 13. Of these at most k£ many satisfy the condition. Each of them leads to a
binary-search style argument which takes at most [logr| many queries. <

» Remark. Note that line 6 and line 13 can be implemented using only independence oracle
queries since they are really asking, respectively, if B—T; +e and Y + X; + e are independent
or not; if the ranks are equal, they are not. This also implies an O(nlogk) algorithm to
learn the partition matroid using only independence oracle as alluded to in the Introduction.
Let |T1| = |T2| = k. Once we have the representative sets T3 C B and T N B = (), for any
element e ¢ V' \ B, we can use a binary-search style argument on 7} to find e’s friend among
Ty in O(log k) many independence oracle queries. More precisely, we halve T; into (X,Y)
and check if B — X + e is independent or not. If it is, then X contains e’s friend; otherwise,
Y does. Similarly, for any e € B, we can find e’s friend in 75 in O(log k) many independence
oracle queries.
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Algorithm 5 Finding Representatives.

1: procedure FINDREPRESENTATIVES(V, rank, B):

2 > Input: n elements in V with rank query; basis B

3 > Output: Sets of Representatives Ty C B, To N B =0 and map ¢ : Ty — Ts.

4: Tl, Tg — @

5 for e € V'\ B do:

6 if rank(B —T1 + {e}) = rank(B — T1) then:> e is an element with no friends in T
and Ts:

7 T2 «— TQ + e.

8: X« B;Y «+ 0.

9 while | X| > 1 do:

10: > Invariant: X has at least one element in same part as e
11: > Invariant: X UY = B

12: (X1, X3) < arbitrary equipartition of X.

13: if rank(Y + X1 +¢€) = rank(Y + X;) then: > X, contains no friends of e
14: Y«Y+ Xy, XX

15: else: > X5 contains at least one friend of e

16: Y+« Y+ X, X<+ Xo.

17: > X is a singleton element of B; let X = {x}

18: Ty < T1 + x; Set ¢p(x) =e.

19: return (T, T3, ¢).

Algorithm 6 Learning a Partition Matroid.

1: procedure LEARNPARTITION(V, rank):

2: > Input: partition matroid on n elements in V with rank query

3: > Qutput: the partition P and r;’s

4: Learn a basis B using FINDBASIS(V, rank) a la Algorithm 3.

5 (Ty, T, ¢) < FINDREPRESENTATIVES (V| B, rank) a la Algorithm 5.

6: return (P, {r;}) < LEARNMATROIDWITHREPS(V, rank, B, T1, T, ¢) a la Al-
gorithm 4.

For completeness, we end the section by giving the pseudocode for the final algorithm
in Algorithm 6. Lemma 12 establishes that Algorithm 6 makes n rank queries, Claim 14
establishes that Algorithm 6 makes n + klogr rank (in fact independence oracle) queries,
and Claim 13 establishes that Algorithm 6 makes O(n) rank queries. This completes the
proof of Theorem 2.

4 Conclusion

In this paper we looked at the question of learning a hidden partition using rank queries
which given a subset tells how many different parts it hits. We gave a simple but non-
trivial, deterministic, and efficient algorithm which makes O(n)-rank queries. This is optimal
up to constant factors. The main non-triviality arises in the use of techniques devised
in coin-weighing algorithms a la [18, 31], and our work falls in a growing line of such
results [28, 23, 14, 6, 20, 30] which explores the use of these techniques to solve combinatorial
search problems.
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The obvious question left open by our paper is whether there are O(n) algorithms to

learn general partition matroids especially when k = ©(n). We have not been able to directly
port the coin-weighing techniques to solve this problem even in the case of r; = 2 for all
1. The main technical challenge that the rank query, ultimately, is not a linear query and

in Section 3 we could make it “behave linear” with the help of representatives. Our algorithm

to find representatives, however, didn’t utilize the “more information” given by rank-queries

over independence oracle queries. Investigating this may lead to new algorithmic primitives.

On the other hand, perhaps there is a w(n) lower bound for this problem when k = O(n).
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